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Accurate blood pressure measurement (BPM) is critical for managing hypertension, a leading global health concern. While
international standards like ISO 81060-2 are applied to ensure commercial BPM device safety and effectiveness, gauging
compliance earlier in research and development can be challenging. This study proposes an enhanced statistical evaluation
framework that calculates a credence of device acceptability, aligned with international standards, which can be used to assess and
compare results of device evaluation experiments having various sample sizes, blood pressure ranges, mean, standard deviation
and correlations in error. Applied to ten studies featuring diverse BPM methods, the framework demonstrates its capability to
provide insights beyond the face-value application of the performance criteria of international standards. This framework advances

BPM technology by providing more appropriate tools to assess device accuracy.
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INTRODUCTION

Globally, it has been reported that approximately 12.8% of deaths
and 4.4% of disability-adjusted life years are caused by abnormal
blood pressure. Moreover, the leading cause of the worldwide
burden of disease is high blood pressure (hypertension) [1].
Hypertension management is always a formidable task, from
accurate measurement to effective treatment [2]. The American
Heart Association classifies blood pressure (BP) and corresponding
diagnosis in four categories according to the systolic blood
pressure (SBP) and diastolic blood pressure (DBP) levels: normal,
elevated, stage 1 hypertension, and stage 2 hypertension [3]. The
blood pressure measurement (BPM) is a well-known clinical
method to monitor cardiovascular function, and it is also a strong
predictor of death and cardiovascular disease [4]. The history of
BPM can be traced back to the end of the 18th century [5]. During
these decades, many advancements in concept and technology of
BPM have allowed us to diagnose abnormal blood pressure and
predict cardiovascular pathologies effectively. However, the
research on sphygmomanometers does not stop there. New
techniques with more portability (e.g., ambulatory devices) and
acceptable accuracy have gradually become standardised and
gained consensus.

Over the years, several prestigious organizations have devel-
oped clinical validation protocols for BPM devices, such as the
American National Standards Institute (ANSI)/ the Association for
the Advancement of Medical Instrumentation (AAMI) [6], the BHS
Protocol by the British Hypertension Society [7], and the ESH
International Protocol by the European Society of Hypertension
[8]. International regulations have converged on the current
International Organization for Standardization “ISO 81060-2:2019

Non-invasive sphygmomanometers. Part 2: Clinical investigation
of intermittent automated measurement type”. With recent
advances in cuffless (which is technically out of scope for I1SO
81060-2) and wearable devices, standards organisations have
responded with the IEEE standard for Wearable, Cuffless Blood
Pressure Measuring Devices by the Institute of Electrical and
Electronics Engineers [9] and ISO 81060-3:2022 Non-invasive
sphygmomanometers Part 3: Clinical investigation of continuous
automated measurement type [10]. In addition, ISO 81060-7 which
will cover cuffless BPM devices is being drafted. Such standards
specify consistent approaches throughout the clinical investiga-
tion, from validation to statistical analysis [11]. Compliance with
these standards is particularly valuable to give confidence that
devices to be placed in market have acceptable characteristics and
performance for the typical use cases envisioned by the standards.

Taking the widely used ISO 81060-2 as an example [6], this
standard applies to all sphygmomanometers intended for diverse
patient populations and various usage conditions. It mandates
that clinical investigations employ either a noninvasive ausculta-
tory BPM at the upper arm or an invasive BPM as the reference
standard. For studies using an auscultatory reference BPM, the
protocol requires a minimum of 85 subjects and at least 255 valid
paired BP values. Furthermore, the demographic composition
must include at least 30% male and 30% female subjects. The
standard also prescribes a wide BP distribution: for reference SBP
readings, at least 5% should be below 100 mmHg, at least 5%
above 160 mmHg, and at least 20% above 140 mmHg; for
reference DBP readings, at least 5% should be below 60 mmHg,
at least 5% above 100 mmHg, and at least 20% above 85 mmHg.
Additionally, the standard specifies requirements for cuff and limb
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sizes, age distribution, data analysis, and adjustments for special
patient populations, ensuring comprehensive and rigorous
validation procedures.

Originally, for example in ANSI/AAMI SP10:1992 manufacturers
were required to keep the mean error within+ mmHg and the
standard deviation under 8 mmHg. These limits were intended to
ensure that the error in any single measurement was less than a
tolerable error (decided by the writers of the standard) with some
probability, p (also decided by the writers of the standard).
However, these fixed limits did not account for the relationship
between the mean and standard deviation of errors. For the same
standard deviation, the probability of tolerable error varies
depending on whether the mean error is 0 mmHg or 5 mmHg.
To address this, later standards including SP10:2002 and the
current ISO 81060-2 introduced criteria that adjusts the upper
standard deviation limit based on different mean errors, ensuring
85% of errors fall within an acceptable range (p = 0.85) [6]. For
example, with a mean error of 0 mmHg, the standard deviation
must be < 6.95 mmHg for the device to be accepted.

To date, much reported research does not adhere to the I1SO
standards in these recently published continuous BP standards.
This is particularly the case for research groups exploring new BPM
technologies at early stages, due to the cost associated with
complying with the stipulations of the standards. This situation
highlights the gap between the desire to adopt new, continuous
BP monitoring technology and the paucity of evidence from
research studies in full compliance with international validation
standards. The most direct way to address this gap is to conduct
full-scale validation. However, this is time consuming, costly, and
may even raise ethical questions about the demands placed on
participants in studies that are needlessly overpowered to confirm
or refute whether devices can meet performance expectations.

International standards such as ISO 81060-2 and the AAMI/ANSI
SP10 require a minimum sample size of N=>85 participants.
However, given practical constraints, many research studies utilize
smaller sample sizes. In previous research [12], to evaluate the
performance of different BPM methods in studies utilizing smaller
sample sizes, our group developed statistical methodologies
consistent with 1SO 81060-2, which explored changes in the
acceptance region (combinations of mean and standard deviation
of error) for varying sample sizes. The original derivation of the
criteria used in international standards, as described in AAMI/ANSI
SP10:2002 + A1:2003 + A2:2006 Annex F, relied on Gaussian
approximations, using Taylor expansions around the mean and
standard deviation to provide confidence limits for p, the true
probability of tolerable error. However, the method described in
the standard produces a biased standard error, dependent only on
the sample size N, whereas our previous work proposed a
sampling distribution approach, where the standard error
depends not only on N but also on the mean error and standard
deviation of the errors, yielding a more accurate approximation
than the framework provided by the standard, and also provided a
methodology to evaluate the probability of acceptance (P,), which
is the probability of meeting the ISO 81060-2 accuracy criteria. This
approach facilitated a comparative analysis of accuracy across
different studies with varying sample sizes. The accuracy
evaluation was based on P, values, where P,>95% is the
threshold for acceptability as per the standard.

In the current study, we aim to extend this proposed framework
by incorporating BP ranges, in addition to sample size, mean error,
and standard deviation, to evaluate the credence of device
acceptability. This expansion allows for a more comprehensive
evaluation of BP measurement device accuracy across different
clinical settings, because many studies with smaller sample sizes
also measure from a narrower range of reference BPs than
required by the standards. Our objective is to refine the
acceptance criteria for BP devices, ensuring that they account
for varying BP ranges, which is crucial to device reliability and
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patient outcomes. By expanding the framework, we aim to better
guide device evaluation across diverse clinical scenarios and
improve application of BPM device criteria.

The following section outlines the methodology for evaluating
the credence of device acceptability. A detailed mathematical
treatment is provided in the Appendix. The results section will
present a comparative analysis of the credence of device
acceptability for previous studies utilizing different BPM techni-
ques, incorporating insights from each technique. In the discus-
sion section, the limitations of the current approach will be
addressed, along with recommendations for future research
directions.

METHOD

Overview of statistical method

Standards universally define the error in a measurement as the difference
between the reference BP reading (which may itself be an average of
readings) and the measurement from the device-under-test (DUT). The
maximum error deemed ‘acceptable’ (which approximates ‘remaining
clinically useful’), also known as tolerable error, is denoted by A. Standards
require a level of confidence, C,min, that a DUT is acceptable, defined as the
probability that the true proportion of tolerable errors is no less than a
specified threshold, pi.s.. Any single validation experiment will provide an
estimate of the true proportion of tolerable errors within some confidence
limits, which will depend on the number of paired reference and DUT
measurement samples, n, collected during the experiment. More samples
will result in a narrower confidence interval. Standards therefore also
stipulate a sample size designed to ensure a minimum level of confidence
that the acceptance criteria are met. Implicit in this specification is the
assumption that the experimental measurements come from a process
that is like the one assumed in deriving the accuracy criteria. For example,
the phenotypes of participants should match what is assumed by the
standard, including similar ranges of blood pressure.

We wish to calculate a score that reflects the probability that a DUT will
meet standardised accuracy criteria. This score should account for the fact
that an available experiment will have different sample size and different
blood pressure range than stipulated by the standardised test. We call this
score the “credence of device acceptability”, crs, and define it as the
probability that the proportion of tolerable errors, as evidenced by an
experiment with the DUT, is no less than some threshold, uymin, that
corresponds to the proportion of tolerable errors that would be expected
from a standards-compliant device if it were to be subjected to the same
experimental design as used for the DUT. In the following paragraphs we
present an explanation of the calculation of cr,, with reference to the flow
chart in Fig. 1. The full derivation is given in the appendix.

Parameters for acceptable performance must be chosen. These para-
meters, which have been described above, are Cpmin, prest (block 1) and A
(block 3). The distribution of blood pressures required by the standard
should also be known, and in our derivation is represented by the random
variable, X, and its probability density function, fy (block 3). The last
remaining parameter to choose is the number of samples, n, in the
experiment with the DUT (block 2). From this information, using Eq. (A8), we
can determine the acceptance threshold described above, pymi, (block 4).

The DUT validation experiment will yield n paired BP and BP error values,
X, and yy, respectively (block 5). Fitting a linear regression model (block 6)
to these data gives the probability density function of the error conditional
on the measured blood pressure, fyjx—,(y). Combining this with previously
chosen fy allows calculation (block 7) of the joint density function fy y(x.y).
The joint density function represents the likelihood of any combination of
measured BP and measurement error, when measuring using the DUT and
sampling from a population with BP distribution required by the standard.
From this, we can calculate the probability u, by integrating between limits
of tolerable error (-A to A) for all BP (block 8). To finish, credence of device
acceptability can be calculated (block 9).

Application

To support readers and researchers who wish to apply the proposed
mathematical method for estimating the expected performance of a BPM
device, we have developed a user-friendly online calculator [13] powered
by Wolfram Cloud. This tool allows users to easily compute the credence
metric and results plots by inputting the mean and SD of the BP
distribution and the measured error characteristics.
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Fig. 1 Flow chart showing the steps in calculating credence of device acceptability. Symbols and bracketed numbers correspond to

equations in the appendix.

To align with the requirements and statistical assumptions underpinning
current standards, the following parameter values have been used:

Cpmin = 0.95; pos = 0.78; A = 10mmHg

The BP distribution presumed by the standard is represented by normal
distributions (i.e. X~N) with specifying mean +standard deviations:
130+ 20 mmHg for systolic BP, and 80+ 13 mmHg for diastolic BP,
respectively.

The rationale for these values is as follows: In ANSI/AAMI SP10:2002
Annex F, 10 mmHg is defined as the tolerable error, a device is considered
acceptable if its estimated probability of a tolerable error is at least 85%,
but with a sample size of 85, there is a 95% chance that the estimated
probability of a tolerable error will be at least 78% (or, as described in SP10,
a 90% chance that the difference is no more than 7%). ISO 81060-
2:2019 + A1:2020 section 5.2.4.1.2 retains the same mean-error-dependent
acceptance criteria as SP10, and also specifies blood pressure distributions
for auscultatory reference measurements (section 5.1.5) that are met by
the parameter values for X given above, assuming blood pressures are
normally distributed. These values ensure that at least 5% of SBP readings
fall below 100 mmHg, at least 5% above 160 mmHg, and at least 20%
above 140 mmHg, while similarly meeting the thresholds for DBP: at least
5% below 60 mmHg, 5% above 100 mmHg and 20% above 85 mmHg.

To illustrate the proposed evaluation algorithm, we did a brief literature
review to identify several previous studies that employed various BPM
methods. These studies were selected to ensure their relevance to this
research:

1) The studies had to focus on BPM methods, ensuring alignment with
the scope of our evaluation framework.

2) The studies needed to describe clear validation protocols, including
sufficient statistical parameters to enable algorithmic calculations,
including sample size, ranges of SBP and DBP, mean error and its
standard deviation.

3) The BP data used in these studies had to originate from
measurements obtained directly from participants, rather than
relying on online databases or simulated datasets.

RESULTS

Ten previous studies reporting device inaccuracies are summar-
ized in Table 1. The inaccuracies presented in the table represent
the error (Mean+SD) associated with each BPM method,
measured in mmHg. Although our technique can account for
systematic errors in BPM (that is, correlation between error and
BP), this information is not generally reported and therefore
omitted from the analysis. The presented examples encompass a

SPRINGER NATURE

wide range of BPM techniques, including the widely used cuff-
based oscillometric method, the finger volume-clamp method,
pulse transit time (PTT)-based approaches, and machine learning
(ML)-driven pulse wave analysis methods. For instance, a recent
validation study evaluated the accuracy of a newly developed
wrist-type automatic BPM in accordance with the I1SO 81060-2
standard, obtaining a credence of device acceptability exceeding
99% for both SBP and DBP (as shown in Fig. 2) [14]. Conversely, an
early investigation into cuffless BPM using the PTT-based method
indicated a lower credence of device acceptability for SBP,
attributed to a limited participant number and restricted BP
range, as illustrated in Fig. 3 [15].

In each of these figures, the left-hand plot shows contours of
the joint density function fy y(x,y). This highlights the area of most
likely combinations of BP and BP error. The horizontal light-
shaded bands at the top and bottom of the chart show the
regions of error outside of what is considered tolerable. The
superimposed bell-curve (solid line, arbitrary vertical scaling) is the
probability density function, fy, of the required BP distribution. The
dashed lines show the mean prediction and 68 and 95% individual
prediction limits for BP errors, derived from the experiment’s
regression model. The 95% individual prediction limits correspond
closely with Bland-Altman “limits of agreement” but also account
for the range of sampled BPs.

The right-hand plot shows, given the experimental data and
parameter choices made, how confidence in the DUT exceeding a
proportion of tolerable errors changes with the value of
proportion of tolerable errors (solid line). The gray zone represents
the unacceptable region bounded by ppmi, on the right and Comin
on top, so that if the solid line intersects the gray zone, the DUT is
not expected to meet the requirements of the standard. The
credence of device acceptability score is the confidence asso-
ciated with ppmin and is shown as a point on the solid line. Also on
the right-hand plot, the experimentally determined proportion of
tolerable error, up,, is shown with an arrow-head on the horizontal
axis, and the modelled distribution of P (i.e. the anticipated
distribution of u, from multiple experiments) is shown using a
dashed line (arbitrary vertical scaling). The arrow-head is the mean
of the distribution, and the width of the distribution is an
indication of the standard error of the mean.

Compared to Fig. 2, Fig. 3 shows a greater spread of
measurement errors, even though the mean error is closer to
zero. Furthermore, the smaller sample size and smaller range of
measured BPs contributes to more divergent individual prediction

Journal of Human Hypertension (2025) 39:658 - 665
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bands in Fig. 3. Together, these significantly increase the variance
of P (seen as the width of the dashed line in the right-hand plot)
which reduces the credence of device acceptability, even though,
at face value, both studies report error statistics that meet the 1SO
81060-2 criteria.

It is important to emphasize that this re-evaluation and critique
do not undermine the significant contributions of these studies to
the field; instead, our research can be used to underscore areas for
improvement that can advance the accuracy and reliability of BPM
technologies, and help to synthesise the findings of the various
reported studies.

DISCUSSION

Accurate BPM is critical for the effective management of
cardiovascular health, as it serves as a cornerstone for
diagnosing hypertension and assessing cardiovascular risk.
Inaccurate BPM may lead to misdiagnosis and inappropriate
treatment [16]. International standards such as ISO 81060-2 play
a vital role in ensuring that BPM devices meet safety and
effectiveness criteria, providing essential guidance for consu-
mers, manufacturers, and regulators. The pass/fail criteria
outlined in these standards serve as a benchmark for defining
acceptable levels of error in BPM, thereby establishing trust in
device performance. Thus, adhering strictly to international
standards is the most effective and reliable approach to
ensuring the accuracy of BPM devices.

Developing and validating novel BPM techniques often faces
significant logistical and methodological challenges. Full-scale
validation studies, though ideal, are frequently impractical during
the development phase due to constraints such as limited time,
budgetary restrictions, and the complexities of obtaining ethical
approval. These challenges can lead to insufficient sample sizes,
unrepresentative BP distributions, and other recruiting biases
which may compromise the generalizability of the findings. For
instance, if a new BPM technique is tested exclusively on
participants with normal BP, its efficacy in measuring and tracking
elevated BP in hypertensive patients remains uncertain. Moreover,
many published studies lack comprehensive statistical informa-
tion, making it difficult to objectively compare results across
different studies or to assess the robustness of a given technique.
Asking researchers to repeat their experiments to address such
gaps is neither feasible nor efficient.

In this study, we proposed an algorithm to evaluate the
credence of device acceptability, which provides a valuable tool
for assessing the accuracy and reliability of BPM devices during
their development phase and comparing the performance of
various techniques. By introducing a statistical framework that
aligns with 1SO 81060-2 standard, this method enables researchers
to evaluate device performance prior to full-scale validation, thus
facilitating iterative design improvements and minimizing
resource expenditure. For instance, by allowing for early
identification of limitations in novel BPM techniques, such as
new cuffless BPM methods, our evaluation method can help guide
design enhancements that could improve their clinical utility.

As demonstrated in Table 1, our proposed method effectively
evaluates and compares the relative performance of different BPM
techniques across studies with varying sample sizes, BP distribu-
tions, and reported inaccuracies. For studies employing similar
measurement techniques, a lower credence of device accept-
ability was observed when participant numbers were smaller, or
BP distributions were narrow and/or not representative of the
general population, highlighting the critical impact of sampling on
the evaluation outcomes. Notably, the emerging cuffless techni-
ques, such as PTT-based approaches, exhibited significantly lower
credence of device acceptability. This finding underscores the
need for continued research and development to enhance their
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and BP errors were 0.89 + 5.65 mmHg with 85 samples.

accuracy and reliability, ensuring they can achieve clinical-grade
performance in real-world applications.

During our short literature review, we observed that many
previous studies evaluating new BPM techniques or algorithms
continue to rely on the simplistic criteria of “mean error less than
5mmHg and standard deviation less than 8 mmHg” to claim
adherence to ISO standards. However, we have demonstrated that
these pronouncements do not account for critical factors such as
small participant sample sizes and limited BP ranges and risk
presenting an overly optimistic view of device performance,
potentially misleading uninformed readers and obscuring the true
performance of the proposed methods.

Despite its utility, our approach has remaining limitations. The
current framework assumes a normal distribution of BP and
measured errors, which may not fully capture the variability in
device performance across different BPM technologies or patient
populations. Future research could explore alternative statistical
models, such as t-distributions, to assess whether they provide
significantly different evaluations under non-normal conditions.
Additionally, our analysis does not account for many other sources
of potential bias in pre-existing validation data. International
standards already recognise some such biases, including arm
circumference, gender, age and special patient populations, but
there are likely to be others that affect the novel BPM
methodologies published in recent research. Future developments
of our framework could address such issues to refine the
assessment of credence of device acceptability, but this would
require statistical information about their association with
measurement errors that is not readily available. Another
limitation is that we do not account for different cross-validation
schemes potentially employed during device development and
testing. Ideally, devices are tested on participants, none of whom
contributed data during device development. However, papers do
not typically report cross-validation methods in sufficient detail to
account for departures from this ideal. Conversely, examining the
variability in the calculated credence over repeated experiments
of the same design could be a way uncover sources of variability
due to non-obvious methodological effects or, at least, evaluate
the real-world repeatability of the credence metric itself. For now,
we hope that our research serves to increase awareness about the
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implications of deviations from standardised validation protocols.
It does not preclude the need to adhere to the full standard for
regulatory clearance and to support clinical acceptance.

CONCLUSION

Our research provides a statistical analysis method that provides
a practical and scientifically rigorous solution to evaluate the
credence of BP device acceptability. Our method enables
researchers to gain more rigorous insight into device perfor-
mance, and more objectively compare reported studies with
varying participant numbers, BP distributions, and correlation
between BP errors and BP (i.e. systematic errors). By applying
this analysis, researchers, device developers and clinicians can
better synthesise conclusions from disparate studies, identify
areas for improvement in emerging techniques, such as cuffless
and wearable BPM devices, draw more valid conclusions from
and better gauge clinical relevance of smaller and lower-cost
clinical evaluations. Ultimately, the proposed framework
advances the field by offering an objective, flexible tool to
support device development and validation, supporting the
creation of more reliable BPM technologies to benefit diverse
patient populations.

Appendix: statistical derivation

Credence threshold. For a given device validation experiment, we
will have a sample size, n, and proportion of acceptable errors yy,.
The standard error of this sample proportion is

(1 — ko)t
n

Op = (A1)

We assume the random variable, P, representing the proportion
of acceptable errors from repeated experiments can be described
by

P ~ Beta[a, f] (A2)

Parameters a and B are chosen such that the mean and
standard error of the mean are equal to the experimentally
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Fig. 3 Example of BPM [15] with low credence of device acceptability for SBP. Reported (mean + SD) systolic BPs were 121.4 + 17.6 mmHg

and BP errors were —0.06 + 6.63 mmHg with 33 samples.

observed proportion and standard error:

a_uf,—uf;—upof, (=1 + ) (—Hp + 15 + 07)

B= (A3)
% %
The cumulative distribution function of P is
Felp] = Pr[P < p] =1ly[a,B] (A4)

where Pr[m] denotes a probability, Fo[m] is the cumulative
distribution function for random variable P, and I,[a, f] is the
regularised beta function.

We define the confidence that a device is acceptable in terms of
the probability that the true proportion of tolerable errors is
greater than a test proportion, p:

Cp =Pr[P>p]=1—PriP<p] (A5)

Co=1-1lpa, B (A6)

Substituting and simplifying using previous Egs. (A3) and (A1)
show that this is a relationship between C,, p, u, and n:

Co=1—=1p[(n= 1Dy, (n=1)(1 — )] (A7)

Standards specify, for device acceptability, the required level of
confidence, Cpmin, calculated at a test proportion, pies, of tolerable
errors. This relationship therefore determines the observed
proportion of tolerable errors required to achieve device
acceptability, tpmin.

Comin =1 — I, [(n— 1);1,1,,,,,-,,7 (n— (A8)

1)(1 - “pmin)}
We can solve this numerically for u,min for chosen values of the
other parameters. For example, choosing piest = 0.78 and Cppmin =
0.95, the relationship between sample size, n, and Uy, is shown
below (Fig. 4):
We define credence of device acceptability, cr,, as the probability
that the true proportion of tolerable errors, as evidenced by an

Journal of Human Hypertension (2025) 39:658 - 665

experiment with the device under test (DUT) is no less than pipmin.

CrAZPIP > Upmin] = 1 — PYP < Uypmin] (A9)

Substituting using Egs. (A5), (A7) and then (A9) above gives

Pr[P<“pmin] = Iﬂpmm[(n - 1)up7 (n - 1)(1 - Np)] (A]O)
carp=1 _Iypmin[(n_1)“p’(n_1)(1 _up)] (A17)
Experimentally determined probability of tolerable error. In Eq.

(A11) above, u, represents the proportion of tolerable errors found
by an experiment that meets criteria for the distribution of
measured blood pressures stipulated by the standard. This
estimate is conditional on the distribution of blood pressures
sampled:

Hp = Pr[=A<Y <A| — 0o < X<oq] (A12)
where X is a random variable representing measured blood
pressures with the stipulated distribution (i.e. a distribution
consistent with the ranges of measured blood pressure required
by the applicable validation standard), and Y is a random variable
representing corresponding experimental measurement errors.

The probability (A12) can be calculated from joint and marginal
probabilities as follows:

_ Pr[=A<Y<A, —co <X <oq]

Ho = Pr[—oo < X<o0] (A13)

The right-hand-side probabilities can be found by integrating
their respective probability density functions, /

] A
Pri—A<Y <A, —co <X <] :/ / #xylx, yldy dx (A14)
—ood —A

Prl—oco< X <o0] = /oo AxxJdx =1 (A15)
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To find the joint density function /, , we use the identity

/xyx:¥] :/XM/Y\X:xM (A16)

For the conditional density function, /y,,_, we presume that
sampled blood pressure errors, y, are normally distributed about a
linear regression line, so that we may write

(YIX = x)~Ny, SE[x]?] (A17)

y=y+Bkx-Xx) (A18)
where X and y are the sample means of blood pressure and
measurement error, and B, is the gradient of the regression line. In
this notation, the normal distribution is parameterised by mean
and variance.

Under these assumptions, the standard error for an individual
prediction as a function of measured blood pressure, SE[x], is given
by

(x =)’

) A
(n—1)s2 (AT9)

1
SER = | (72 +57) | 1 +o+

where s, and s, are the sample standard deviations of blood
pressure and measurement error, respectively.

The equations above fully determine the conditional density
functions. The probability density and cumulative distribution
functions, written in full for reference, are:

(e’
zgz+s;><1+%+(<:j;;>
/Y\x:x ] = = (A20)
\/E\/(yz +9)(1+1+ %)
1 y—y+pB(x—Xx
-7:Y|X:x[y] :Eerfc y y /31( ) — (Az.l)
ﬁ\/<y2 +)(1+1+ %)
where erfc[m] is the complementary error function.
Up can then be calculated as follows:
»00 A
Yy = / / /x.y[X;yldy dx (A22)
—o0J A

with which we have fully defined cra.
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SUMMARY TABLE
What is known about the topic

® |International standards like I1SO 81060-2 ensure blood
pressure measurement (BPM) device safety and effective-
ness but are designed primarily for large-scale validation
studies.

® Early-stage evaluation of BPM devices in research and
development is challenging due to constraints like limited
sample sizes and narrow BP ranges.

® Current BPM evaluation often uses simplistic criteria, such as
mean error <5mmHg and standard deviation <8 mmHg,
which may not fully account for variability and systematic
biases.

What this study adds

® Proposes a statistical framework for calculating the credence
of device acceptability, accommodating varying sample sizes,
BP ranges, and reported errors.

® Demonstrates the framework'’s ability to provide an objective
comparison of BPM device accuracy across different studies,
even with limited resources.

® Highlights critical factors impacting BPM evaluation, offering a
more robust methodology aligned with international standards.
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author upon reasonable request.
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