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Compressed ultrahigh-speed single-pixel
imaging by swept aggregate patterns

Patrick Kilcullen 1, Tsuneyuki Ozaki1 & Jinyang Liang 1

Single-pixel imaging (SPI) has emerged as a powerful technique that uses
coded wide-field illumination with sampling by a single-point detector. Most
SPI systems are limited by the refresh rates of digital micromirror devices
(DMDs) and time-consuming iterations in compressed-sensing (CS)-based
reconstruction. Recent efforts in overcoming the speed limit in SPI, such as the
use of fast-movingmechanical masks, suffer from low reconfigurability and/or
reduced accuracy. To address these challenges, we develop SPI accelerated via
swept aggregate patterns (SPI-ASAP) that combines a DMDwith laser scanning
hardware to achieve pattern projection rates of up to 14.1MHz and tunable
frame sizes of up to 101×103 pixels. Meanwhile, leveraging the structural
properties of S-cyclic matrices, a lightweight CS reconstruction algorithm,
fully compatible with parallel computing, is developed for real-time video
streaming at 100 frames per second (fps). SPI-ASAP allows reconfigurable
imaging in both transmission and reflection modes, dynamic imaging under
strong ambient light, and offline ultrahigh-speed imaging at speeds of up to
12,000 fps.

Single-pixel imaging (SPI) is a potent computational imaging modality
with widespread applications1. This approach imparts deterministic
two-dimensional (2D) spatial patterns onto the imaging beam, fol-
lowed by data acquisition using a single-pixel detector. In the ensuing
image reconstruction, these spatial patterns are used as prior knowl-
edge to facilitate the accurate recovery of spatial information. By
eliminating the need for a 2D sensor (e.g., CCD or CMOS), SPI may use
detectors whose cutting-edge performance or high specialization are
impractical tomanufacture in an array format2. For example, SPI paired
with photomultiplier tubes has been used for time-of-flight three-
dimensional (3D) profilometry3,4, single-photon imaging5, and imaging
of objects hidden fromdirect line-of-sight6. SPI combinedwith electro-
optic detection has been used in terahertz (THz) imaging7–11. SPI
implemented with ultrasonic transducers has found applications in
photoacoustic imaging12,13.

Recent years have witnessed the growing popularity of SPI owing
to the hardware progress in spatial light modulators (SLMs) and soft-
ware advances in image reconstruction. To date, the dominant SLM
used in SPI is the digitalmicromirror device (DMD), which is capable of

reconfigurable and nonmechanical display of mega-pixel patterns at
refresh rates of up to 32 kHz1. However, despite offering numerous
advantages, their kHz pattern refresh rates sharply limit the data
acquisition rate of most SPI systems below the MHz bandwidths of
typical photodetectors. Consequently, the 2D imaging speeds in most
SPI systems are clamped under 100 frames per second (fps), preclud-
ing them from high-speed imaging.

To compensate for DMDs’ limitation in pattern projection rates,
themajority of SPI approaches have aimed to increase imaging speeds
by reducing the number of samples required for image recovery using
compressed sensing (CS)14–17. While widely adopted in SPI, typical CS
algorithms are implemented in the framework of iterative convex
optimization, which requires a large computational overhead with
non-deterministic processing times highly dependent on the scene
complexity18–20.While it is suitable for high-speed imaging experiments
with offline processing, the excessively long image reconstruction
time (typically tens of seconds) poses inherent challenges for real-time
visualization, where reconstruction must immediately follow
acquisition.
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Towards this goal, many ensuing developments have substituted
DMDs with new light sources and modulators21–24. One recent
approach has used a high-speed illumination module comprised of an
array of 32×32 light-emitting diodes (LEDs)23,24. Although this method
has demonstrated a pattern deployment rate of 3.13MHz and a CS-
assisted 2D imaging rate of 25 thousand frames per second (kfps), the
performance of its patterned light source, which requires custom
hardware, is closely tied to the display of Hadamard patterns that
possess certain symmetry properties. Moreover, because the patterns
were directly provided by LED illumination, this approach is inapplic-
able to many types of SPI requiring either passive detection25 or spe-
cialized light sources, such as lasers26.

Alternatively, the speed of SPI systems can be enhanced by using
patterned transmissive masks mechanically scanned at high
speeds22,27. Coded patterns etched onto printed circuit boards have
been used in THz and millimeter-wave SPI for over a decade28–33. Sys-
tems of this sort frequently employ fast rotating disks to impart spatial
modulation to the illumination34,35. To enhance pattern deployment
from continuous rotation, much emphasis in pattern design and
reconstruction has been placed on the use of cyclic matrices36–40,
which allow for the deployment of a new masking pattern from a
translational shift of only onepatternpixel41. The latest development in
this approach reported a pattern projection rate of 2.4MHz, which
transferred to a non-CS recovery of a frame size of 101×103 pixels at 72
fps22. In another study27, assisted by CS and optimization-based image
reconstruction, the imaging speed reached 100 fps despite a reduced
frame size of 32×32 pixels. However, in contrast to the advantages of
reconfigurableDMDs, these physicalmasks often increase the systems’
complexity and considerably reduce their flexibility. For example, the
inherent trade-off between pixel count and pixel size for fixed disk
dimensions suggests an increased difficulty in manufacturing for lar-
ger encoding masks. Consequently, auxiliary tools, such as a syn-
chronized steering mirror22, may be required to correct inaccurate
radial motion caused by the non-concentricity of the patterns.

To overcome these limitations, we develop single-pixel imaging
accelerated via swept aggregate patterns (SPI-ASAP). The imple-
mentationof laser scanning rapidly deploys individual encodingmasks
as optically selected sub-regions of larger aggregate patterns that are
displayed via DMD. In this way, pattern aggregation enhances SPI data
acquisition rates to more than two orders of magnitude above the

limitations of DMD-onlymodulation, while still retaining the high pixel
count andflexibility of patterndisplaywithDMDs.Meanwhile, a fastCS
reconstruction algorithm, which is tightly coupled with the archi-
tecture of pattern deployment, is developed with full compatibility
with parallel computing for real-time visualization. Altogether, SPI-
ASAP projects encoding patterns at a rate of up to 14.1MHz, allowing
for reconfigurable 2D imaging offline at up to 12 kfps. Unrestricted by
the iterative optimization of conventional CS-based image recon-
struction, SPI-ASAP empowers real-time video operation at 100 fps for
frame sizes of up to 101×103 pixels.

Results
System setup
A schematic of the SPI-ASAP system is shown in Fig. 1. A 200mW
continuous-wave laser operating at 671 nm is used as the light source.
The ultrahigh-speed pattern sweeping is generated by a 16-facet
polygonal mirror, a 0.45” DMD, and associated optical components
(lenses L1-L5 in Fig. 1). The incident beam is first reflected by a facet of
the polygonal mirror, which creates illumination that rapidly moves
across the DMD surface at a 24° angle of incidence. Binary patterns,
represented numerically as f0,1g-valued 2D arrays, are displayed on
this DMD. Containing an array of 912×1140 square micromirrors (7.6
μm pitch), the DMD uses tilt actuation to either discard the beam (via
the 0-valued pixels) or reflect it (via the 1-valued pixels) back to the
polygonal mirror. An iris, positioned near the back focal plane of L4,
selects the strongest diffraction order. Owing to the symmetry of the
optical path, the second reflection by the polygonal mirror imparts an
equal and opposite scanning motion to the imaging beam, which sta-
bilizes its position at an adjustable slit. Meanwhile, because this slit
receives an image of the illuminated part of the DMD’s surface, stabi-
lization by the second reflection also imparts a rapid scanning motion
to the patterns that trackswith themotionof the scanned illumination.
This dual-scanning operation increases the optical efficiency of SPI-
ASAP over that of a single-scanned design because illumination is
concentrated on only the parts of the DMD surface that are conveyed
to the adjustable slit.

During operation, each scan induced by a polygonal mirror facet
is synchronizedwith the display of a new aggregate binary pattern pre-
stored by the DMD. After transmitting through the slit, the structured
illumination interrogates the structure of objects placed in the image

Fig. 1 | Schematic of SPI-ASAP. a System illustration showing beam scanning of a
DMD-displayed aggregate pattern by rotation of a polygonal mirror. White arrows
indicate directions of polygonal mirror rotation and illumination scanning. CL,
condenser lens; DMD, digitalmicromirrordevice; L1-L6, lenses;M1-M3,mirrors; PD,

photodiode. b Closeup of an example aggregate pattern in a sequence suitable for
imaging at a frame size of 41×43 pixels. Red box: a representative encoding pattern.
Red arrow: scanning direction.
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plane (imagedby lens L6).Aportionof light transmittedor reflectedby
an object is focused by a condenser lens to a photodiode that is
positioned to receive light in either the transmission mode or the
reflection mode. The recorded data points, referred to as “bucket
signals”, are transferred to a computer for ensuing image processing.
The full details of the experimental setup, principles of laser beam
encoding and de-scanning, as well as system synchronization, are
discussed in Methods, Supplementary Notes 1–2, and Supplementary
Figs. 1–2. A discussion of the advantages of polygonal mirror scanning
in SPI-ASAP, as well as a performance comparison with previous
scanning SPI systems, is provided in Supplementary Note 3, Supple-
mentary Fig. 3, and Supplementary Table 1.

Coding strategy and image recovery
The bucket signals, denoted by an m-element vector y, can be regar-
ded as the optically computed inner products between an n-pixel
image x and the set of encoding patterns si, i= 1, . . . ,m

� �
. This process

can be expressed in the form of a single m by n matrix equation

y= Sx, ð1Þ

where the measurement matrix S contains each encoding pattern
written in row form and corresponding to the order of the bucket
signals in y. SPI-ASAP uses cyclic S-matrices to generate encoding
patterns, with Fig. 2a illustrating an example for n = 35. Individual
encoding patterns arise from the 2D reshaping of the rows of S by row-
major ordering. Writing n=pq for the dimensions of the reshaped
rows, it is possible to restructure the information in S to form a
2p� 1ð Þ× ð2q� 1Þ pattern that exactly encompasses all 2D encoding
patterns determined by its rows. An example of such restructuring is
shown in Fig. 2b, from which it can be seen that each p×q sub-region
represents a 2D reshaped row of S, with the corresponding row index
appearing as the number in the top leftmost corner element. In each
scan, a p× ð2q� 1Þ sub-region of the restructured matrix pattern
displays on the DMD. The scanning action of the optical system then
sequentially illuminates and projects each p× q sub-area of this
pattern, resulting in the deployment of q encoding patterns (see an
example in Fig. 2b). This process then repeats, each time using a
different p× ð2q� 1Þ sub-region of the restructured matrix pattern to

aggregate the deployment of q encoding patterns in each scan. After p
scans, a full measurement is completed when the DMD-displayed
aggregate patterns traverse through the entire restructured matrix
pattern. More details of cyclic S-matrices are discussed in Methods.

Owning to the 2D packing relationship of the encoding patterns
within the restructured matrix pattern, their deployment in SPI-ASAP
can be regarded as an operation of 2D discrete convolution on the
2p� 1ð Þ× ð2q� 1Þ restructured matrix pattern, with the underlying
image used as a kernel of size p×q. Thus, because of the high similarity
in the structures of spatially adjacent encoding patterns, the bucket
signals y exhibit 2D smoothness when reshaped to a matrix Y of the
same size as the image (Fig. 2c). Moreover, periodic boundary condi-
tions are exhibited by Y , allowing 2D smoothness to extend to all
elements. Therefore, in general, a bucket signal indexed to row i of S
will exhibit a high similarity with the bucket signals that surround it in
Y , with the four nearest neighbouring bucket signals in particular
corresponding to the rows i� 1, i+ 1, i� q, and i+q in S, with q
denoting the width of the reshaped rows and indices interpreted
modulo n.

This propertymotivates a strategy to incorporate CS (i.e.,m<n) in
rapid image recovery. By using carefully selected encoding patterns, a
set of evenly distributed samples is selected on Y . Then, the values of
non-sampled elements can be estimated by interpolation, which
empowers image recovery by direct inversion of Eq. (1). The archi-
tecture of SPI-ASAP enables a particular sampling strategy in which
bucket signals corresponding to complete rows of Y are acquired in
each scan. Aggregate patterns are thus formed in themanner shownby
the purple boxes in Fig. 2, with the displayed DMD pattern sequence
determined by an evenly distributed selection of rows from Y .

In this case of row-wise subsampling, non-sampled data in Y can
be approximated by one-dimensional (1D) interpolation along col-
umnswith amethod suchas spline interpolation. This operation, along
with optional low-pass filtering, can be implemented using onlymatrix
multiplication with the assistance of pre-computed elements. Thus,
SPI-ASAP’s reconstruction algorithm is compatible with the archi-
tecture of a graphic processing unit (GPU) for real-time visualization.
Meanwhile, by sectioning streams of bucket signals generated by
continuous scanning, videos can be reconstructed with tunable frame
rates. Details regarding the sequencing of aggregate patterns, data

Fig. 2 | Coding strategy of SPI-ASAP. a Binary cyclic S-matrix of order n= 35 (i.e.,
p=7 and q=5). Green boxes (also appearing in (b) and (c)) highlight the role of a
single encoding pattern. Purple boxes (also appearing in (b) and (c)) highlight a
range of p rows deployed together in each scan. b Restructured matrix pattern
formed from the matrix shown in (a). The numbers represent the corresponding
column indices of each element of the first row of the matrix shown in (a), with
shaded colors highlighting four tiled copies of the reshaped initial row. The purple-
boxed region shows an aggregate pattern that is displayed via DMD. The green-

boxed region shows the single encoding pattern (corresponding to row 17) also
highlighted in (a). c Arrangement of the bucket signals as a 2D array with numbers
corresponding to row indices of the matrix in (a). Gray shading highlights an
expected neighbourhood of similar values surrounding themeasurement from the
encoding pattern highlighted in green in (b). The purple-boxed region shows a row
of bucket signals acquired from the deployment of the aggregate pattern high-
lighted in (b).
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segmentation for video reconstruction, determination of imaging
speeds, and implementation of image reconstruction using matrix
multiplicationare provided inMethods. Simulated comparisons of SPI-
ASAP to existing CS-based reconstruction algorithms42 are provided in
Supplementary Note 4. The results of this comparison (see Supple-
mentary Fig. 4) show that SPI-ASAP accelerates reconstruction speeds
by 2–3 orders of magnitude whilemaintaining comparable or superior
reconstructed image quality.

Demonstration of SPI-ASAP in transmission mode
To prove the concept of SPI-ASAP, we imaged the dampened oscilla-
tions of a pendulum object with a 10 cm radius. As shown in Fig. 3a, on
thebottomof thispendulum is a scale consisting of the digits “0” to “9”
separated by vertical lines. “0” is placed at the pendulum’s rest posi-
tion, and the remaining digits are placed symmetrically at increasing
distances. Working in transmission mode, the SPI-ASAP system had a
frame size of 41×43 pixels (n = 1,763), corresponding to a field-of-view
(FOV) of approximately 10mm × 10mm.

The motion of the pendulum was recorded over 1.54 seconds
during which the pendulum exhibited dampened oscillations and
came to rest at equilibrium. Supplementary Movie 1 shows three
videos reconstructed from this dataset corresponding to sampling
rates of 100%, 50%, and 25%, with imaging speeds of 145 fps, 298 fps,
and 598 fps, respectively. Fig 3b–d show representative frames from
each reconstructed video. Unlike conventional imaging for which fast-
moving objects may exhibit only localized motion blurring, the
sequential and wide-field nature of SPI’s data acquisition produces
global artifacts for highly dynamic scenes. As illustrated by the profiles
compared in Fig. 3e, increased frame rates by CS-assisted SPI-ASAP
reduce these blur artifacts, allowing details of fast-moving objects to
be resolved. Attractively, this flexibility is controlled entirely at the
reconstruction stage, thus allowing a balance between overall image
quality and frame rate to be optimized to suit specific datasets.

Demonstration of SPI-ASAP in reflection mode
To test the SPI-ASAP system in reflection mode, we imaged the
internal components of a running mechanical watch movement
(Fig. 4a). The balance wheel, which controlled the intermittent
motion of the escape wheel, underwent sustained oscillatory motion
at approximately 2.5 Hz. The SPI-ASAP system had a FOV of 14mm ×
14mm, a frame size of 59×61 pixels, and an imaging speed of 103 fps
(with 100% sampling). Fig 4b illustrates selected frames from the
reconstructed videos, with the full sequence shown in Supplemen-
tary Movie 2. Intensity data from three pixels are plotted in Fig. 4c to
study the motion of the internal wheels. Pixel 1 selects a position that
is darkened once per full oscillation of the balance wheel and thus
allows for quantification of the 2.5 Hz oscillation frequency. Pixels 2
and 3 select positions that are alternatively darkened by the passage
of one tooth of the escape wheel that intermittently moves twice per
balance wheel oscillation.

Another reflection-mode experiment captured the heating-
induced rupture of a popcorn kernel. As shown in Fig. 4d, the kernel
was held upright by a metal holder and heated by a forced stream of
hot air from a heat gun. The SPI-ASAP system imaged this event at 298
fps (with 50% sampling) and with a FOV of 14mm × 14mm (41×43
pixels). The reconstructed movie is shown in Supplementary Movie 3
with selected frames shown in Fig. 4e. As visualized in Fig. 4f, the
rupture of the kernel’s shell initiated on its upper right side, with the
subsequent expansion of the kernel’s interior causing the kernel to be
pulled from the holder by the air stream.

SPI-ASAP in strong ambient light
Since an imaging relationship need not exist between object and
detector in SPI, SPI systems can tolerate optical disruption of the
imaging beam that may occur between the pattern-illuminated object
and detection with the non-imaging sensor6,25,43–45. This characteristic
well-positions SPI for scenarios requiring extreme optical filtering,

Fig. 3 | SPI-ASAP of motion of a transmissive position ruler attached to a
pendulum. a Photograph of position ruler and illuminated FOV of 10mm× 10mm.
b–d Selected frames from reconstructions with 100% sampling at 145 fps (b), 50%-

sampling at 298 fps (c), and 25% sampling at 598 fps (d). e Normalized average
intensity profiles from a selected region with a size of 5×43 pixels (marked by the
yellow boxes in (b–d)), compared to the ground truth.
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such as for scenes involving intense and varying ambient light. To
demonstrate this capability in high-speed SPI-ASAP, we studied the
current-induced failure of incandescent light bulb filaments in two
experimental conditions (Fig. 5). To remove the strong and time-
varying incandescence, we built spatial and chromatic filtering stages
on the detection side (see details in Supplementary Note 5 and Sup-
plementary Fig. 5). SPI-ASAP operated at 298 fps (50% sampling) and
with a FOV of 11mm × 11mm (41×43 pixels).

The first experiment used a sealed un-modified bulb (Fig. 5a).
Selected frames from the reconstructed video (Supplementary
Movie 4) are shown in Fig. 5b. The burn-out of the filament occurred
after 3–5 seconds of increasing incandescence. The result reveals that
the failure occurred at the left connection between the filament and
the supporting wire lead, followed by the deposition of the vaporized
metal from the supporting wires on the interior of the glass bulb sur-
face. This process led to a reduced transmission through the bulb,
which is observed in Fig. 5b as an overall darkening following the
initiation of the failure (Fig. 5c).

As a comparison, in the second experiment the cover glass of the
bulb was removed (Fig. 5d). The evolution of this dynamic event is
shown in Supplementary Movie 5, with selected frames presented in
Fig. 5e. In contrast to the first experiment, the filament exposed to air
had a quicker failure, which initiated after 1–2 seconds of increasing
incandescence. Moreover, failure occurred in the filament material
itself from combustion due to the presence of oxygen in air. The
result also reveals the emission of smoke and vaporized material as
well as the ejection of a section of filament material that fell onto and
fused with the portion of glass bridging between the filament sup-
port wires. Finally, Fig. 5f shows the time evolution of the back-
ground intensity of an identical region of background pixels as that
shown in Fig. 5c.

Ultrahigh-speed SPI-ASAP at 12 kfps
For the above-discussed experiments, the operation of SPI-ASAP
requires the scan-synchronized deployment of multiple aggregate
patterns by the DMD, whosemaximum refresh rate limits the system’s
performance. To further increase the imaging speed, data acquisition
was carried out at themaximum scan rate of the polygonalmirror (i.e.,
12 kHz) with a single static mask that combined a sufficient number of
aggregate patterns to allow for reconstruction at 55% sampling (more
details about the pattern generation and signal timing are included in
Supplementary Note 6 and Supplementary Fig. 6). Using this experi-
mental configuration, we imaged a 30 slot optical chopper rotating at
4800 RPM (Fig. 6a). The SPI-ASAP system imaged five different loca-
tions, each with a FOV of 10mm × 10mm and a frame size of 11×13
pixels.

Fig 6b–f show consecutive frames from dynamic videos (see
Supplementary Movie 6) captured at 12 kfps, thus demonstrating the
maximum possible frame rate of SPI-ASAP based on its current hard-
ware. A time history of normalized intensity from a selected pixel is
shown in Fig. 6g. By using a sinusoidal fitting, the wheel chop rate was
determined to be 2408.9Hz corresponding to a linear speed at the
edge of the wheel of 25.7m s−1, in agreement with the experimental
conditions.

Demonstration of real-time SPI-ASAP
The reconstruction algorithm adopted by SPI-ASAP is well-suited for
real-time operation, in which recovery and display of images must
follow acquisition immediately with minimal delay. A filmed demon-
stration of SPI-ASAP operating in real-time for a variety of scenes,
frame sizes, and frame rates is included in Supplementary Movie 7. It
shows the system operating at a frame size of 59×61 pixels with a real-
time display at 51 fps and 100 fps (corresponding to 100% and 50%

Fig. 4 | SPI-ASAP in reflection mode. a Photo of the internal components of the
mechanical watch. b Selected frames of the running mechanical watch movement
imaged at 103 fps. c Time evolution of the intensity of the three selected pixels
(marked in the expanded inset from (b)), illustrating the approximate 2.5 Hz
motion of the balance wheel and the 5.0Hz intermittent motion of the escape

wheel. Thick lines showmoving averages (7-framewindow)with raw data shown by
the thin lines. d Experimental setup for imaging the rupture of a popcorn kernel.
e Selected frames of the heating-induced rupture imaged at 298 fps with 50%
sampling. f Traced outlines of the kernel from selected frames showing its
expansion during rupture.
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sampling, respectively), a 71×73 pixel frame size at 84 fps (50% sam-
pling), and a 101×103 pixel frame size at 97 fps (30% sampling). GPU-
computed matrix multiplications for image reconstruction typically
required0.4ms.Data processing times, encompassing the registration
of photodiode signals, image reconstruction, and display, were typi-
cally 1.0ms.

Discussion
Wehavedeveloped SPI-ASAPbased on the concept of swept aggregate
patterns to enhance the capabilities of SPI for ultrahigh-speed and real-
time imaging. In contrast to existing SPImethods, SPI-ASAP synergizes
DMDmodulation andpolygonalmirror scanning to retain the practical
advantages of DMDs in flexible and reconfigurable pattern projection,
while extending the rate of pattern deployment by over two orders of
magnitude. We have demonstrated SPI-ASAP for high-speed and real-
time imaging by recording various dynamic scenes in both reflection
and transmission across various frame sizes. In both the reflection and
transmission modes, SPI-ASAP shows its flexibility for frame size and
frame rate, resilience to strong ambient light, and its capability of
ultrahigh-speed imaging at up to 12 kfps.

While currently limited by the specifications of core components,
SPI-ASAP’s performance could be further enhanced by optimized
selections of DMD and laser scanning hardware. The pattern deploy-
ment rate of the current SPI-ASAP system is limited by the maximum
display rate of the DMD (i.e., 6.37 kHz), which was approximately 53%
of the 12 kHzmaximumscan rate of the polygonalmirror. As discussed

in Supplementary Note 3, the scan duty cycle of the current SPI-ASAP
system is compatible with an approximately 10× increase in mirror
facet count, which would correspond to a maximum scan rate of
120 kHz using 45,000 RPM motorization. If the fastest DMD (with a
32 kHz refresh rate) were used, the performance of SPI-ASAP could be
increased by five times, while ultrahigh-speed SPI-ASAP performance
would be increased by a factor of 10. Finally, the currently deployed
interpolation method for SPI-ASAP is designed to maximally leverage
the parallel computing ability of GPUs. Undoubtedly, other sophisti-
cated interpolation methods46,47 could also be explored to potentially
improve reconstruction quality while maintaining fast reconstruction.

As primarily a source of structured illumination, DMDs also
impose restrictions for the optical sources compatible with SPI-ASAP,
whichmust be compatiblewith both the ~10μmsize of individualDMD
micromirrors and the transmission properties of the DMD’s cover
window. Frame size and FOV are also influenced by the DMD’s size and
pixel count, as well as the noise and bandwidth properties of the
photodiode. Owing to the correlative behavior of the swept masks,
information of image structure is represented in small variations in
photodetector signals, which in general fluctuate more rapidly and
with decreased amplitude as the frame size of deployed patterns is
increased. Consequently, the photodiode’s signal-to-noise ratio would
ultimately limit frame size and scanning rate under the coding strategy
of SPI-ASAP. Meanwhile, the focal lengths and clear apertures of the
optics that image theDMD-displayed patterns to the object (i.e., L4–L6
in Fig. 1 and Supplementary Fig. 1) constrain the optical bandwidth of

Fig. 5 | SPI-ASAP of the burn-out of incandescent filaments. a Photo of an
unmodified bulb showing the enclosed filament. b Selected frames of the recon-
structed video of the unmodified bulb. c Time evolution of the intensity of a
background region (8×8 pixels) highlighted in (b). Thick line shows the moving

average (21 frame window) with raw data shown by the thin line. d Photo of a
modified bulb showing direct exposure of filament to air. e Selected frames of the
reconstructed video of themodified bulb. f As (c), but from the background region
in (e).
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pattern projection, which thus limits SPI-ASAP’s frame sizes by con-
straining the minimum pixel size of encoding patterns to be compa-
tible with the system’s optical point spread function. Additionally,
timing inaccuracies caused by polygonal mirror defects as well as the
continuous motion of the encoding patterns contribute to an aniso-
tropic spatial resolution. Investigation of this property of SPI-ASAP and
an analysis of contributing factors are provided in Supplementary
Note 7 and Supplementary Fig. 7.

As a coded-aperture imagingmodality48, SPI-ASAP holds promises
in terms of broad application scope. Besides the active-illumination-
based applications demonstrated in this work, the principle of SPI-
ASAP is readily applicable to high-speed imaging with passive detec-
tion, which will open new routes to applications that rely on self-
luminescent events, such as optical property characterization of
nanomaterials49 and the monitoring of neural activities50. SPI-ASAP for
imaging in strong ambient light conditions could also be adopted for
the study of combustion phenomena51. The non-imaging relationship
between object and detector in SPI-ASAP indicates its potential
applications for non-line-of-sight imaging25. Combining SPI-ASAP with
3D profilometry will lead to the immediate application of scene
relighting on high-speed 3D objects52. Extending the operational
spectral range of SPI-ASAP will enable fast hazardous gas detection26.
Finally, SPI-ASAP may find applications in inducing patterned regions
of high conductivity in semiconductor materials for high-speed 2D
THz imaging7,10,53.

Methods
Geometry of beam scanning
The design of SPI-ASAP uses a rotating polygonal mirror in a double-
reflection arrangement, which translates scanned illumination of the
DMD surface into the swept deployment of encoding patterns. Clo-
seups of the polygonal mirror and DMD reflections producing the
desired scan behavior are illustrated in Supplementary Fig. 2. The basis
of this behavior is the angular correlation of the scanned and de-
scanned beams during mirror rotation. This requirement can be
expressed by φ1 =φ2 for scan angles φ1 and φ2 (see Supplementary
Fig. 2a) for light that respectively illuminates and is reflected by the
DMD surface. At the position of the DMD shown in Supplementary
Fig. 2b, this requirement transfers to the correlation of lateral beam

shifts as the DMD surface is scanned by illumination with an incident
angle of θ=24°. If scan optics with a focal length f 1 are used to colli-
mate the illuminating beam, the generated lateral shift is expressed by
d1 = f 1 φ1. Subsequent reflections of the beam by planar mirrors (M1
and M2 in Supplementary Fig. 1a) do not alter such lateral shifts. As
illustrated by the geometry of Supplementary Fig. 2b, the diffraction of
the DMD produces a lateral shift of d2 =d1secθ. De-scanning optics of
focal length f 2, re-focusing the reflected beam, then produce an
angular variation of φ2 =d2=f 2. Combining this information produces
the design requirement f 1 = f 2cosθ, which dictated the selection of
lenses L2–L4 in the SPI-ASAP system. For de-scanning, a single lens (L4)
was chosen. For scanning, two lenses (L2 and L3) with specific posi-
tioning were used to produce the required effective focal length.
Complete details of lens selection and positioning are included in
Supplementary Note 1.

Cyclic S-matrices
SPI-ASAP encodes measurements by using cyclic S-matrices. In gen-
eral, S-matrices are defined as the class of f0,1g-valued matrices that
possess a maximal possible value of the determinant54,55. It can be
shown that for a non-trivial S-matrix S of order52,56,

S�1 =
2

n+ 1
2ST � J

� �
, ð2Þ

where J denotes the all-ones matrix with size n×n, ST denotes the
matrix transpose of S, and n must be of the form 4k � 1 for some
positive integer k. In the case of cyclic S-matrices, an additional cyclic
structure is imposed by which the initial row determines all
subsequent rows via left-wise circular shifts. Let Si,j denote the
element of S with row index i and column index j. The initial row
S0,j ðj =0,:::,n� 1Þ then determines all elements of S according to

Si,j = S0, i+ j , ð3Þ

where i=0, . . . ,n� 1, and the indices are interpreted modulo n. The
consequences of the circular structure are that S is symmetric (i.e.
S= ST ) and that S�1 is also circular. Several methods are known for the
construction of cyclic S-matrices. For imaging, it is desirable that n can

Fig. 6 | Ultrahigh-speed SPI-ASAP of an optical chopper rotating at 4,800 RPM.
a Schematic of the experimental setup. Color boxes show regions imaged by SPI-
ASAP.b–fConsecutive frames of reconstructed ultrahigh-speed videoswith outline

colors corresponding to the FOV positions shown in (a). g Time history of nor-
malized intensity for a selected pixel (marked by the purple point in (b)).
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be factorized into parts of approximately equal size. Fortunately, given
anypair of twinprimesp andq=p+ 2, it is possible to construct a cyclic
S-matrix of order n=pq57,58.

The computation of S0,j depends on the following property. An
integer x is called a quadratic residue (mod y) if x ≠0 (mod y) and there
exists another integer z such that x � z2 (mod y). In this case, the
following functions can be defined:

f jð Þ=
+ 1 if j is a quadratic residue ðmodpÞ
0 if j � 0 ðmodpÞ
�1 otherwise

8><
>: and ð4Þ

g jð Þ=
+ 1 if j is a quadratic residue ðmodqÞ
0 if j � 0 ðmodqÞ
�1 otherwise

8><
>: , ð5Þ

from which S0,j of a cyclic S-matrix of order n=pq can be com-
puted by

S0,j =
0 if f jð Þ � g jð Þ½ �g jð Þ=0
+ 1 otherwise

:

�
ð6Þ

Aggregate pattern sequencing and data segmentation for video
reconstruction
For video reconstruction, the smallest units of data considered for
frame segmentation corresponded to the scans of individual aggre-
gate patterns. Each scan produces a sequence of q bucket signals
comprising a completed row of Y (Fig. 2c). Each frame of recon-
structed video is then produced from a fixed number of scans (deno-
ted by L) allocated into consecutive non-overlapping segments from a
dataset recorded continuously during experiments. Additional scans
of three registration patterns appended to the start of the pre-stored
sequence (see Supplementary Note 2) are excluded during frame
segmentation. As a result, the average framerate f r of recovered videos
is selectable at the time of reconstruction according to the equation

f !r =

f !s
L+ 3 if L=p
fs

L+ 3L�1
p

if L<p

8<
: , ð7Þ

where f !s is the scan rate of the polygonal mirror which for our
experiments (except for ultrahigh-speed imaging), was 6.37 kHz,
limited by the maximum refresh rate of our DMD.

In operation, a complete sequence of aggregate patterns is pre-
stored by the DMD and displayed iteratively. To support under-sam-
pling, aggregate patterns are displayed in a permutedorder that allows
groups of L<p consecutive scans to fill the rows of Y with approxi-
mately uniform spacing. By numbering the aggregate patterns with
k =0, . . . ,p� 1 corresponding to the rows of Y , the display of the
aggregate patterns took place in the order d0, d1, … dp�1 where the
sequence of values dk was defined by

d0 =0 , and

dk + 1 =dk + c ðmodpÞ: ð8Þ

Here, c is a constant chosen from an inspection of the sampling
uniformity for various values of L. As a consequence of using cyclic
S-matrices derived from the twin-prime construction, p is prime, and
thus Eq. (8) defines a permutation for any value of c≠0 (mod p). The
preferred values of c used for our experiments are summarized in
Supplementary Table 2.

Interpolation-based image reconstruction using matrix
operations
To take full advantage of GPU hardware for real-time visualization, SPI-
ASAP’s image reconstruction is developed based on matrix multi-
plication for direct parallelization. In general, it consists of two com-
putational steps: interpolation and image recovery. For a segment of L
consecutive scans deployed in a permuted order, recorded data are
represented by a L× q matrix M whose elements Mi,j respectively
denote the jth bucket signal (j =0, . . . , q� 1) acquired from the
deployment of the ith aggregate pattern (i=0, . . . , L� 1).

The goal of interpolation is to transformM into an estimate of the
smooth bucket signal matrix Y . This transformation can be computed
by matrix product

Y =WMV , ð9Þ

where the matrices V (size q×q) and W (size p× L) are carefully
designed to carry out optional row-wise low-passfiltering, and column-
wise interpolation, respectively. Both thematricesV andW can bepre-
computed and stored with low overhead owing to their sizes scaling
linearly to the frame size of reconstructed images. Full details of the
pre-computations involved for the elements of the matrices W and V
are provided in Supplementary Note 8 and Supplementary Fig. 8.

Then, by reshaping Y back into an n-element vector y, the
reconstruction of a 2D image x then follows by direct inversion
according to Eq. (1). Because the structure of S�1 is cyclic, computation
of x becomes equivalent to a convolution of y with the initial row of
S�1,

x= y*s�1
0 , ð10Þ

where s�1
0 is the initial row of S�1, and the operator * denotes discrete

circular convolution.
During real-time operation, parallelization of reconstruction

computations was facilitated with the use of a GPU (GeForce GTX
1060, NVIDIA). Frame rates were limited by the rate of data acquisition
from scanning, with reconstruction and display taking place quickly
enough to consume all incoming data.

Data availability
All data needed to evaluate the findings of this study are present in the
paper and Supplementary Information. Raw data for Fig. 3 and 6 are
provided with the software package described in the code availability
statement. All other raw data in this study are available from the cor-
responding author upon request.

Code availability
AMATLAB software implementation of SPI-ASAP is available at https://
doi.org/10.5281/zenodo.7227472.
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