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RNA polymerase stalling-derived genome
instability underlies ribosomal antibiotic
efficacy and resistance evolution

Yayun Zheng 1,5, Ruochen Chai 1,5, Tianmin Wang 1,2,4,5 , Zeqi Xu 1,
Yihui He 1, Ping Shen 1 & Jintao Liu 1,2,3

Bacteria often evolve antibiotic resistance throughmutagenesis. However, the
processes causing themutagenesis have not been fully resolved. Here, we find
that a broad range of ribosome-targeting antibiotics cause mutations through
an underexplored pathway. Focusing on the clinically important aminoglyco-
side gentamicin, we find that the translation inhibitor causes genome-wide
premature stalling of RNA polymerase (RNAP) in a loci-dependent manner.
Further analysis shows that the stalling is caused by the disruption of
transcription-translation coupling. Anti-intuitively, the stalled RNAPs subse-
quently induce lesions to theDNAvia transcription-coupled repair.Whilemost
of the bacteria are killed by genotoxicity, a small subpopulation acquires
mutations via SOS-induced mutagenesis. Given that these processes are trig-
gered shortly after antibiotic addition, resistance rapidly emerges in the
population. Our work reveals a mechanism of action of ribosomal antibiotics,
illustrates the importance of dissecting the complex interplay between mul-
tiple molecular processes in understanding antibiotic efficacy, and suggests
new strategies for countering the development of resistance.

Antibiotics play a decisive role in combating bacterial infections.
However, many antibiotics became ineffective due to the rapid
emergence of drug resistance. Given the stagnation in developing
new drugs, a deeper understanding of the effects of existing anti-
biotics on bacteria and their responses is urgently needed. The pri-
mary targets and modes of action of many antibiotics have been
revealed. However, only knowing the interaction with their primary
targets is often insufficient to fully explain the mechanism of killing
or resistance evolution. Beyond the direct effect of inhibiting the
primary targets, the resulting array of downstream consequences
often matter as much1.

Among the downstream consequences caused by antibiotics,
DNA damage is of extensive interest, as repairing the damage often
introducesmutations that lead to resistance. A well-studied example is

quinolones, which are known for their DNA-damaging capacity by
inhibiting DNA gyrase or topoisomerase IV2,3. Curiously, DNA damage
has also been observedwith ribosome inhibitors4,5. Since their primary
target is not directly involved with DNA, the underlying mechanism is
less clear. DNA damage can be induced by various endogenous pro-
cesses, such as perturbation to the homeostasis of nucleotide pool6,7

and blockage of the chromosome by R-loops8–11 or transcription
factors12; these processes usually give rise to DNA lesions by inter-
fering with transcription or DNA replication, especially when DNA
repair system is not as competent12–15. Among these mechanisms,
oxidized nucleotides derived from reactive oxygen species (ROS)
have been proposed to contribute to the DNA-damaging effect of
various antibiotics16,17. TheROS theory exemplified the significance of
secondary effects andprovoked broaddiscussions in the field of DNA
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damage and mutagenesis18. However, some studies suggest that
there might be alternative mechanisms that also contribute to DNA
damage1,13. Uncovering those mechanisms is important, as they will
inform new strategies for the control of bacterial infections and
resistance evolution.

Here, we find that RNAP stalling plays an important role in causing
DNA damage and promoting resistance evolution. In many prokar-
yotes, the leading ribosome on nascent mRNA is in physical contact
with the transcribing RNAP, which contributes to the normal pro-
cessivity of the latter19,20. This transcription-translation coupling is
usually well-orchestrated under normal growth21,22. We find that by
inhibiting translation during active growth, the coupling is disrupted:
ribosomal antibiotics give rise to the global occurrence of premature
RNAP stalling and subsequently results in genome instability. While
most of the bacteria are killed by genotoxicity, a small subpopulation
acquires mutations via SOS-induced mutagenesis. Given that these
processes are triggered shortly after antibiotic addition, mutations
rapidly accumulate in the population. Under constant selection,
mutants showing increased survival are quickly enriched, leading to
the rapid evolution of antibiotic resistance.

Results
E. coli evolved resistance after a short period of gentamicin
We focused on gentamicin, a commonly used aminoglycoside anti-
biotic that targets bacterial ribosomes and exerts strong bactericidal
effects. Specifically, we measured the effect of gentamicin on E. coli
during exponential growth.We used a concentration of 6μg/ml,which

is around two-folds of the minimum inhibitory concentration (MIC) in
our experimental setting and is clinically relevant23. Based on the
bacterial growth curve, we found that the treatment arrested bacterial
growth within one hour, and then caused a slow decline of biomass,
indicating cell death and lysis (Fig. 1a). We measured the viable cell
counts at various time points after gentamicin treatment (“Methods”
section), and found that bacterial death started at ~40min after drug
treatment; then the number of surviving bacteria exhibited a gradual
decrease until ~90min, by which time ~99.9% cells had been kil-
led (Fig. 1b).

Interestingly, cell death ceased after ~90min of gentamicin
treatment, and a small percentage of the population persisted
(Fig. 1b). This phenomenon is typically implicated as phenotypic
persistence24. However, when we profiled isolates from the persisted
population by measuring bacterial growth under various con-
centrations of gentamicin (Fig. 1c), we suspected that most of the
isolates hadmutated, as indicated by either defected growth without
gentamicin (Fig. 1d, t5 − t11, labeled in gray; Supplementary Fig. 1a) or
increased resistance to gentamicin (Fig. 1d, t5 − t11, labeled in black;
Supplementary Fig. 1b). We also profiled isolates from earlier time
points, and found that suspected mutants appeared at least as early
as 1 h after gentamicin treatment, as indicated by defected growth
without gentamicin (Fig. 1d, No. 11 in t3). Note that those with
defected growth may have increased survival under gentamicin, as
antibiotic efficacy often depends on bacterial growth25. These results
showed that these suspected mutants accumulated quickly after
gentamicin treatment, and contributed significantly to the survival of
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Fig. 1 | Bacterial growth and resistance evolution under gentamicin treatment.
aGrowth curve of E. coli treatedwith 6μg/ml gentamicin. The dashed line indicates
the time of antibiotic addition. Three more biological replicates are shown in
Supplementary Fig. 1c. b Lethality of gentamicin quantified by the time-kill curve.
The viable bacteria counts are indicated as colony-forming units (CFUs).
c Schematic of drug susceptibility assay. Bacterial isolates were cultured in a
medium containing gentamicin of different concentrations. For each concentra-
tion, area under the growth curve (AUC, integration of the growth curve from 0 to
20h, see “Methods” section) was quantified and indexed as “AUC_x” (x = 0, 2, 3, 4, 6
and 8, corresponding to gentamicin concentration in μg/ml). d Drug susceptibility

of bacterial isolates recovered during gentamicin treatment. The heatmaps show
AUCsof the isolates under 6different gentamicin concentrations (as indicated in c).
The time points labeled below the heatmaps and on the axis indicate the duration
of gentamicin treatment before the antibiotic was washed out and the clones were
isolated (by plating the culture on antibiotic-free agar plates). The isolates are
categorized into wild type, suspected mutant (altered AUC with or without gen-
tamicin) including resistant (increased AUC under any concentration of gentami-
cin); these categories are highlighted by colors white, gray, and black respectively
above the heatmaps. Mutations identified by resequencing from eight selected
isolates are listed above. Source data are provided as a Source Data file.
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the population under gentamicin. Consistent with the emergence of
resistance, we repeatedly (>90% of the cases) observed recovery of
growth after 12 h of gentamicin treatment (Supplementary Fig. 1c).
To reveal the type of genetic alternations that happened in this
process, we performed genome resequencing to identify the muta-
tions in the isolates. Specifically, we selected eight representative
isolates from five representative time points (Fig. 1d, marked by
arrows). We identified mutations in all the isolates. The mutations
resided on genes ranging from stress response to respiration, and
many of the genes are associated with altered susceptibility or
resistance to gentamicin23,26,27. Taken together, under gentamicin
treatment, the E. coli population rapidly accumulated mutants with
high genetic diversity and is finally dominated by resistant strains
within a few hours.

Gentamicin-induced genome instability and mutagenesis
We wondered why resistant mutants emerged within such short
treatment by gentamicin. Many of the resistant isolates exhibited
severe growth defects in the absence of gentamicin (Fig. 1d and Sup-
plementary Fig. 1b). If those mutants emerged spontaneously, they
should be overwhelmed by their siblings who grow normally and
should only consist of a very tiny fraction of the population. Therefore,
we speculated that induced mutagenesis might be underlying the

emergence of the resistant mutants. Consistent with our speculation,
transcriptomic analysis showed that gentamicin treatment activated
SOS response in 40min (Fig. 2a). SOS response is normally triggered
by DNA damage, which activates error-prone DNA damage repair.
Using a fluorometric terminal deoxynucleotidyl transferase-dUTP nick
end labeling (TUNEL) assay (Supplementary Fig. 2), we measured the
amount of DNA lesions in the bacteria16. We found that the ratio
of lesion-positive cells increased substantially after gentamicin treat-
ment and plateaued in 60min (Fig. 2b). These results showed that
gentamicin treatment caused dramatic DNA damage and triggered
SOS response.

Since the SOS response performs DNA repair in an error-prone
manner, we should be able to find the trace of the mutagenic repair in
the mutants. Therefore, we treated the bacteria with gentamicin for
3 h, cultured the surviving ones on an antibiotic-free LB agar plate,
then randomly picked 100 colonies from the plate, and profiled them
by genome resequencing. Among the 100 clones, 98 carry mutations.
After removing duplicates, there are 33 mutants and 35 distinct
mutations in total (Fig. 2c; Supplementary Data 1). As a reference, our
wild-type strain contains 21 genetic variation loci compared with the
reference genome of E. coli K12 (NC000913.3) (Fig. 2d; Supplementary
Data 2), and likely accumulated thosemutations spontaneously during
strain propagation. Interestingly, we observed distinct mutation
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Fig. 2 | Genomic instability and induced mutagenesis caused by gentamicin.
a Activation of SOS response by gentamicin treatment. Shown are the fold changes
of transcripts per million (TPM) of representative genes in SOS regulon measured
by RNA-seq. b DNA damage induced by gentamicin. DNA damage levels at 0min,
30min, 60min, and 90minpost gentamicin additionweremeasured by the TUNEL
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60min, 48.2%; 90min, 50.9%. Representative of 2 biological replicates.
c, dMutations isolated after gentamicin treatment (c) and spontaneous mutations
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ence. Different rings represent different types ofmutations: base pair substitutions
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f Spectrums of the base pair substitutions category shown in (e). g Transcript
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lated from two replicates without gentamicin (P = 9.07 × 10−88, one-sided MWU
test). The values of 20 protein-coding genes with detected mutations in (c) were
marked by dashed lines. Source data are provided as a Source Data file.
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patterns between our wild-type strain and the isolates obtained after
gentamicin treatment. Specifically, the mutants isolated after genta-
micin treatment exhibited an increase of structural variants, including
insertion sequences (ISs) and deletions (Fig. 2e). Those variants are
associated with recombination during DNA damage repair28,29.
Consistently, we observed activation of transposase genes corre-
sponding to the relevant ISs after 60min of gentamicin treatment
(Supplementary Fig. 3a), which was right before the rise of mutants
(Fig. 1d). In addition, the emerging Δ1 bp deletion (Supplementary
Fig. 3b) is known to be frequently generated during translesion
synthesis by DNA polymerase IV (DinB)30, which was activated during
the SOS response after gentamicin treatment (Fig. 2a).

Besides structural variants, the patterns of base pair substitutions
were also distinct between our wild-type strain and the isolates after
gentamicin treatment (Fig. 2f). In spontaneous mutations, transitions
(60%) were more prevalent than transversions (40%). By contrast, we
identified more transversions (59%) than transitions (41%), which has
been reported as a hallmark of SOS-inducedmutagenesis31. Among the
transversions in the gentamicin-treated isolates, akin to the Δ1 bp
deletions mentioned above, A:T→C:G is known to be derived from
DinB-dependent translesion synthesis32. G:C→T:A is known to be
causedby genotoxic 8-oxo-guanine (8-oxo-G)during oxidative stress15,
and it has been reported that gentamicin could cause oxidative stress
and thus DNA damage16. However, in our case, 8-oxo-G only showed a
minor contribution to the mutations recovered after gentamicin
treatment (Fig. 2f, 4 out of the 10 transversions). Together, these
results suggest that gentamicin triggered genome instability and
inducedmutagenesis in E. coli. Consistent with this claim, deleting the
error-proneDNApolymerase coding genespolB,dinB,andumuC in the
SOS regulon decreased bacterial survival under gentamicin treatment
(Supplementary Fig. 3c, d).

The genome instability and mutagenesis were caused by the
global occurrence of premature RNAP stalling
Gentamicin targets ribosomes and disrupts translation. We wondered
how a ribosome-targeting antibiotic could trigger genome instability
and induce mutagenesis. Interestingly, when we analyzed the tran-
scriptomic changes upon gentamicin treatment, we made an intri-
guing observation – gentamicin caused pronounced decrease of
transcript coverage toward the 3′ ends of many genes (Fig. 2g). Based
on ameasurement of coverage bias (“Methods” section),we found that
the coverage bias of 29% of protein-coding genes increased by more
than 1.5-fold (Fig. 2h). To further investigate this phenomenon, we
utilized a method to dissect the 3′ ends of bacterial transcripts with
single-nucleotide resolution on the genome level, here referred to as
3′-end-seq (Fig. 3a, “Methods” section). First, we validated the accuracy
of the method: 3′-end-seq reliably identified known intrinsic termina-
tion sites during normal RNAP elongation in the absenceof gentamicin
(upper panels in Fig. 3b, c and Supplementary Fig. 4). Then, using this
method, we identified substantial amount of transcripts terminated
within the gene-coding regions in the presence of gentamicin (lower
panels in Fig. 3b, c); the termini may appear dominantly at particular
sites, or may spread across the entire coding region, depending on the
specific gene.

To quantitatively dissect the 3′ termini within the protein-coding
regions (i.e., excluding intrinsic termination, Supplementary Fig. 5)
caused by gentamicin treatment at the genome scale, we performed
two statistical analyses. The first analysis counted the number of ter-
mini surpassing a predefined “enrichment” threshold, named domi-
nant 3′ termini (“Methods” section); the second analysis quantified the
normalized fold change of 3′ termini in each gene upon gentamicin
treatment (“Methods” section). Using these two analyses, we showed
that both the number of dominant 3′ termini and the fold change of 3′
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termini showed a significant increase after gentamicin treatment
(Fig. 3d, e). Quantitatively, the total number of dominant 3′ termini
increased by 3-fold after 110min of treatment (Fig. 3d); moreover, the
fold change of 3′ termini increased by more than 1.5-fold in 42% of the
genes after 60min of gentamicin treatment (Fig. 3e). These results
showed that gentamicin caused pervasive occurrence of 3′ termini on
the genome level.

Partial transcripts can be caused by arrested transcription
elongation33,34. Therefore, we speculated that thewide occurrence of 3′
termini under gentamicin was caused by RNAP stalling. To this end, we
deleted mfd, which encodes a DNA translocase that recognizes and
rescues stalled RNAP35,36. First of all, consistent with the function of
Mfd, the knockout promoted the frequency of 3′ termini occurring
in protein-coding regions before gentamicin treatment (Fig. 4a, b).
In addition, Δmfd significantly boosted the occurrence of dominant 3′
termini following exposure to gentamicin (Fig. 4a, c and Supplemen-
tary Fig. 6). Therefore, we propose that the 3′ termini located within
the protein-coding regions were mainly caused by premature RNAP
stalling events (PRSEs).

It was suggested that RNAP stalling could increase the occurrence
of R-loops – transcription-derived DNA:RNA hybrid structures that
persist after premature dissociation of the RNAP37. Indeed, we
observed an increase of R-loop formation 30~40min after gentamicin
treatment (Fig. 4d and Supplementary Fig. 7), which is consistent with
the increase of PRSEs as characterized by 3′-end-seq (Fig. 3d).

Furthermore, mfd knockout also led to higher R-loop formation than
wild type both before and after gentamicin treatment (Fig. 4d and
Supplementary Fig. 7). These results suggested that gentamicin
treatment triggered widespread occurrence of PRSEs.

Given thewidespreadoccurrenceof PRSEs, wewonderedwhether
it was the cause of gentamicin-induced genome instability. According
to this speculation, boosting PRSEs should result in an increase in DNA
damage. Indeed, using both the TUNEL assay and pulse-field gel elec-
trophoresis (PFGE), we found that knocking outmfd amplified damage
in genomic DNA under gentamicin treatment (Fig. 4e, f and Supple-
mentary Fig. 8a, d). Furthermore, we performed ChIP-seq to profile
RNAP stalling and DNA damage (double-strand breaks, DSBs) simul-
taneously in vivo. The results suggested that many of the observed
DSBs were likely caused by RNAP stalling (Supplementary Note 1;
Supplementary Fig. 9; Supplementary Methods).

Remarkably, the genome instability induced by gentamicin can be
abolished by deleting the RNAP-bound helicase UvrD: after 40min of
gentamicin treatment, >70% of genomic DNA in the wild-type strain
was fragmented; in contrast, no significant increase in DNA damage
was detected in the ΔuvrD strain (Fig. 4f and Supplementary Fig. 8b).
UvrD has recently been implicated to be involved in transcription-
coupled DNA repair38,39. However, our result showed that it counter-
intuitively promoted DNA damage under gentamicin. UvrD normally
functions by backtracking the RNAPs when they are stalled at DNA
lesions or other blockage sites, after which nucleotide excision repair
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factorsUvrABC are recruited to perform the repair38,40. In our scenario,
the gentamicin-induced PRSEs may also induce backtracking of the
RNAPs and subsequent recruiting of UvrABC; given the excision
activity of UvrABC, they may have caused unintended damage to the
DNA. Consistent with this speculation, we found that knocking out
uvrB or uvrC led to a significant decrease in gentamicin-induced DNA
damage (Supplementary Fig. 8b, c). Additionally, our data suggested
the DNA damage was largely replication-independent, since replica-
tion inhibition did not cause a significant decrease in DNA damage
under gentamicin treatment (Supplementary Fig. 10a, b). Our experi-
ment also suggested that ROSwere unlikely to be the primary cause of
genomic instability: The accumulation of ROS lagged behind DNA
damage. Specifically, the subpopulation with increased intracellular
ROS did not appear until 60min after gentamicin treatment (Supple-
mentary Fig. 10c), while DNA damage had already plateaued by that
time (Fig. 2b).

Given that genome instability activates SOS-induced mutagenic
repair, we speculated that regions harboring PRSEs may serve as
mutational hotspots within the genome.We quantified the normalized
amount of 3′ termini in individual genes (“Methods” section). Con-
sistent with our speculation, we found that the genes harboring
gentamicin-induced mutations experienced significantly higher rates
of PRSEs than the genes harboring spontaneous mutations (Fig. 4g).

Collectively, these results suggest that gentamicin-induced genome
instability and mutagenesis by triggering the global occurrence of
premature RNAP stalling.

Premature RNAP stalling was caused by disruption of
transcription-translation coupling
Next, we wondered how gentamicin, a ribosome-targeting antibiotic,
triggered the widespread occurrence of premature RNAP stalling. In
many bacteria, including E. coli, RNAP is closely followed by a trailing
ribosome, which ensures that the movement of RNAP and ribosome is
precisely coordinated20,41. This is known as transcription-translation
coupling, which contributes to RNAP elongation41. It has been
demonstrated on a few highly expressed operons that inhibiting
translation can compromise the RNAP processivity19. Therefore, we
speculated that gentamicin triggered genome-wide PRSEs by disrupt-
ing transcription-translation coupling.

Our speculation predicts that, following gentamicin treatment,
large-scale PRSEs would only be observed in protein-coding genes,
while noncoding genes, which are not translated, would not exhibit
significant PRSEs. To test this prediction, we analyzed the read cov-
erage of our RNA-seq data (“Methods” section). Prior to gentamicin
treatment, both protein-coding and noncoding genes displayed a
uniform read coverage (Fig. 5a, b), indicating normal RNAP elongation.
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After 60min of gentamicin treatment, the read coverage on protein-
coding genes showed a pronounced skewness towards the 5′ ends
(Fig. 5a), suggesting interruption of RNAP elongation; in contrast, no
such coverage polarity was observed in the noncoding genes (Fig. 5b).
These results suggest that gentamicin led to genome-wide PRSEs via
disrupting transcription-translation coupling. Consistent with this
claim, we also observed substantial PRSEs in several leader-peptide-
regulated genes (Supplementary Fig. 11), where transcription-
translation coupling has been shown to play critical roles in
transcription regulation42.

We further looked into the precise locations of the PRSEs along
individual genes. First of all, PRSEs were infrequent and randomly
distributed in the absence of gentamicin (Fig. 5c, d), confirming the
normal RNAP processivity under steady growth. Under gentamicin
treatment, we found a significant increase of PRSEs in certain regions
of the protein-coding genes (Fig. 5c, e; see Supplementary Note 2 and
Supplementary Fig. 12 for functional and protein-level analyses of
PRSE-affected genes); in contrast, there was no significant increase or
enrichment of PRSEs in the noncoding genes (Fig. 5d, f). The non-
uniform distribution of PRSEs in the protein-coding genes suggests
that their occurrence may be sequence-specific. It is known that RNA
hairpins can cause RNAP stalling43, and this effect can be inhibited by
transcription-translation coupling20,22,44. We calculated the minimum
folding free energy (MFE) of the sequences 50 nt upstream of the
dominant PRSEs (“Methods” section). The results showed that they
lead to significantly lower MFE than random sequences (Fig. 5g), sug-
gesting that the RNAs they encode tend to form hairpins. We further
analyzed whether there were any patterns in the sequences preceding
the PRSEs. We found that in contrast to the canonical GC-rich hairpin-
forming plus polyU sequence for intrinsic transcription termination
(Fig. 5h, “Methods” section), there was no obvious consensus motif
preceding the dominant PRSEs caused by gentamicin (Fig. 5i, j), which
is consistent with the fact that their MFE was higher than that of the
intrinsic terminators (Fig. 5g). These results suggest that, following
gentamicin treatment, RNAP processivity became susceptible to weak
RNA structures that were normally inhibited by transcription-
translation coupling.

An overlooked pathway underlying the efficacy of ribosomal
antibiotics and resistance evolution
Based on the results and analysis discussed above, we propose
the following model (Fig. 6a, see also Supplementary Note 3 and
Supplementary Fig. 13): gentamicin disrupts transcription-
translation coupling, which results in genome-wide premature
RNAP stalling at locations where RNA hairpin structures form; the
stalled RNAPs promote DNA damage and cause genome instabil-
ity via transcription-coupled repair factors; error-prone repair of
the damage causes introduction of mutations, which promotes
rapid emergence of antibiotic resistance in a small percentage of
the cells.

Our model also suggests a mechanism that affects the effi-
cacy of ribosome inhibitors1,45: in addition to the known modes of
actions45, RNAP stalling, which causes genome instability, also
contributes to the killing of the bacteria. Indeed, deleting mfd and
any of the other PRSE-rescuing factors (greA, greB, rnhA, and
rnhB) gave rise to fitness defect under gentamicin treatment
(Fig. 6b). Since genome instability can be repaired through SOS
response, the activation of SOS should be crucial for the survival
of the bacteria. We constructed a fluorescent RNA reporter46 to
monitor the promoter activity of an SOS response master reg-
ulator gene recA (“Methods” section). Using this reporter, we
found that the level of SOS response was highly heterogeneous in
different cells. Using fluorescence-activated cell sorting (FACS),
we extracted the high and low SOS responders respectively after
40min of gentamicin treatment (Fig. 6c). Consistent with the

known function of SOS response, the high SOS responders
exhibited three-fold higher survival than the low ones (Fig. 6d),
which might act as a reservoir for the subsequent induced evo-
lution toward antibiotic resistance.

Finally, we monitored the response of the bacteria under a com-
prehensive list of ribosome-targeting antibiotics. We found that all the
tested drugs caused rapid activation of SOS response (Fig. 6e), which
indicated DNA damage. To see whether RNAP stalling contributed to
the efficacy of those antibiotics, we profiled the fitness impact of mfd
knockout. We found that increasing RNAP stalling gave rise to sub-
stantial fitness defects under all the ribosome inhibitors, independent
of their binding sites (Fig. 6f). This effect was not observed with other
classes of antibiotics (Supplementary Fig. 14). These results suggest
that themechanism uncovered here applies to translation inhibition in
general.

Discussion
Our work revealed a mechanism on how ribosome-targeting anti-
biotics could trigger genome instability and inducedmutagenesis. The
mutagenesis led to the rapid evolution of antibiotic resistance. Our
results suggest that the regions harboring PRSEs served as mutational
hotspots within the genome. We discussed the intrinsic factor deter-
mining the location of the PRSEs, namely, the DNA sequences that
promote secondary RNA structures impeding RNAP elongation. This
intrinsic factor makes some genes more prone to PRSEs than others,
and therefore more prone to mutations, giving rise to biased muta-
genesis. In addition to intrinsic factors, extrinsic factorsmay alsoplay a
role. Specifically, ribosomes serve as primary sensors for nutrient
availability and various stresses. Our work showed that they could
modulate mutagenesis by influencing the dynamics of RNAP and the
occurrence of PRSE in the genome. Therefore, biased mutagenesis is
also shaped by the environment. It is an open question whether the
mutagenesis couldbe biased toward genome locations that benefit the
survival of the bacteria47.

It was known that aminoglycosides could cause genome instabil-
ity, thus activating the SOS response4,5. This has not been reported in E.
coli mainly due to the low concentrations tested or short treatment
durations in related studies48,49 (Supplementary Fig. 15). The under-
lying mechanism by which aminoglycosides cause DNA damage was
often attributed to ROS16. However, in our experiments, ROS had a
limited contribution to the early induction of genome instability
(Supplementary Fig. 10c). Our results showed that genome instability
was caused by RNAP stalling via induction of transcription-coupled
nucleotide excision repair (NER). In support of our claim, a similar
processwas also found inmammalian cells50. Normally, NER is induced
when the RNAP is stalled by DNA lesion38. Our results suggested that
NER can also be induced when RNAP is stalled by the decoupling of
transcription and translation. In addition, NER counter-intuitively
promoted DNA damage under gentamicin. We proposed that the
excision activity of UvrABC contributed to the cause of the damage.
This coincides with the previous study reporting a tendency of NER
machinery to excise undamaged DNA51. More biochemical experi-
ments will be needed to further validate these claims, and other DNA
repair factors with nuclease activity should also be taken into con-
sideration when discussing DNA damage generated endogenously.

It was reported that knocking out mfd inhibited the evolution of
resistance under various antibiotics52. Our work further confirmed
inhibiting genes that rescue stalled RNAPs as a promising strategy for
countering the development of resistance. We showed that DNA
lesions were generated by RNAP stalling. Since unmasking the lesion
from RNAP is required for the onset of SOS response4, inhibiting fac-
tors that help to dislodge RNAP can potentially delay the evolution of
antibiotic resistance. In addition, our results also suggest a new strat-
egy for improving antibiotic efficacy. Genome integrity, which assures
the individuality, life-sustaining function, andnormal replication of the
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cells, plays a central role in bacterial survival. According to our model,
inhibiting genes that rescue stalled RNAPs, such as R-loop removal and
anti-backtracking factors of RNAP, may give rise to elevated levels of
DNA damage. If the amount of lesions overwhelms DNA repair capa-
city, bacteria can be quickly killed. Drug efficacy and resistance evo-
lution are intertwined – promoting drug efficacy could reduce the
emergence of resistance. Here, we identified promoting RNAP stalling
as a one-stone-for-two-birds strategy, which simultaneously boosts
antibiotic efficacy and reduces the development of resistance.

Apart from Mfd, a recent study by Carvajal-Garcia et al. further
discussed the contribution of the NER pathway to the evolution of
antibiotic resistance53. It has been demonstrated that Mfd, UvrABC,

and translesion DNA polymerases filling the gaps produced byNER are
crucial for the development of rifampicin resistance in B. subtilis and
several other bacterial species. Consistent with their finding, our work
also suggests the significance of transcription-coupled NER pathway
and mutagenic repair system in resistance evolution, though the pri-
mary causeof inductionmayvary: Carvajal-Garcia et al. discussed long-
term antibiotic treatments, where mutations originating from NER
were mainly driven by oxidation stress. In our study, genome
instability andmutagenesiswere induced in amuch shorter time frame
(within 1 h, Fig. 2b), when intracellular ROS has not yet accumulated to
a significant level (Supplementary Fig. 10c). We propose that the
genome instability and mutagenesis is due to pervasive RNAP stalling
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following sudden translation inhibitionduring the active growth phase
of the bacteria.

Finally, bacterial response to antibiotics is a complex issue. A
systems perspective could help us to tackle this challenge. By dis-
secting the complex interplay between multiple molecular processes,
we found that antibiotic efficacy and resistance evolution could be
understood through an underexplored pathway. Furthermore, our
work revealed PRSE as an overlook factor in understanding bacterial
response. The PRSEs induced by antibiotics disrupt the normal tran-
scription of genes, leading to genome-wide failure in the expression of
various functional proteins and dysregulation of crucial pathways.
Understanding the consequences and how bacteria respond will
informbetter useof existing antibiotics andpromote the development
of new ones1.

Methods
Bacterial strains and cultivation conditions
In all experiments, E. coli K12 BW25113 was used (originally from
CICC, 23872) as the wild-type strain. Single colony was picked up
from a stock LB agar plate and was grown aerobically with shaking at
220 rpm in Luria-Bertani (LB) broth (10 g/l tryptone (Oxoid, LP0042),
10 g/l NaCl (Macklin, S805275), 5 g/l yeast extract (Oxoid, LP0021))
for 12 h as the seed culture. All cultures were carried out at 37 °C with
shaking at 220 rpm.When necessary, 100mg/l ampicillin (TargetMol,
T6386) was supplemented to maintain the plasmid. All knockout
strains were derived from the Keio collection54. The excision of FRT-
flanked kan cassette in Keio knockout strains was carried out by FLP
recombinase-expressing pCP20 plasmid55; the removal of the kan
cassette was further confirmed by PCR amplification before using the
strain (Supplementary Fig. 16). Besides, the tolC F16* (TTC→TGA)
strain was an E. coli K12 BW25113 derivate constructed by CRISPR
genome editing56. E. coli strain DH10B (BioMed) was used as a host
during molecular cloning.

Plasmid construction
The construction of the PrecA_pepper plasmid used to surveil
SOS responses was described below. We first adopted PCR to amplify
recA promoter from E. coli K12 BW25113 genomic DNA, ampicillin
resistance cassette, p15A plasmid origin of replication from
p15A_PpyrLBI_mCherry57, giving rise to three DNA fragments. We also
purchased a synthetic pepper construct consisted of four repeated
HBC620 binding motif sequences from GENEWIZ Int. Co., which was
designed according to the sequence reported byChen et al.46. All these
four DNA fragments were constructed into a PrecA_pepper plasmid by
Gibson assembly. The nucleotide sequenceof the constructed plasmid
was confirmed by Sanger sequencing and deposited at benchling
(https://benchling.com/s/seq-oujd4XqzHbQnUPkf85hy?m=slm-
nDZVa3rRVTOgNMWLIMQW).

Drug treatment
In most cases, overnight seed cultures were diluted by 1:350 into
700μl of fresh medium and grown in a 48-well plate in a microplate
reader (Tecan, Spark). When the cultures grew to OD600~0.4, we car-
ried out another dilution of 1:50 into freshmedium and cultivatedwith
the same condition. When subcultures reached an OD600 of ~0.5, 10μl
gentamicin (Selleck, S4030) was supplemented to a final concentra-
tion of 6μg/ml.

When gentamicin treatments were needed for many mutants
(as in Fig. 6b), we adopted a 96-well plate to perform these experi-
ments, while keeping all other settings as mentioned above. This
protocol was also adopted to treat bacterial cultures by other
antibiotics (as in Fig. 6f and Supplementary Fig. 14): Chlor-
amphenicol (Solarbio, C8050); Lincomycin (TargetMol, T1277); Pur-
omycin (Macklin, P816466); Azithromycin (Selleck, S1835);
Solithromycin (Selleck, S5268); Streptomycin (inalco, 1758-9319);

Spectinomycin (Macklin, S6106); Tigecycline (Macklin, T830543);
Tetracycline (Solarbio, ST8750); Ampicilin (Sigma, A9518); Ofloxacin
(Solarbio, O8211); Trimethoprim (Solarbio, T9070).

Killing assay to determine drug lethality
At specific time points after drug (gentamicin) treatment, aliquots of
100μl culture were taken from the well in microplate readers; We only
performed one sampling from each well. Bacteria in the culture were
immediately pelleted by centrifugation at 5000× g for 2min. Pellets
were resuspended with fresh medium and properly diluted, then pla-
ted onto LB agar plates containing no antibiotics. The plates were
incubated at 37 °C for 48 h before determining CFUs. The colonies
recovered fromvaried lengths of gentamicin treatmentwere subjected
to other experiments, including drug susceptibility assay and genome
resequencing (described below).

Drug susceptibility assay by AUC of bacterial growth
We adopted a drug susceptibility assay to identify survival modes
of strains upon drug treatment (see definitions below) with high
sensitivity and throughput. Strains to be tested were randomly
picked among survived clones from agar plates in a killing
assay. Their overnight seed cultures were diluted 1:350 into 700μl
of fresh medium and grown in a 48-well plate in the microplate
reader. When cultures grew to OD600 ~0.4, they were diluted
1:15 into wells of a 96-well plate containing gentamicin of 0 μg/ml,
2 μg/ml, 3 μg/ml, 4 μg/ml, 6 μg/ml, 8 μg/ml, respectively. Cultivation
was carried out in the microplate reader for 20 h, and OD600 was
monitored every 5min. Next, each strain’s AUCs under a drug
of specific concentration were calculated from the growth curve
(OD600 × second).

TUNEL assay to quantify DNA damage
The chemistry of the TUNEL assay was described in Supplementary
Fig. 2a. At specific time points after gentamicin treatment, aliquots of
100μl culture were taken from the culture. Bacteria were collected by
centrifugation at 700 × g for 2min and washed once with PBS. The
bacteriawere then fixedwith 3% PFA (Sigma-Aldrich, F8775) and gently
rotated for 15min at room temperature. After fixation, samples were
pelleted by centrifugation at 1000× g for 2min and washed twice with
PBS, then permeabilized with 70% ethanol (Sigma-Aldrich, 459844) at
−20 °C overnight. The next day, permeabilized bacteria samples were
pelleted by centrifugation at 1000× g for 2min and washed twice
with water.

Labeling for DNA lesion was performed using the Click-iT TUNEL
Alexa Fluor 488 kit (Thermo Fisher, C10245). For the TdT reaction, the
pellets were resuspended with 50 µl systems, containing 1 µl EdUTP
and 2 µl TdT in 1 × TdT reaction buffer. Then the reaction systemswere
incubated at 37 °C for 30min. When the reactions finished, cells
were pelleted andwashed oncewith water. Next, the Click-iT reactions
were performed by incubating in 100 µl systems, consisting of 2.5 µl
additive in 1 × Click-iT reactionbuffer, at roomtemperature for 30min,
protected from light. After the reaction cells were pelleted at 1000× g
for 2min andwashed once with PBS. As a negative control, we skipped
the TdT reaction step.

Finally, labeled samples were resuspended in 0.5ml PBS and
analyzed by flow cytometry (BD, Aria II SORP). Propidium iodide
staining (Thermo Fisher, P1304MP, 1 µg/ml supplemented prior to flow
cytometry) was performed to quantify cell permeabilization. The
optical setting of the machine is described as below. FITC (for DNA
lesion labeling), 488 nm blue laser, plus a 505 nm long pass filter and a
530/30 nm band-pass filter; PE-Texas Red channel (for PI staining), a
561 nm green-to-yellow laser, plus a 600nm long pass filter and a 610/
20 nm band-pass filter. We gated populations showing PI signal (PE-
Texas Red channel) above 103 A.U. for the analysis ofDNA lesionprofile
(FITC channel).
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Slot-blot hybridization analysis of RNA:DNA hybrids (R-loops)
After different durations of gentamicin treatment, genomic DNA of
bacteria from 2.5ml culture was extracted with MasterPure Complete
DNA/RNA Purification Kit (LGC (Lucigen), MC85200), and their con-
centrations were measured by Qubit 1xdsDNA HS Assay Kit (Thermo
Fisher, Q33230). For each sample, 4μg DNA was treated with 2 U
ShortCut RNase III (NEB, M0245S) in 100μl reaction system at 37 °C
overnight, then purified with the abovementioned MasterPure Kit and
titrated by Qubit again. After digestion, 200 ng DNA was slotted onto
the Hybond N+ membrane (RPN303B, GE Healthcare). The membrane
was cross-linked twice with 1200μJ UV light. Following UV cross-
linking, the membrane was blocked in TBS-Tween (0.05% Tween20 in
20mM Tris pH 7.5, 150mM NaCl) containing 5% milk (Sangon,
A600669) at room temperature for one hour, and incubated at 4 °C
overnight with anti-DNA:RNA hybrid S9.6 antibody (1:1000 dilution;
abcam, ab234957). After 10min washing in TBS-Tween for three times,
the membrane was incubated for one hour at room temperature with
HRPGoat Anti-Mouse IgG (1:5000dilution; abclonal, AS003). Next, the
membrane was washed by TBS-Tween for another three times and
then developed with an enhanced chemiluminescence substrate
(Easybio, BE6706) for Western Blotting. S9.6 signals were detected by
ImageQuant LAS 4000 (GE Healthcare).

FACS to separate bacterial subpopulations with different SOS
responses
To monitor the SOS responses, we constructed a PrecA_pepper plasmid
(see “Plasmid construction” section) to surveil the promoter activity of
recA, themaster regulator of SOS responses via triggering self-cleavage
of LexA transcriptional repressor. Under ribosomal antibiotics, the
typical reporters based on fluorescent proteins would be inhibited in
translation. Here, we circumvented this problemby using afluorescent
RNA reporter instead named pepper, which allowed robust imaging of
RNA species in living cells46. Mechanistically, pepper RNAs became
fluorescent when forming a complex with a small molecule HBC620
(TargetMol, T19352), which needs to be supplemented tomedium.We
experimentally confirmed that both externally added HBC620 and
endogenously expressed pepper RNA were essential to the fluores-
cence signal, consistent with the report by Chen et al.46. To maximize
the sensitivity of this reporter, we used a tolC F16* (TTC→TGA) strain of
E. coli K12 BW25113 as the host in this assay (see “Bacterial strains and
cultivation conditions” section): this strain allowed the enhanced
accumulation of intracellular HBC620. All these designs together
enabled sensitive quantification of the SOS responsewith a high signal-
to-noise ratio under translation inhibition. The SOS reporter strain
used in thisworkwas the tolC F16* (TTC→TGA) strain transformedwith
the PrecA_pepper reporter plasmid. During cultivation of this reporter
strain, ampicillin was always supplemented to a medium or agar plate
to maintain the plasmid.

The drug treatment of this SOS reporter strain was similar to the
above description (see “Drug treatment” section), except that 5μM
HBC620 needed to be supplemented to the medium during the sec-
ond subculture. After gentamicin treatment for 40min, 50μl culture
was diluted in 950μl PBS for FACS. Non-cell particles were excluded
via FSC-SSC gating. Cells were analyzed for their SOS responses in the
PE-Texas Red channel (for optical setting, see “TUNEL assay” section).
Among whole population, the 5% of cells with the strongest signals
were gated as SOS-highgroup,while theones rankedbottom40%were
assigned as SOS-low. For each group, 50,000 cells were sorted in a
four-way setting and collected into 1.5ml EP-tube containing 0.5ml LB
medium. After recovery in a shaker for 20min at 37 °C, all cultures
were plated onto LB agar in 6-well plates. After incubating at 37 °C for
24 h, CFU counting can be performed. The survival rate of each group
was next calculated by dividing the CFU counts by 50,000, the original
number of cells collected during FACS. We also showed that without
gentamicin treatment, the SOS-high and SOS-low groups exhibited

comparable 100% survival rates after cell sorting (Fig. 6d), suggesting
that the sorting process did not cause cell damages or group-wise
biases in this assay.

Genome resequencing
TIANamp Bacteria DNA kit (TIANGEN, DP302) was used to extract
genomic DNA (gDNA) from strains. Paired-end libraries were prepared
by a Tn5-based library construction method58. Tn5 transposome was
assembled by transposase and adapters according to the manu-
facturer’s instruction (Robust Tn5 Transposase, Robustnique Cor-
poration Ltd., Tianjin, China). For tagmentation, 12 ng gDNA was
tagmented in a 20μl reaction containing 1 × Tn5 transposome reaction
buffer (LM buffer) and 1μl Tn5 transposome at 55 °C for 15min. The
lengths of tagmented gDNA libraries were between 250 and 600bp (a
pre-test to titrate gDNA input amount is highly recommended to
generate library of optimal lengths). To generate Illumina-compatible
sequencing libraries, the tagmented gDNA libraries were amplified
with primers containing P5 or P7 adapters as well as specific indexes. In
25 µl PCR reaction system (Vazyme, TD601), 8μl of tagmentation
product was input as the template. The PCRprogramwas as follows: (i)
72 °C for 3min; (ii) 98 °C for 30 s; (iii) 98 °C for 15 s; 60 °C for 30 s;
72 °C for 3min; 8 cycles; (iv) 72 °C for 5min. Finally, the indexed gDNA
libraries were pooled together and purified with 1.0 × AMPure XP
beads (Beckman Coulter). All oligonucleotides used in genome rese-
quencing library preparation could be found at Supplementary Data 3.

After library construction, we subjected the samples to sequen-
cing by Novogene Bioinformatics Institute via Illumina NovaSeq
6000 system with 2 × 150 pair-end configuration. Typically, we got
three million pair-end reads for each sample, corresponding to ~50-
fold genome coverage. After demultiplexing, we trimmed adapter
sequences by cutadapt (v0.11.9) and adopted breseq (0.35.3)59 to
identify mutations from the first read of the NGS data in a default
clonal mode against the reference genome (NC000913.3). Those
identified mutations carried by our wild-type strain were regarded as
spontaneous mutations. Note that we excluded mutations derived
from genetic manipulations during the construction history of E. coli
K12 MG1655, such as deletions of several sugar utilization operons54.
Except for spontaneous mutations, any other genetic alternation
identified in the survived isolates was regarded as mutations that
emerged after gentamicin treatment and were then subjected to
mutation spectrum analysis.

Pulse-field gel electrophoresis
We adopted a protocol reported previously60. Around 108 E. coli cells
were collected at a series of time points after gentamicin treatment
from 48-well plate. After pelleted by a soft spin of 700 × g for 2min (to
minimize DNA damage caused by centrifugation), bacteria were
resuspended by 100 µl LB and 1:1 thoroughly mixed with 2% low
melting point agarose (Promega, V2111) preheated to 42 °C, and then
molded into plugs (Bio-Rad, 1703713). When solidified, the agarose
plugs were treatedwith lysozyme for two hours at 37 °C. The lysozyme
solution contained 1mg/ml lysozyme (Sigma, 62970), 10mM Tris pH
7.0 (Solarbio, T1130), 50mM NaCl (Thermo Fisher, AM9760G), 0.2%
sodium deoxycholate (Sigma, 30970) and 0.5% sodium lauryl sarco-
sine (Sigma, 61745). Next, the plugs were rinsed with sterile water and
incubated in Proteinase K solution for 12 h at 50 °Cwithmild agitation.
The Proteinase K solution contained 1mg/ml Proteinase K (Sigma,
539480), 100mM EDTA (Solarbio, E1170), 0.2% sodium deoxycholate,
1% sodium lauryl sarcosine. After digestion, the plugs were washed for
six times (10min each with mild agitation) in wash buffer, containing
20mM Tris pH 8.0 (Solarbio, T1150), 50mM EDTA. The plugs were
inserted into wells of 1% agarose gel in 0.5 × TBE (huaxingbio, HX1872)
and sealed by agarose solution. Genomic DNA fragments were then
separated by Bio-Rad CHEF Mapper® pulsed-field electrophoresis
system. Running conditions were generated by the Auto-Algorithm
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mode using a size range of 1–100 kb: 0.5 × TBE at 14 °C for 07:53 h at
6.0 V/cm using a 120° included angle with a 0.06–8.53 s linear switch
time ramp. Gels were stained with Genecolor I (Gene-bio, GBY-1)
overnight and visualized with UV-trans-illumination. The intensities of
DNA bands were quantified using ImageJ software.

Total RNA extraction
At specific time points before or after drug treatment, total RNA was
extracted as below. 150μl culture was mixed with 150μl RNAlater
(Thermo Fisher, AM7020) and incubated at room temperature for at
least 15min. Then, the sample was diluted with 600μl ice-cold PBS
(SolarBio, P1020) and centrifuged at 5000 × g for 15min. The obtained
cell pellet was resuspended by 50 μl TE buffer (Thermo Fisher,
AM9849) containing 12.5mg/ml of lysozyme and 16.7% (v:v) proteinase
K (QIAGEN, 19131) to lyse cells. The mixture was incubated at 37 °C for
15min and subjected to purification. 100μl of RNAClean XP beads
(Beckman, A63987) was added to the lysate and incubated at room
temperature for 15min. Next, the tube was placed on a magnetic rack
for 10min, then the supernatant was discarded. The beads were
washed twice by 200μl fresh 80% (v:v) ethanol (Sigma-Aldrich,
459844) and air-dried for 15min on the magnetic rack. Finally, the
beads were thoroughly resuspended by 20μl nuclease-free water
(Thermo Fisher, AM9932) and incubated at room temperature for
15min. After incubation, place the tube on a magnetic rack for 5min.
Finally, purified total RNA was obtained from the supernatant. The
concentration of total RNA was measured by Qubit RNA HS Assay Kit
(Thermo Fisher, Q32852) and stored at −80 °C before use.

3′-end-seq and RNA-seq library construction
For each purified sample, total RNA was subjected to 3′-end-seq and
RNA-seq library preparation respectively.

The 3′-end-seq library preparation method was adopted from a
multiplexed RNA-seq library preparation method previously reported
by Avraham et al.61. Systematic modifications weremade to repurpose
it to keep 3′ end information of bacterial transcripts. First, without any
fragmentation, 100 ng total RNA was dephosphorylated by FastAP
(Thermo Fisher, EF0651) and depleted of genomic DNA by Turbo
DNase (Thermo Fisher, AM2238). Then, RNA adapters were ligated to
3′ ends of total bacterial RNA by T4 RNA ligase I (NEB, M0437). Each
RNA adapter carried a 5′ phosphate, a 3′ C3 blocking group, a 3′ con-
stant sequence containing an i5 adapter used for priming in reverse
transcription, and a unique 5′ barcode for multiplexing. Next, four to
five samples were pooled into together and purified by the RNeasy
column (QIAGEN, 74104). Purified RNA was subjected to an RNase
H-based (NEB, M0523) reaction to deplete rRNA and the noncoding
element ssrA62. RNA was purified by RNAClean XP beads, and then
converted to cDNA by reverse transcription (NEB, M0466) with a pri-
mer targeting the constant sequence in the ligated adapter. Then,
second strand cDNA was synthesized by template switch using a spe-
cific oligo, and pre-amplification by KAPA DNA polymerase (Roche,
KK2602) for 8 cycles. The DNAwas purified by 1.0 × AMPure XP beads.
Finally, 2 ng purified DNA was tagmented with N7 adapter-incubating
transposase (Vazyme, TD513) and followed by 11 cycles of PCR ampli-
fication yielding around 100 ng DNA product. It should be noted that
this final PCR step led to a biased sampling towards the 3′ ends of
bacterial transcripts and completely abandoned the 5′-end informa-
tion. All oligonucleotides used in 3′-end-seq library preparation could
be found in Supplementary Data 4 (all ordered fromGenScript, RNase-
free HPLC purification).

When preparing the RNA-seq library, in order to generate com-
parable data to 3′-end-seq libraries, we applied a customized RNA-seq
library construction method derived from the 3′-end-seq. To be spe-
cific, the protocol was generally the samewith the 3′-end-seq onlywith
two critical modifications. First, 100 ng total RNA of the same sample
was firstly fragmented at 97 °C in FastAP buffer (Thermo Fisher,

EF0651) for 3min. Second, the pre-PCR amplified double-strand DNA
after the template switch was directly subjected to final PCR without
tagmentation by transposases. These two modifications can help to
eliminate the 3′-end-biased sampling during 3′-end-seq library con-
struction, generating more uniform and unbiased RNA-seq data for
transcript counting and coverage analysis. All oligonucleotides stated
above were adopted from the 3′-end-seq protocol and could also be
found in Supplementary Data 4.

All libraries were sequenced by GENEWIZ Int. Co. via Illumina
NovaSeq 6000 system with 2 × 150 pair-end configuration. About five
million pair-end reads were yielded for each demultiplexed library.

NGS data processing for 3′-end-seq
Firstly, sequencing raw data was subjected to FastQC (v0.11.9) for
quality control and cutadapt (2.10) for adapter trimming. The data
was then demultiplexed by cutadapt based on the unique RNA
adapters. Paired-end reads were aligned to E. coli reference genome
(NC_000913.3) by bowtie2 (2.4.1) with parameters: -X 1000 -I 18 --no-
mixed --no-discordant. The mapped reads were converted to bam
files by samtools (1.10). To minimize the effect of sequencing depth
on further analysis, we subsampled every bam file to the equal
number of 4.5 million paired-end reads. Reads of bam files were
counted using R (4.0.2) method summarizeOverlaps from Genomi-
cAlignments package (v1.26.0) in a strand-specific manner with the
following options: “mode = “Union”, ignore.strand = FALSE, single-
End = FALSE, preprocess.reads = invertStrand”.

As for further statistical analysis and visualization of 3′ end, we
used a customized R script to process bam files. Due to the strand-
edness, the 5′ ends from the first read in NGS raw data were actual 3′
end positions of RNA transcripts. Based on this principle, the termini
signals were counted with single-nucleotide resolutions and normal-
ized byCount PerMillion (CPM) summed from all 3′ ends, and this was
regarded as 3′ end intensity and used in further analysis and plotting.

NGS data processing for RNA-seq
RNA-seq data processing was similar to our previous report62. Briefly,
adapter trimming, alignment to genome and gene read count table
were all the same with 3′-end-seq as shown above. RNA-seq raw count
was normalized by transcripts per million (TPM) as a quantification of
RNA expression, then a series of TPM matrixes over drug treatment
times were derived. As for data quality control, genes with average
TPM< 5 or maximum TPM< 10 were excluded from further analysis,
resulting in 3173 genes remained (3126 protein-coding genes plus 47
noncoding genes, Supplementary Data 5). Genome-wide strand-spe-
cific coverage files were also generated from RNA-seq data for each
bam file by bedtools (v2.30.0) genomecov, with options ‘-strand −/+ -d
-pc’, which was used in the gene expression polarity analysis.

Calculation of 5′ coverage bias
Here we explain the calculation of 5′ coverage bias to quantify the 5′
and 3′ transcript coverage bias upon gentamicin treatment. Specifi-
cally, for each gene, we first trimmed 10% from the 5′ and 3′ ends to
avoid coverage changes caused by interference from neighboring
genes. We then divided the remaining region equally into 5′ and 3′
halves and calculated the average coverage of the two halves. Finally,
we calculated the ratio of the average 5′ coverage to the average 3′
coverage, and defined this as the 5′ coverage bias.

Technical definition of intrinsic terminator
Herewe present the identification of intrinsic terminators from 3′-end-
seq data. Briefly, the 3′ ends occurred 100nt downstream the stop
codon were taken into intrinsic terminator candidates. Those candi-
dates were filtered by thresholds in CPM values (>1) and enrichment
factor (>20) of the 3′ ends (see “Dominant 3′ termini calling” section for
the definitions of enrichment factor). Two sets of candidates were
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generated from two replicates, and their intersection was the final set
of intrinsic terminators. During the intersection, we took candidates
from replicate one if they fall into the ±10 nt range of candidates
in replicate two. Finally, the intersected candidates were defined
as intrinsic terminators. The quality of this computational pipeline was
verified by the high accuracy to capture known intrinsic terminators
(Supplementary Fig. 4). All intrinsic terminators (at 0min of drug
treatment) defined here were excluded from 3′ termini analyses
as below.

Technical definition of 3′ termini
Here we present the quantification of 3′ termini within protein-
coding regions (i.e., excluding intrinsic terminators and 3′ ends in
untranslated regions) (Supplementary Fig. 5). After NGS data pro-
cessing, we obtained CPM values of 3′ end at each nucleotide on both
strands of bacterial genome. All analysis should take strand specifi-
city into consideration. All 3′ ends that occurred in gene-coding
regions were taken as 3′ termini candidates. As bacterial genes are
proximal and even overlapped with each other, some candidates
might actually derive from the intrinsic termination events of
upstream genes. Thus, we first excluded intrinsic termination events
identified by the computational pipeline described above, and next
eliminated other candidates flanking (5-nt range) each intrinsic
terminator to further reduce noise. The remaining candidates
were finally defined as 3′ termini and subjected to following
analysis or calculation. A comprehensive list of 3′ termini for all
samples produced in our work was deposited to GEO (accession
number: GSE240474, see also in “Data availability” section). In our
work, 3′ termini were further regarded as potential premature RNAP
stalling events.

Dominant 3′ termini calling
Here we clarify the definition of dominant 3′ termini (Supplementary
Fig. 17). Briefly, dominant 3′ termini aredefined as 3′ termini surpassing
a customized intensity cutoff, which is called enrichment factor. The
enrichment factor was defined to distinguish 3′ termini from the
background noise in its flanking region, its calculation method was as
below: we first found the nucleotide and the strand where this 3′ ter-
minus located at. Then we calculated the average of CPM of the
nucleotide and two flanking nucleotides with strand specificity, and
the CPM average was referred as half-peak height of this 3′ terminus.
The corresponding background noise was calculated by averaging the
CPMs of 3′ ends flanking (50-nt regions each side) those above-
mentioned three nucleotides. Given these two parameters, we finally
obtained the enrichment factor for this 3′ terminus by dividing the
half-peak height by the background noise. Note that the statistic
“enrichment” was also used in intrinsic termination identification as
described above.

After calculating enrichment factors for all 3′ termini, dominant 3′
termini were filtered according to different thresholds, such as 10, 15,
20, 25 and 50 in our work. Note that if more than one dominant 3′
termini occurred within 10 nt, we only kept the one with biggest CPM.
If thereweremore than one values kept, wefinally select the onewith a
higher enrichment factor as the dominant 3′ termini.

Calculation of fold change of 3′ termini in each gene
Here we explain the calculation of normalized fold change of total 3′
termini in each protein-coding gene upon gentamicin treatment,
simplified as fold change of 3′ termini. This static excludes the effect
exerted by transcription level to 3′ termini by normalization: before
calculate fold changes, the 3′ termini CPM values were first normalized
by the transcription level of the corresponding gene (TPM). The cal-
culation process was as below:

First, for one particular gene (genej), we defined a transcription
level normalization factor (equation 1), to control the gene expression

change before and after drug treatment.

Normalization factorj = minðTPMj, treated, TPMj, untreatedÞ =
maxðTPMj, treated,TPMj, untreatedÞ

ð1Þ

Next, the raw count of each 3′ terminus (3′ terminusk) associated
with this gene was normalized by this factor (equation 2); and there-
fore 3′ end count was reset to a new level assuming the same tran-
scription level before and after drug treatment.

End count0 j, k, treated = ðEnd countj, k, treated ×Normalization factori,

if TPMj, treated = maxðTPMj, treated, TPMi, untreatedÞÞ
or ðEnd countj, k, treated, if TPMj, treated

= minðTPMj, treated,TPMi, untreatedÞÞ
ð2Þ

This normalization might lose some low abundance read count,
due to the bottleneck effect during NGS library preparation and
sequencing. To address this, we adopted a Poisson sampling simula-
tion to mimic such bottleneck effect, so as to recover some potential
loss. The end count′ from equation 2 was further processed by equa-
tion 3, where end count′ ≤ 2 was subjected to the Poisson sampling
process.

End count00 j, k, treated = ðPoisson samplingðλ=End count0 j, k, treatedÞ,
if End count0 j, k, treated ≤ 2Þor ðEnd count0 j, k, treated,

if End count0 j, k, treated>2Þ
ð3Þ

After these steps, the normalized end count value was converted
to the CPM value to normalize the effect from sequencing depth by
equation 4.

End CPM00
j, k, treated = ðEnd Count00 j, k, treated × 10

6Þ = total depthtreated in

30-end-seq library

ð4Þ

Finally, normalized total 3′ termini of one gene from one sample
(such as drug treatment) was calculated by summing up all normalized
CPM values of associated 3′ termini by equation 5.

Normalized total 30 terminij, treated = sumðEnd CPM00
j, k, treatedÞ ð5Þ

To calculate the fold change of 3′ termini of one gene upon drug
treatment, we used equation 6.

Fold change of 30 terminij, treated = ðNormalized total 30 terminij, treatedÞ=
ðNormalized total 30 terminij, treated, untreatedÞ

ð6Þ

To quantify whether such change was significant or not, we
assessed the technical noise of this process (from 3′-end-seq library
construction, sequencing to computation) via calculating the fold
change of 3′ termini of one gene between two replicates without drug
treatment. In particular, we replaced all “treated” terms mentioned
above with the corresponding term from another “untreated” repli-
cate, resulting in “Fold change of 3′ terminij, untreated”. As expected, the
fold change of 3′ termini between two drug-free replicates from all
genes followed a normal distribution centered around zero (Fig. 3e,
“0min”). In our work, “fold change of 3′ termini” was regarded as a
potential indicator of RNAP processivity in each gene.
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RNA-seq coverage normalization to show genome-wide gene
expression polarity
To quantify gene expression polarity at genome scale from RNA-seq
data, we adopted a computational process to normalize RNA-seq
coverage across all genes62. RNA-seq coverage per nucleotide was
first calculated by bedtools in a strand-specific manner (see “NGS
data processing” section). For noncoding genes, 5% length from 3′
was trimmed (according to annotations in NC_000913.3) in this
analysis to eliminate noise caused by intrinsic transcription termi-
nation; as for protein-coding genes, whole coding sequences were
kept as intrinsic transcription termination occurred outside of them.
The length of each gene was rescaled to 0 to 1, then 101 equally
spaced points were generated along transcription direction. For each
gene, the value of each point was computed from the read coverages
of the two nearest nucleotides via linear interpolation. Then, values
of each point were averaged across all corresponding gene, and
finally the averaged 101 values were normalized by dividing their
maximum value (Fig. 5a, b).

Analysis of PSREs on mutation genes
We assumed that gentamicin-induced mutations are prone to reside
on PRSE-prone genes, but spontaneous mutations are irrelevant to
PRSE. To test this hypothesis, we focused on coding genes whose
coding regions harboring mutations (while mobile elements are
excluded for being inherently unstable): there are 21 genes harboring
29 gentamicin-induced mutations (out of 35), and 8 genes harboring
spontaneous mutations (out of 24). Next, we calculated PRSEs fre-
quency in the coding regions of these genes. To this end, for each gene
we summed up the CPM of 3′ termini and normalized by the length of
coding sequence (equation 7). Therefore, the obtained metric reflects
the averaged 3′ termini signal per nucleotide, so we termed it as 3′
termini per nt (Equation 7).

30 termini per nt = sumðEnd CPM of 30 terminiÞ =gene length ð7Þ

PRSE profile rescaling in a gene-wise manner
To visualize PRSEs of each gene before and after drug treatment in an
unbiased manner (Fig. 5c–f), we adopted a computational approach
to rescale the PRSE profile for each gene across different conditions.
For each gene, the PRSE profile was defined as the vector of the CPM
values of the 3′ end at each nucleotide along coding region of this
gene. As mentioned in the “RNA-seq coverage normalization to show
genome-wide gene expression polarity” section, for noncoding
genes, nucleotides from the last 5% length proximal to their 3′ ends
were trimmed.

We plotted two PRSE profiles at 0min and 60min after genta-
micin treatment. For each gene, we first processed its PRSE profile at
60min by dividing gene expression change between these two con-
ditions (TPM60 min / TPM0 min in RNA-seq data); the corresponding
PRSE profile at 0 min was kept constant. Therefore, we removed the
undesired impact of gene expression change on PRSE profile. Next, for
each gene, its nucleotide sequence was equally divided into 50 seg-
ments along the transcription direction; within each segment, the
processed CPM values of all nucleotides were summed. Thus, we
normalized lengths of different genes and converted to new profiles
with uniformly 50 elements. Finally, for each gene, the processed PRSE
profiles of the two samples (e.g., 0min and 60min) were rescaled to
[0, 1] by dividing the maximum value among all 100 values. The
rescaled PRSE profiles were used for visualization in Fig. 5c–f.

RNA structure and sequence analysis
For RNA secondary structure analysis, RNA sequence of 50 nt
upstream of the location of each dominant 3′ terminus (PRSE) was
extracted from E. coli genome NC000913.3 and subjected to RNAfold

command line tool (2.4.18)63 with parameters ‘--noPS --noconv -C’ to
predict minimal free energy (MFE) of RNA folding. For RNA sequence
analysis, a home-made Python script was adopted to calculate and plot
the motif logo of 10 nt sequences upstream the dominant 3′ terminus
(PRSE). Herewedefined the nucleotide positions of dominant PRSEs or
intrinsic termination sites as +1 (Fig. 5h–j).

Statistics & reproducibility
In this study, statistical significance (p-value) was determined by t-test,
Mann–Whitney U test, or Kolmogorov–Smirnov test. We reported
the statistical test used, p-value, and sample size (n) for each test in the
associated figure legends. Low-quality reads were excluded from the
analysis of RNA-seq, 3′-end-seq and ChIP-seq data (see “NGS proces-
sing” sections in “Methods” and “Supplementary Methods” sections).
Since we found that even slight differences in sequencing depth could
affect the 3′-end-seq analysis, we sampled the reads from 3′-end-seq
data to normalize all BAM files to the same read count, trimming only
2~4% of reads. The experiments were not randomized. The investiga-
tors were not blinded to allocation during experiments and outcome
assessment.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The raw data and processed data of RNA-seq, 3′-end-seq and ChIP-seq
data generated in this study have been deposited in GEO (RNA-seq and
3′-end-seqdata under accession codeGSE240474; ChIP-seq data under
the accession codeGSE267245). The rawdata of genome resequencing
have been deposited in SRA under accession code SRP455999. Lists of
all 3′ termini position and their abundance (CPM) upon gentamicin
exposure in wild-type and Δmfd strains are available. These lists have
been compiled as supplementary files and can be accessed under
the aforementioned accession code GSE240474 in GEO. A compre-
hensive list of dominant 3′ termini for all samples can be found in
Supplementary Data 6. A comprehensive list of fold changes in 3′ ter-
mini for each gene, comparing all drug-treated samples to untreated
samples (0min) in both wild-type and Δmfd strains, can be found in
Supplementary Data 7. A list of Gam peak locations generated from
ChIP-seq data is available in Supplementary Data 8. Source data are
provided with this paper.

Code availability
The custom scripts for NGS data processing, including RNA-seq, 3′-
end-seq and ChIP-seq, are freely available (https://github.com/
RussellChai/Gentamicin_NGS).
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