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Author Correction: Biophysical neural adaptation mechanisms
enable artificial neural networks to capture dynamic retinal
computation

Saad Idrees , Michael B. Manookin , Fred Rieke, Greg D. Field &
Joel Zylberberg

In the version of the article initially published, Figs. 2, 3 and Supplementary Fig. 1 displayed
results from models in which the movement of static images used to generate a naturalistic
movie was mistakenly flipped along the x-axis. In the corrected analysis, the revised figures
show better performance for all the models, while maintaining the main conclusion of the
affected figures and the overall study.

In the third paragraph of the Results, in the sentence now reading “For an example RGC,
this conventional CNN model captured 68% FEV of the recorded (Fig. 2a) response with a
median FEV of 68% ± 12% across the population (N = 57) of recorded cells (Fig. 3a)”, 68% now
replaces “59%” and 68% ± 12% replaces “38% ± 8%”. In the sixth paragraph, in the two sentences
now reading “Overall, the photoreceptor–CNNmodel performedwith amedian FEVof 81% ± 6%
(Fig. 3a). This performance gain is substantial given that the photoreceptor layer enhanced the
predictive capability of conventional CNNs by approximately 19% (p = 1 × 10–7)…”, 81% ± 6 now
replaces “49% ± 15%”, while 19% (p = 1 × 10–7) now replaces “29% (p = 0.002)”.

In the third paragraph of the Results “Adaptation in the photoreceptor layer drives per-
formance gain” subsection, in the text now reading “When evaluated on the held-out segment
of naturalisticmovie data, thismodel performed very similarly to the conventional CNNmodel,
yielding FEV of 73% ± 8% (Fig. 3b; p =0.12)…”, 73% ± 8% now replaces “37% ± 12%” and p =0.12
replaces “p =0.26”. In the paragraph following, the sentence “The resultant
photoreceptor–CNN model trained on the same task as above, exhibited lower performance
than its fully-trainable counterpart (Fig. 2c; Fig. 3c, FEV 75%±6%,p = 3 × 10–7 two-sidedWilcoxon
signed-rank test, N = 57 RGCs), but still outperformed the conventional-CNN model when
evaluated on the naturalistic movie dataset” now replaces the original “The resultant
photoreceptor–CNN model trained on the same task as above, exhibited performance com-
parable to its fully-trainable counterpart when evaluated on the naturalistic movie dataset (Fig.
2c; Fig. 3c, FEV 49% ± 10%, p =0.07 two-sided Wilcoxon signed-rank test, N = 57 RGCs)”.

Figures 2, 3, Supplementary Fig. 1, and their associated sourcedatafiles havebeen replaced
in theHTML and PDF versions of the article. For comparison, the original figures are available in
the Supplementary Information accompanying this amendment.

Supplementary information
Original Figs. 2, 3, Supplementary Fig. 1

Additional information
Supplementary information The online version contains supplementary material available at
https://doi.org/10.1038/s41467-025-57762-1.
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Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indicate if
changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this licence, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2025

Corrections&amendments

nature communications         (2025) 16:2537 | 2

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
www.nature.com/naturecommunications

	Author Correction: Biophysical neural adaptation mechanisms enable artificial neural networks to capture dynamic retinal computation
	Additional information




