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Chemical control of colloidal self-assembly
driven by the electrosolvation force

Sida Wang 1,3, Rowan Walker-Gibbons1,3, Bethany Watkins 1, Binghui Lin1 &
Madhavi Krishnan 1,2

Self-assembly of matter in solution generally relies on attractive interactions
that overcome entropy and drive the formation of higher-ordermolecular and
particulate structures. Such interactions are central to a variety of molecular
processes, e.g., crystallisation, biomolecular folding and condensation,
pathological protein aggregation and biofouling. The electrosolvation force
introduces a distinct conceptual paradigm to the existing palette of interac-
tions that govern the spontaneous accretion and organisation of matter.
However, an understanding of the underlying physical chemistry, and there-
fore the ability to exert control over and tune the interaction, remains
incomplete. Here we provide further evidence that this force arises from the
structure of the interfacial electrolyte. Neutral molecules such as a different
solvent, osmolytes or surfactants,may— even at very lowconcentrations in the
medium — disrupt or reinforce pre-existing interfacial solvent structure,
thereby delivering unanticipated chemical tuning of the ability of matter to
self-assemble. The observations present unexpected mechanistic elements
thatmay explain the impact of co-solvents andosmolytes onprotein structure,
stability and biomolecular condensation. Our findings thus furnish insight into
the microscopic mechanisms that drive the emergence of order and structure
from molecular to macroscopic scales in the solution phase.

Liquids in contact with interfaces play a pivotal role in a range of
natural phenomena occurring, e.g., in the atmosphere, in geology,
chemistry and biology1–3. The solid-liquid interface, in particular, plays
a crucial role in a host of scientific and technological areas such as
chromatography, electrochemical energy generation and storage,
biological implant design, biofouling, self-assembly, drug delivery and
the stability of pharmaceuticals and fine chemicals4–8. Molecular level
phenomena at an interface with an electrolyte can impact macro-
scopic system properties and behaviour. For instance, interfacial
molecular processes underpin the uptake of gases at the ocean/air
interface, and the adsorption of surfactants to interfaces is central to a
range of practical and therapeutic applications9. Furthermore, osmo-
lytes are small, net-neutral soluble compounds that areknown to affect
the folding, stability, aggregation, and condensation of biomolecules,

enzymatic activity, and surface tension10–15. Knowledge of how inter-
facial processes affect macroscopic system behaviour is therefore
central to our ability to understand, design and engineer system
properties in phenomena that span a range of length scales in a variety
of areas.

Here, we provide molecular-level insight into the recently
described electrosolvation force, demonstrating routes to chemically
tuning and controlling long-ranged interactions that govern accretion,
structure formation and self-assembly in suspended matter16–18. Spe-
cifically, we provide evidence that the electrosolvation force is driven
by a significant normal component ofmolecular dipolemoments at an
interface. We further suggest that chemical modulation of this inter-
action via smallmolecules in themediummayoccur bybothdisruptive
and reinforcing effects on the interfacial solvent structure.
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The electrosolvation force refers to an electrostatically mediated
solvent- or solvation-dependent interparticle interaction that arises
from molecular orientational structuring in the electrolyte in the vici-
nity of a charged surface in contact with a fluid phase16–19. It has been
previously demonstrated that like-charged particles in solution may
attract or repel depending on the nature of the solvent and the sign of
charge of the particle. This counterintuitive long-range attraction,
therefore, effectively breaks the symmetry associatedwith inversion in
the sign of charge in the system, which is characteristic of the Cou-
lombic interaction18,20,21. Thus, in aqueous solution, negatively charged
colloidal particles were observed to attract at long range (5–10 Debye
lengths, κ�1) while positively charged particles repelled. Conversely,
positively charged particles suspended in short-chain alcohols were
found to attract, whereas negatively charged particles repelled18. Here,
the Debye length κ�1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ0ϵrkBT=ð2ρione2Þ

p
represents a length scale

over which the electrical potential due to a charged object decays
exponentially with distance in an electrolyte containing monovalent
ions at a number density ρion in a medium of dielectric constant ϵr.
Further, ϵ0 is the permittivity of free space, e is the elementary charge,
kB is the Boltzmann constant and T is the absolute temperature.

Within the ‘interfacial solvation model’, the effective interparticle
interaction potential, which has been corroborated in experiments,
may be written as

Utot =ΔFel +ΔF int � A expð�κ1xÞ+B expð�κ2xÞ ð1Þ

The first term, ΔFel > 0, represents the familiar repulsive electro-
static interaction free energy between two large like-charged spheres
of radius R and intersurface separation x, in the regime R≫ κ�1 = κ�1

1 .
The second term, ΔF int � B exp ð�κ2xÞ, represents the interfacially
generated free-energy contribution to the interaction16,17. The model
also suggests that κ2 < κ1 � κ, and it can be shown that

B / z μavðσÞ ð2Þ

where z is the sign of the charge of the ionised groups carried by a
particle of surface charge density σ. Importantly, in our model,
μavðσÞ � μavðσ =0Þ, which holds for lowmagnitudes of σ, is the excess
normal dipole moment surface density at the interface between the
object and the electrolyte, and can be obtained from molecular
dynamics (MD) simulations. Importantly, a non-zero average dipole
moment density at an interface (μav ≠0) implies an additional,
previously overlooked contribution to the interparticle interaction
energy, as indicated in Eqs. (1) and (2). Note that at interfaces in pure
solvents, a net orientation of solvent molecules entailing μav ≠0 has
been reported on extensively in interfacial spectroscopy experiments,
especially for the silica-water interface22–24. In previous studies, we
formulated the interfacial free energy contribution in Eqs. (1) and (2) in
terms of an interfacial solvation-goverend electrical potential, φint

16–19.
Since μav σð Þ= � ε0φint σð Þ, we phrase the discussion in this work in
terms of the more intuitively accessible interfacial dipole moment
density μav (MD simulationmethods, Supplementary Note. 1). Further,
Eq. (1) excludes any contribution from the van der Waals (vdW) force
which is negligible at the interparticle separations relevant to these
experiments (BD simulation methods).

Thus, depending on the sign and magnitude of B in the elec-
trosolvation or interfacial term in Eq. (2), the interaction between
electrically like charged particles in solution may either be net-
attractive (B<0) or repulsive (B≳0) at long range, and in the former
case, can result in a long-ranged minimum of depth w in the pair-
interaction potential (Fig. 1f). Specifically, on a plot of μav vs. σ, the
model would support the appearance of interparticle attraction in
the quadrants reflecting opposite signs of the two quantities
(coloured regions in Fig. 2e). Pair potentials entailing minima of
tunable depth play a crucial role in fostering tailored assembly of
large-scale collections of particles18. In this work, we explore the
ability to chemically tune the value of B in particle interactions based
on our understanding of the molecular mechanisms underpinning
the electrosolvation force. The study concludes with a comparison of
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Fig. 1 | Experimental set-up for inferring interparticle interactions in 2-d col-
loidal suspensions. a, b Schematic representation of a cluster of spheres of radius
in a gravity-sedimented colloidal suspension, levitating above a silica coverglass, at
an interparticle separation r and intersurface separation x. Particles are imaged
using bright field microscopy (see Experimental methods). c, d Particle coordi-
nates are extracted from a microscope image using single particle tracking
software65 and used to generate radial distribution profiles, gðrÞ. e Digitised
microscopy image where particles are represented as coloured discs of uniform

diameter 2R on a black background. Like-charged colloidal particles can be
observed to form stable, slowly reorganising hexagonally close-packed (hcp)
clusters in solution. Scale bar 10μm. f Brownian dynamics simulations are used to
infer a pair-interaction potential, UðxÞ, characterised by an attractive minimum of
depth w, and location xmin, capable of reproducing the experimentally observed
gðrÞ (see BD Simulation methods). Inferred interaction strengths jwj � 5 kBT are
typical for strongly clustering systems, as shown here for positively charged NH2

particles suspended in 1-octanol.
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the experimental observations with the indications of the interfacial
solvation model.

Results and discussion
We report on a range of experiments examining the electrosolvation
interaction between charged particles of different surface chemistry
and charge, suspended in aprotic and protic solvents, in solvent
mixtures, as well as in aqueous electrolytes containing varying
amounts of co-solvents such as zwitterionic osmolytes and surfac-
tants. We observed the spatial structure of two-dimensional gravity-
sedimented suspensions of colloidal particles using bright field
microscopy, as described previously18 (Fig. 1). We worked with two
different samples of silica (SiO2, diameter 2R = 4.82 or 5.17 μm)
and carboxyl-functionalized melamine resin (COOH-MF or COOH;
2R = 5.29μm) representing negatively charged microspheres, and
positively charged aminated silica (NH2-SiO2 or NH2; 2R = 4.63 μm)
microspheres (see experimental methods). Measured radial prob-
ability density distributions, gðrÞ, were compared with the results of
Brownian dynamics (BD) simulations of a 2-d system of particles to
infer the underlying pair-interaction potential, UðxÞ, as previously
described (BD simulations methods)18. Furthermore, MD simulations
of the respective particle surface types in contact with the fluid phase

of interest provide microscopic insight into the properties of the
interfacial electrolyte, i.e., molecular densities and orientations, as
well as estimates of the total dipolemoment density, μav, and of μav,w,
the dipole moment density due to water alone, under various
experimental conditions.

We expect the various experimental conditions tested to alter the
interfacial electrolyte structure, influencing the value of μav or μav,w

compared to the pure electrolyte in different ways. Such experiments
provide ameans to put a core featureof the interfacial solvationmodel
to a systematic test. Values of the surface-averaged excess normal
dipole moment surface density inferred fromMD simulations provide
a theoretically expected sign and approximate magnitude of B in
Eq. (2) under various conditions. Experiments reveal either the pre-
sence or absence of interparticle attraction, and these outcomes may
be compared with qualitative indications of themodel (MD simulation
methods, Supplementary Note 1)16–18. The study concludes with a dia-
grammatic summary of experimental observations, i.e., the presence
or absence of attraction, as a function of system properties σ and μav.
Owing to the significant challenges associated with experimentally
determining or estimating μav at the surface of a microsphere, we use
values inferred from molecular simulations in each case. The experi-
mental findings largely agree with expectations from the model,
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Fig. 2 | Solvent dependence of charge-asymmetric cluster formation.
a Structures and average orientation of solvent molecules at an uncharged O-atom
surface (dipole moments — green arrows; surface normal — nz), as inferred from
MD simulations. The normal component of the net interfacial molecular dipole
moment, μav, points slightly away from the surface for H2O and D2O and towards
the surface for the other cases. b Digitised experimental images of negatively
charged silica SiO2 particles (blue, 2R = 4.82 or 5.17 μm) and positively charged
aminated silica NH2-SiO2 particles (pink, 2R = 4.63μm) suspended in H2O, D2O,
DMSO, 2-propanol (IPA), 1-hexanol, and ethylene glycol (EG) (Supplementary
Fig. 11). Scale bars 20 μm. Stable clusters were observed in H2O and D2O for SiO2

particles, and inDMSO, IPA and inprimary and secondary alcohols forNH2particles
(Fig. 3), but not in EG (Supplementary Fig. 17, Supplementary Note 3). Measured
zeta potentials, ζ (in mV) provided in inset. c Experimental gðrÞ for SiO2 (solid blue
lines) andNH2particles (solidpink lines), and corresponding simulated gðrÞ profiles
(dashed grey lines). Ordered clusters yield gðrÞ profiles with a periodic peak

structure indicating interparticle attraction. d Pair-interaction potentials UðxÞ of
the form of Eq. (1), inferred from BD simulations, that best reflect the experimental
gðrÞ profiles for SiO2 (blue) and NH2 (pink) particles, and the negligible vdW con-
tribution, UvdW (grey dashed line) (Supplementary Table 25). Error bars denote
estimated uncertainties of ± 100nm on particle diameter and ± 1.5 kBT in w.
e Excess interfacial dipole moment density μavðσÞ for various solvents at surfaces
carrying positive and negative surface charge density σ, as obtained from MD
simulations. At zero surface charge, σ =0, we obtain μav 0ð Þ= +0:85 D nm−2 for
water and μav 0ð Þ<0 for other solvents (filled symbols). Parameter values in green
quadrants of the μav vs. σ plot support interparticle attraction and cluster forma-
tion between electrically like-charged particles (since B<0 in Eqs. (1) and (2)).
f μavð0Þ for solvents in contact with a neutral O-atom surface, silica surfaces with
varying surface group density (Γ =0:5 or 4:7 OH nm−2), and model amine surfaces
with varying surface group density (Γ = 1 or 4 NH2 nm

−2).
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lending support to the view that interfacial solvent structuring canplay
a central role in long-range forces between objects in solution.

The electrosolvation force is observed in many solvents
The solvent itself provides the most direct means of probing the
microscopic origins of a putative solvation-governed long-ranged
force between suspended particles. We therefore examined inter-
particle interactions in a range of protic and aprotic solvents namely,
water, heavy water, dimethyl sulfoxide (DMSO), methanol, ethanol, 1-
propanol, 2-propanol (IPA), 1-butanol, 1-pentanol, 1-hexanol, 1-hepta-
nol, 1-octanol and ethylene glycol (EG) (Figs. 2, 3 and Supplementary
Notes 2–4).

Heavy water, D2O, presents the closest chemical analogue to light
water, H2O – the solvent in which a strong signature of the electro-
solvation force was first identified18. Possessing highly similar electro-
nic properties to water (such as dipole moment dielectric constant),
D2O molecules predictably exhibit orientational behaviour at inter-
faces similar to H2O, as reported both in MD simulations and in
experiments24–26. Assuming a value of μav σ =0ð Þ=μav 0ð Þ � +0:8 D
nm−2, similar to that of water, would suggest B<0 for negatively
charged particles (z = � 1) in Eq. (2). Within the electrosolvation view,
this would imply interparticle attraction and hence the possibility of
the formation of stable clusters. Indeed, experiments on silica particles
in D2O displayed the formation of stable, slowly reorganising hex-
agonally closed packed (hcp) clusters, characterised by an average
particle inter-surface separation xmin � 2:5κ�1 which is in line with
indications from the interfacial solvation model16–18 (Supplementary
Tables 3, 25). On the other hand, for positively charged particles where
z = + 1, a value of μav 0ð Þ>0 entails B>0 which in turn implies inter-
particle repulsions and no cluster formation, capturing the experi-
mental observation for NH2 particles suspended in D2O (Fig. 2 and
Supplementary Fig. 18).

We then explored interparticle interactions in DMSO, a polar
aprotic solvent whose trigonal molecular structure echoes the bent

structure of water. Interestingly, in contrast to water, we found that
positively charged aminated silica particles formed clusters in DMSO,
albeit in a narrow range of pH, controlled experimentally by varying
the amount of HCl added to the pure solvent (Fig. 1, Supplementary
Fig. 16, and Supplementary Table 8). On the other hand, silica particle
interactions remained repulsive over a range of added HCl and NaOH
concentrations (Supplementary Fig. 16). The observations on NH2

particles are in fact, consistent with the expected orientation of DMSO
from MD simulations performed at an O-atom or model NH2 surface
(Fig. 2f)19. Here the net orientation of solvent dipoles is inverted
compared to water, i.e., μav σð Þ<0, for surfaces with a low positive
surface charge density, implying interparticle attraction in the inter-
facial solvation model (Fig. 2e). Simulations at model silica surfaces,
however, indicate that μav 0ð Þ depends on the silanol group density, Γ ,
and may be negative or positive depending on the value of Γ , which is
similar to inferences for alcohols19 (Fig. 2f). But for silica surfaces with
Γ ≲ 1 nm−2 – which may be a realistic value – MD simulations indeed
suggest that μav 0ð Þ≲0 implying B≳0. This points to an interparticle
interaction that is devoid of a significant attractive contribution for
negatively charged silica particles, as observed in the experiment
(Supplementary Notes 4, 8)27–29.

Next, we examined interparticle interactions in a range of primary
alcohols (Fig. 3). Previous experiments showed that positively charged
NH2 particles readily self-attract and form crystalline clusters in etha-
nol and IPA, characterised by large interparticle spacings
(xmin � 0:5� 1:5μm =5� 11κ�1)18. In addition to their aliphatic groups
of variable length, primary alcohols from methanol to 1-octanol pos-
sess a hydroxyl group capable of hydrogen bonding. Similar to pre-
viously described MD simulations of ethanol and IPA at an O-atom
interface, we expect the likely net orientation of alcohols at a neutral
aminated silica surface to entail the hydroxyl group pointing on
average more towards the bulk medium, since this orientation pre-
sumably favours hydrogen bonding18,19. We estimate a net dipole
moment surface density μav 0ð Þ= �0:4 D nm−2 for simulations of
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Fig. 3 | Cluster formation in suspensions of positively charged particles in
primary alcohols. a Representative image of positively charged aminated silica
NH2-SiO2 particles (pink) and negatively charged SiO2 particles (blue) in primary
alcohols of increasing chain length from methanol (n= 1, left) to 1-octanol (n= 8,
right) (see Supplementary Table 4 for experimental conditions). All amine particle
experiments contained 10�5 M HCl. Measured zeta potentials (ζ ) are noted.
b Radial probability density distributions as a function of alcohol chain length for
the experiments shown in (a). c Inferred pair-interaction potentials, UðxÞ, from BD
simulations that best reproduce the experimental gðrÞs for select cases (see Sup-
plementary Table 26 for parameters). Well depths jwj � 1 kBT and � 3 kBT were

sufficient to capture the gðrÞ profile of NH2 particles in methanol and 1-propanol,
respectively. Larger values |wj � 7 kBT were required to capture the strong cluster
formation observed in the higher chain alcohols 1-pentanol and 1-heptanol. Purely
repulsive pair potentials described interactions of negatively charged SiO2 particles
in alcohols (Supplementary Table 26). Error bars denote estimated uncertainties of
± 100nm on particle diameter and ± 1.5 kBT in w. d Effect of pH on cluster for-
mation, shown for NH2 particles in 2-propanol (IPA). Negatively charged SiO2 and
COOH particles in IPA display no evidence of interparticle attraction as a function
of pH (Supplementary Fig. 5). Scale bars 20 μm.
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1-hexanol at a neutral O-atom wall, similar to both the value expected
for other primary alcohols and IPA, as well as results for 1-hexanol
and IPA at an amine surface (Fig. 2f). Equation (2) therefore implies
interparticle attraction for NH2 particles and repulsion for negatively
charged particles, which was indeed observed in experiments per-
formed in a range of primary alcohols (Fig. 3). The strength of the
interparticle interaction in our experiments is characterised by the
depth, w, of the minimum in the inferred pair potential, UðxÞ. Inter-
estingly, similar to cluster formation in water, we found that even in
non-aqueous solvents, w depended strongly on the proton con-
centration in the medium (Fig. 3, Supplementary Fig. 5 and Supple-
mentary Note 2). Note that, similar to DMSO, MD simulations of
alcohols at silica surfaces indicate μav 0ð Þ values that depend strongly
on the silanol group density, Γ , and can point to the possibility of weak
cluster formation for silica particles in 1-hexanol, contrary to our
experimental observations (Fig. 2f and Supplementary Notes 2, 8).

Given the strong signature of molecular orientational anisotropy
of DMSO and primary alcohols at an interface and the apparent impact
thereof on interparticle interactions, we set out to examine inter-
particle interactions in a symmetrical diol, ethylene glycol (1,2-etha-
nediol — EG). EG has significant conformational complexity compared
to water and alcohols: it exists in bulk solution as an 80/20 mix of
gauche and trans conformers, where the former conformer has a
rather large dipole moment (2.3 D) and the latter an effectively zero
dipole moment30,31. However, in EG, neither negatively charged SiO2

nor positively charged NH2 particles displayed interparticle attraction
under either acidic or basic conditions (Fig. 2 and Supplementary
Fig. 17). Interestingly, MD simulations of EG at strongly H-bonding
silanol surfaces of group densities Γ =0:5� 4:7 OH nm−2 show that
μav 0ð Þ � �0:1 to +0:15 D nm−2, which is significantly smaller in mag-
nitude than the value μav 0ð Þ � �0:5 D nm−2 obtained for EG at a
hydrophobic O-atom surface (Fig. 2f, MD simulation methods). It is
possible that a low magnitude of μav 0ð Þ

�� �� � 0:1 D nm−2 is not large
enough to support a substantial attractive force required for cluster
formation, i.e., μav σð Þ ! 0 would entail B ! 0 in Eq. (1) (Supplemen-
tary Note 3). EG thus presents an important departure from the other
solvent media considered and, therefore, a significant opportunity for
further understanding of the electrosolvation interaction.

Water in alcohol influences the properties of the force
Having examined interparticle interactions in pure solvents, we
investigated the nature of the electrosolvation force for positively and
negatively charged particles suspended in binary mixtures of water
and IPA. NH2 particles formed stable clusters in pure IPA (pH� 4� 5)
as previously reported, and the addition of small amounts of water up
to about 10% (v/v) did not affect the ability of the particles to
form clusters (Fig. 4)18. For increasing amounts of added water,
however, we found that cluster formation was progressively sup-
pressed, with the qualitative structure of the suspensions resembling
the results obtained for NH2 particles in pure water (monotonic
repulsions).

Negatively charged particles in water-IPA mixtures displayed
inverted trends in cluster formation with increasing water content in
themixture (Fig. 4).We observed no clustering in IPA containing small
amounts (<1% (v/v)) of water. With increasing fractional content of
water, however, silica particles formed stable clusters whose structure
above 5% (v/v)water qualitatively reflected that observed in purewater
(Fig. 4b). The concentration at which the transition from alcohol-like
(repulsive) interparticle interactions to water-like (attractive) interac-
tions was found to depend strongly on particle chemistry and was
�50% for COOH particles (Fig. 4e).

These intriguingobservations do in factfindanexplanationwithin
the interfacial solvation view, whichwould suggest that the sign of B in
Eq. (2) is governed by the sign of the dominant interfacial dipole
moment characterising a given solvent mixture. In water-alcohol

mixtures containing bulk concentrations of � 10% (v/v) water and
higher, the interfacial dipole moment density at the hydrophilic sur-
faces characteristic of our experiments may be expected to be largely
determined by the interfacial character of molecular water32. MD
simulations of 2% (v/v) water/IPA mixtures indeed showed strong
adsorption of water molecules to surface sites bearing silanol groups,
indicating an effective concentration enhancement of about a factor 8
compared to the bulk. In contrast, simulations at the same low con-
centration reveal no substantial surface adsorption of water at amodel
amine surface which may be viewed as less hydrophilic compared to
silica (Fig. 4f, MD simulation methods and Supplementary Note 1).
Furthermore, we observed particle-type dependent disparities in the
fractional water content marking the onset of cluster formation in
negatively charged polymeric COOH and SiO2 particles, which may be
attributed to the impact of surface chemistry on the composition and
structuring of the interfacial electrolyte. Note that estimating mole-
cular orientations and dipole moment densities from simulations of
silica and amine interfaces immersed in solvent mixtures is associated
with significant challenges (seeMDsimulationmethods). Thereforewe
donot inferμav 0ð Þ values fromMDsimulations and limit the discussion
to a qualitative interpretation of the observed behaviour based on the
dominant interfacial solvent species indicated by the simulations.

We also examined a possible role for various monovalent and
divalent cations in the interaction between silica particles in water and
found no significant influence on the interaction at the low ionic
strength (ca. 0.1mM) tested (Fig. 5).

Chemical gating of the attraction by charge-neutral species
Inspired by the dramatic impact of small amounts of water on the
interparticle interaction in binary solvent mixtures, we sought to inves-
tigate the influence of net-neutralmolecular species such as zwitterionic
osmolytes and surfactants added to the medium. Zwitterions and
osmolytes are small net-neutral organic molecules, known to play
important roles in determining the folded state of proteins, exerting
‘protective’ and ‘disruptive’ effects on protein structural stability33–35.
Zwitterionic surface coatings are also known to display strong anti-
fouling properties36. While the precise detail underpinning these effects
is not entirely clear, universal mechanisms involving osmolyte influence
on water structure have attracted substantial attention12,35,37. Indeed
optical spectroscopy experiments on interfaces immersed in electro-
lytes containing zwitterions such as amino acids and osmolytes have
reported both interfacial adsorption of these species as well as altera-
tions to the interfacialwater structure38,39(SupplementaryNotes 5, 6).We
therefore examined particle interactions in aqueous electrolytes con-
taining the aromatic L-amino acids tyrosine, tryptophan and phenylala-
nine, leucine— an aliphatic amino acid, proline, and the polar side-chain
amino acids: glutamine, serine and glycine. Silica particles were sus-
pended in aqueous solutions containing amino acids at various bulk
concentrations, cb, up to 1 M for polar amino acids such as glycine. pH
and conductivity were measured for all solutions and remained largely
unaffected by the addition of amino acids (Supplementary Tables
14–22), confirming their zwitterionic state in the solution.

We found that amino acids added to the aqueous phase inhibited
the formation of particle clusters at low concentrations (cb � 10�4 M)
representing ca. 10 ppm in relation to the surrounding water. For
example, whilst extremely low tyrosine concentrations of cb � 10�5 M
had no impact on cluster formation, a significant reduction in the
strength of the interparticle attraction was observed at around 0:1 mM
(Fig. 6b, c). Concentrations of cb � 0.5mM and above suppressed
cluster formation entirely, restoring the canonically expected inter-
particle repulsion between like-charged particles in an aqueous solu-
tion. The inferred pair-interaction potentials displayed systematically
decreasing depths of minima, w, with w ! 0 at cb >0:1 mM for tyr-
osine (Fig. 6b–d). For the polar amino acids, glycine, serine, and ali-
phatic proline, however, the transition from attractive to repulsive
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behaviour was observed at about an order of magnitude higher con-
centration (cb � 1 mM).

Mechanical force measurements have shown some impact of
molar concentrations of zwitterionic osmolytes such as glycine and
trimethylglycine (TMG) on the magnitude of the electrostatic repul-
sion between surfaces, and that zwitterions can accumulate and layer
at mica interfaces40,41. However, at low concentrations (cb < 30 mM),
these osmolytes did not influence themagnitude and screening length
of the interaction betweenmica or silica surfaces40,42. Along these lines,
our measured ζ-potential values showed no significant change with
increasing amino acid concentration in solution (Supplementary
Tables 14–16). This suggests that the presence of amino acids does not
measurably alter the interparticle electrostatic repulsion (ΔFel term in
Eq. (1)), but apparently rather dramatically impacts the long-range
attraction between negatively charged particles, the likely origin of
which is captured within the interfacial solvation view, as eluci-
dated below.

We found that the concentration of amino acid at which particle
clustering significantly weakens and above which it vanishes follows a

trend in interfacial adsorption affinities of the amino acidmolecules to
the silica surface, values of which have been obtained in previous
experimental and MD simulation studies43–45. We estimated the mag-
nitude of the pair potential well depths,w, as a function of amino acid
concentration and compared these values withwmax, a measure of the
electrosolvation interaction strength in pure water devoid of added
solutes. In each instance, we determined the bulk concentration of
amino acid, c1=2, at which the strength of the interparticle attraction
given by w=wmax was half-maximal (Fig. 6d). Importantly, quartz
crystal microbalance measurements at silica and polystyrene inter-
faces have shown that amino acids and polypeptides adsorb to these
interfaces substantially38,39. The reported extents of adsorption, in
general, correlate with u, the value of the minimum energy in the
potential of mean force (PMF) for a single amino acid molecule inter-
acting with a silica surface obtained from MD simulations in the
literature38,39,44,46. We may therefore estimate a surface concentration
of amino acid, cs, for a given bulk concentration cb using the Boltz-
mann relation cs = cb exp � u

kBT

� �
44,46. Assuming constant cs, a plot of

lnc1=2 vs. u reveals a linear relationship for the amino acids tested. This

Fig. 6 | Amino acids can abolish cluster formation at very low concentration.
a Molecular structure of amino acids investigated. Molecular orientations depict
averages observed inMD simulations at a silica interface. Average interfacial dipole
moment vectors for proline and tyrosine (green arrows) imply normal components
that are oriented downward, opposite to that of pure water at an interface (see
Fig. 2a). b Digitised images of negatively charged SiO2 particles suspended in var-
ious concentrations of net-neutral amino acids in water, shown here for serine and
tyrosine (see Supplementary Fig. 24 for all amino acids studied). The interparticle
attraction significantly weakens at cb =0:5 mM for serine and 0:1 mM for tyrosine
and vanishes at higher concentrations. Scale bars 20 μm. c Inferred pair-interaction
potentials UðxÞ for serine and tyrosine-containing solutions inferred from BD
simulations (see Supplementary Table 28 for parameters). Error bars denote esti-
mated uncertainties of ± 100nm on particle diameter and ± 1.5 kBT in w. d Nor-
malised well depths, w=wmax, as a function of cb with sigmoidal fits to the data

(coloured lines). At cb = c1=2, the clustering strength is half-maximal, i.e., w=wmax =
0.5. e Plot ofmeasured lnc1=2 vs. PMFminima values, u, taken fromMD simulations
in ref. 44 (symbols) with a linear fit (black dashed line). f Excess interfacial dipole
moment densities, μavð0Þ, from MD simulations of cb = 1 M aqueous solution of
amino acid in contact with a neutral silica surface. Error bars depict uncertainty
arising from simulation convergence (see MD simulation methods). μavð0Þ values
for the amino acid-containing electrolyte are substantially lower than the pure
water value, μav 0ð Þ � 0:3 D nm−2 (blue dashed horizontal line), with the magnitude
decreasing with the increasing surface affinity of the amino acid reflected in uj j.
g Averaged amino acid density profiles in solution, ρaa (as a function of distance
from the silica surface (z � zint)), for the simulations described in (f), present
qualitative trends of the interfacial amino acid concentration, cs, which is highest
for tryptophan and lowest for glycine.
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suggests that themore strongly adsorbing an amino acid is (larger uj j),
the lower the bulk concentration cb required to achieve a given surface
concentration cs that perturbs the interfacial structure and induces a
substantial modulation of the long-ranged attractive interaction
(Fig. 6e). Indeed, the different levels of adsorption of such amino acids
and the varying impact they have on the interfacial water structure has
been reported in SFG experiments studying both hydrophilic silica and
hydrophobic polystyrene surfaces38,39.

Furthermore, MD simulations of water containing a fixed bulk
concentration of cb = 1 M amino acid in contact with a silica surface
permit us to determine the total average dipole moment density,
μavð0Þ, which includes the contribution of all interfacial species —

solvent and zwitterion — in each case (Fig. 6f, g). Interestingly, simu-
lations reveal that in the presence of amino acid in solution, μavð0Þ
decreases significantly in magnitude from its pure water value,
implying a diminished contribution from the interfacial term in Eqs. (1)
and (2), and a weakening of cluster formation as an experimental
consequence (Fig. 6d and Supplementary Fig. 10). The similarity
between the trends of both the experimentally determined lnc1=2
value, and simulation estimates of μavð0Þ, as a function of amino acid
surface affinity, quantified by the parameter u, strongly implicates
altered molecular interfacial structuring in the experimentally
observed long-range attraction (Fig. 6f).

We then turned our attention to cluster-formation experiments in
the presence of methylated zwitterions such as trimethylglycine
(TMG) and trimethylamine N-oxide (TMAO), which are known to play
an important role in stabilising the folded, more compact structure of
proteins under environmental stress, as well as in regulating the for-
mation of phase-separated protein aggregates11–13,15,47,48. Infrared and
terahertz spectroscopy investigations have shown that TMG and
TMAO strengthen the H-bonding network and alter the dynamics of

bound hydration water, respectively, and these properties have been
implicated in their ability to stabilise biomolecular folding49,50. We
performed experiments on SiO2 particles suspended in aqueous
solutions at increasing concentrations of TMG in an identical manner
to experimentswith glycine.We found that cluster formationpersisted
up to a much higher concentration of TMG of cb � 3 M compared to
the amino acids, and above which the strength of the interparticle
attraction diminished (Fig. 7a–d). Methylation of the amine function-
ality, therefore, appears sufficient to dramatically alter the impact of
TMG on cluster formation and stability, rendering the c1=2 value for
TMG four orders of magnitude higher than its unmethylated coun-
terpart. This observation is reminiscent of the progressive impact on
the water structure of alkylation in osmolytes such as urea and
glycine51,52. Methylated glycine derivatives have also been demon-
strated to adsorb more strongly than glycine to silica nanoparticles45.
However, in experiments performed in pure water, high concentra-
tions of TMG can result in a significant increase in ionic strength in
solution, due to weak protonation at pH 7 (ca. 0.01%) of the carboxyl
group whose pK � 3, which in experiments on colloidal particles
generally results in a weakening of the long-ranged attractive force18.
Ionic strength measurements for 4M TMG in solution indeed indicate
c0 � 0:5 mM which is substantially higher than c0 � 10�5 M value
noted for experiments with zwitterionic amino acids (Supplementary
Table 11). Thus even at the highest concentration of TMG, the reduced
propensity for cluster formation may equally likely stem from an
indirect slight increase in ionic strength rather than from a direct
influence of the TMG molecule on the interfacial electrolyte
properties40. Although the reasons for the stark disparity in the
impacts of glycine and TMG on interparticle attraction are not imme-
diately clear, it is possible that TMG acts to strengthen the hydrogen
bonding network ofwater, which has been noted in both experimental
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� �
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� �
.
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and computational studies focusing on explaining the effect of TMG
and TMAOon protein stability49–51 (Fig. 8e and Supplementary Note 6).

Similar experiments onTMAO in solution yielded a c1=2 value of 50
mM, about two orders of magnitude larger than for glycine, but nearly
two orders of magnitude lower than for TMG (Fig. 7d). However, we
found significant differences in the pH and ionic strength in solutions
of TMAO and TMG of the same concentration. We attribute these
observations to the weaker acidity of the amine oxide functionality of
TMAO (pK>4), resulting in a lower degree of ionisation compared to
the carboxyl group of TMG and a loss of zwitterionic (neutral) char-
acter as a consequence (Supplementary Table 13). Comparing experi-
ments that controlled for pH and ionic strength, we found the c1=2
value for TMG decreased substantially to 1 M, closer to the value
obtained for TMAO, but nonetheless about an order of magnitude
larger (grey curve in Fig. 7d). The experiments thus indicate that TMAO
and TMG are similar in their influence on the electrosolvation inter-
action and that their quantitative impact on cluster formation, as
reflected in lnc1=2 values, is readily distinguishable from the zwitter-
ionic amino acid family.

Importantly, μavð0Þ values inferred in molecular simulations for
aqueous suspensions of osmolytes at a silica surface revealed no
apparent differences amongst all the zwitterions examined, suggesting

similar experimental trends in cluster formation and dissolution,
which was clearly not observed (Supplementary Fig. 10). However, for
electrolyte containing TMG or TMAO, we found that the contribution
of the water molecules alone to the excess dipole moment density at
the interface, μav, w 0ð Þ, displayed a large enhancement of the pre-
existing molecular dipole orientation characterising pure water at a
silica interface (Fig. 7e and MD simulation methods)53,54. At a TMG
concentration of cb = 3 M we noted that μav,w 0ð Þ � 2 D nm−2, which is
approximately five times the value for pure water at the same neutral
silica interface (Fig. 7e). This is in stark contrast to the other amino
acids, except proline, where in general we estimated rather small
changes in the value of μav,wð0Þ compared to pure water. Thus, as
indicated by previous computational and experimental studies, our
simulations suggest that TMGand TMAOhave a strong ordering effect
on interfacial water molecules compared to the other zwitterions
considered. This property likely offsets any disruption of the inter-
facial electrolyte structure caused by their adsorption at the interface
andmay underpin their role in the cluster formation problem (Figs. 7f,
g, 8e)45,48,49,55. Interestingly, we found that the qualitative effect on
μav,wð0Þ of proline was similar to that of TMG at a silica interface. This
not only recapitulates its higher lnc1=2 value compared to the other
amino acids (Figs. 6e, 7e) but is also reminiscent of similarities
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amongst these three zwitterionic species observed in other contexts42,
e.g., the zwitterions TMG, TMAO and proline are considered ‘protec-
tive osmolytes’ for their stabilising effect on the folded state of
proteins12,14,56. Also, SFGmeasurements on aqueous solutions of amino
acids at silica and polystyrene interfaces show that whilst glycine does
not significantly alter the signal attributed to the net orientation of
interfacial water, other amino acids such as proline and leucine do
change the net orientation of interfacial water considerably39. Fur-
thermore, our experiments on COOH particle interactions in the pre-
sence of zwitterions in solution shed light on the role of surface
chemistry in the electrosolvation interaction (Supplementary Note 9),
also echoing the surface-chemistry dependence of interfacial electro-
lyte structure reported in spectroscopy investigations23,39,57.

In a final experiment on the role of interfacially active agents, we
examined the effect of a popular non-ionic surfactant polysorbate-20
(Tween 20), widely used in biochemical experiments to solubilise
proteins and stave off non-specific adsorption to surfaces58. In linewith
its known propensity to form high-density self-organised monolayers
at hydrophobic interfaces, we found that low concentrations of Tween
20 (>1% (w/v) or cb � 8mM)abolished stable cluster formation in silica
particles (Fig. 8a–d), recapitulating the qualitative impact of this sur-
factant in a range of practical contexts involving molecule-surface
interactions58. This behaviour may be contrasted with the effect of a
simple triol, such as glycerol, known to stabilise folded states of
proteins59. Glycerol had a non-disruptive influence on cluster forma-
tion up to cb � 1 M in solution, similar to the water structure-
reinforcing osmolytes tested (TMG and TMAO) (Fig. 8). Importantly,
unlike for these zwitterionic osmolytes, our MD simulations suggest
that glycerol present at cb = 1� 3 M in an aqueous electrolyte adsorbs
to the silica interface, yet leaves both the total net dipole moment
density, μavð0Þ, and the dipole moment density due to water, μav, wð0Þ,
relatively unchanged (Supplementary Fig. 10). The implication within

the interfacial solvationmodel is a relatively unaltered value of B in Eq.
(2), and therefore the persistence of cluster formation even at rela-
tively high concentrations of glycerol as indeed seen in experiments. A
graphical summary of the experimental observations presented on a
plot of μav vs. sign of σ shows that experimentally observed trends
largely align with expectations from the interfacial solvation model of
interparticle interactions (Fig. 9).

Our study provides more than 40 different experimental instan-
ces where the properties of interfacial electrolyte structure – as
inferred fromMD simulations – correlatewith the presenceor absence
of long-range attraction between electrically like-charged particles in a
wide range of particulate systems suspended in a variety of media
containing varying amounts of co-solvents and neutral solutes (Fig. 9).
The experimental outcomes are summarised inaplot thatuses the sign
of σ as inferred from electrokinetic (zeta potential) measurements on
the particle sample and μav values from MD simulations (Fig. 9, Sup-
plementary Fig. 2 and Supplementary Tables 3–24). We find that the
presence or absence of the long-range interparticle attraction can be
explained within a view that invokes either the net excess dipole
moment surface density in the electrolyte or that of the solvent alone,
in the immediate vicinity of the interface (Figs. 8e, 9). Overall, the
findings provide an improvedmicroscopic understanding of the origin
of the experimentally observed electrosolvation force. The ability to
modulate the long-range attraction using small neutral molecules and
surfactants at low concentrations and the indications that emerge
point to the profoundly important role this force likely plays in med-
iating the colloidal stability of suspensions, and possibly in biochem-
ical interactions involving biomolecular condensation and protein
folding. Considered in conjunction with the indications from MD
simulations, our experimental observations on the effects of small-
molecule additives on interparticle interactions suggest three general
mechanistic possibilities: (1) adsorption to interfaces at low bulk
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Fig. 9 | Graphical summary and comparison of the experimental observations
with expectations based on the interfacial solvationmodel. Background colour
on the plot presents the qualitative theoretical expectation based on the interfacial
solvation model given by Eqs. (1) and (2). For negatively charged particles (σ <0),
attraction (green area) is expected when the average interfacial dipole moment
density is substantial and positive, i.e., μav >0, whereas no attraction is expected
when μav ≲0 (grey area). Conversely, for positively charged particles (σ >0),
attraction is expected when μav <0 and no attraction when μav ≳0. Qualitative
experimental outcomes are presented as coloured symbols on a binarized abscissa
specifying the sign of the charge of the particle – positive or negative, with the

corresponding ordinate value denoting values of μav (filled symbols) or μav,w (open
symbols) obtained fromMD simulations. Symbol colour denotes the experimental
observation: attraction and cluster formation (green symbols), and absence of
attraction and cluster formation (grey symbols). The graph presents results
describing a total of 37 experimental situations for which μav values were deter-
mined (e.g.,μav for Tween 20and solventmixtures at an interface are not available).
All depicted dipole moment density values for silica reflect a group density of 1 OH
nm−2, except values for the amino acids, TMAG, TMAO and glycerol which entail a
group density of 4.7 OH nm−2.
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concentrations disrupts the pre-existing hydration structure around
particles, thereby quelling the electrosolvation attraction and stabi-
lising the suspension against aggregation (colloidal stability), e.g.,
amino acids and glycerol at >1 M concentration (Fig. 8e); (2) surface
active agents can reinforce the hydration structure around particles
and thereby sustain the electrosolvation attraction and concomitant
cluster formation up to much larger concentrations (e.g., TMG and
TMAO, see Fig. 8e). In the biomolecular context this mechanism could
be related to trends involved in the stabilisation of the folded mole-
cular state (folding stability); (3) the additive has a non-disruptive
effect on interfacial electrolyte structure, and, therefore, cluster for-
mation up persists up to high concentrations, e.g., glycerol at ≤ 1 M
concentration (Fig. 8e).Althoughourpresent theoretical view contains
the key ingredients necessary to capture the experimental behaviour,
the model does not currently include any long-range effects in the
electrolyte, which may well contribute to the final overall picture.
Moreover, heterogeneities in particle surface properties – such as σ
and μav, a characteristic feature of natural systems – may also play an
important role in the electrosolvation force60–62. Further advances in
theoretical modelling of the interaction will likely benefit from
renewed scrutiny of the role of electrical fields generated by polarised
solvent molecules and dipoles at interfaces immersed in non-local
media63,64.

Methods
Experimental methods
Experimental set-up. A bright-field microscope was constructed in-
house to observe colloidal particle suspensions. The microscope con-
sists of a collimated 470nm light-emitting diode (LED, M470L4, Thor-
Labs), a 10× objective (Olympus UPlanSApo) and a charge-coupled
device camera (CCD, DCU223M, ThorLabs), as illustrated in Fig. 1.
A pitch and roll platform (AMA027, ThorLabs) was used to maintain a
level plane for the glass observation cell, with planarity monitored
using a spirit level (DWL-80E, Digi-Pas).

The glass cell for microscopy (20/C/G/1, Starna Scientific) was
cleaned prior to sample loading. The glass surface naturally provides a
negatively charged surface for negatively charged particles (SiO2 and
COOH-MF) in solutions. For positively charged particles (NH2-SiO2),
the glass cell was coated with 1% poly(ethyleneimine) (PEI) polymer
solution (Mn � 60 kgmol−1, Mw � 75 kmol−1, analytical standard,
P3143, Sigma-Aldrich) to provide a positively charged surface layer.
Once the particle suspension was loaded into the cell, the top surface
was sealedwith a polished cover slide such that the samplewas airtight
and bubble free.

Data recording and processing. Images of the colloidal suspension
were recorded once all particles in solution had settled under gravity
to the bottom surface of the cell. This typically required between 1 and
50min, depending on the density and viscosity of the solvent studied.
All experimental observations were repeated between 2 and 10 times.
All recordingswereperformedusing exposure times of 0.4msat a rate
of 5 frames per second (fps) for 150 frames, with recordings performed
three times at intervals of 5min. The recorded images were then
analysed using TrackNTrace-based localisation code to track particle
coordinates for further analysis18,65.

Procedures for preparing particle suspensions. Particles with dif-
ferent surface functionalities examined in this work include silica
microspheres (SiO2, type 1: 4.82 µm diameter, material density
2 g cm−3, Bangs Laboratories; type 2: 5.17 µmdiameter,material density
1.85 g cm−3, microParticles GmbH), amino-functionalized silica micro-
spheres (termed ‘NH2-SiO2’ or ‘NH2’, 4.63 or 3.92 µm in diameter, NH2

group content >30 µmol g−1, microParticles GmbH), and carboxyl-
functionalized melamine microspheres (termed ‘COOH-MF’ or
‘COOH’, 5.29 µm diameter, COOH group content � 400μmol g−1,

microParticles GmbH). The corresponding particle size distributions
are shown in Supplementary Fig. 1.

For experiments in aqueous systems, all particles were suspended
and centrifuged multiple times in the electrolyte medium of interest
until the pH and conductivity of the supernatant converged to the
required values. SiO2 and COOH-MF particles were suspended in
10mM NaOH (99.99%, Thermo Fisher) for 10min prior to re-
suspension and centrifugation in the final electrolyte. Note this step
is not essential for cluster formation, but enhances cluster formation
likely by increasing the extent of deprotonation of ionisable surface
groups. NH2-SiO2 particles were not treated with NaOH prior to
experiments.

For experiments in organic solvents including alcohols, DMSO
and EG examined in this study, we first prepared aqueous suspensions
of colloidal particles which were then centrifuged and resuspended
three times in high purity ethanol to minimisemoisture content in the
final suspension. The particles were then resuspended in the final
solvent of interest.

Characterisation of particle electrical charge. The sign of particle
charge in each sample was determined using electrokinetic measure-
ments of zeta potentials (Zetasizer Nano Z, Malvern Panalytical).
Representative zeta potential distributions for the silica and aminated
silica particles in our experiments are presented in Supplemen-
tary Fig. 2.

Measurement of solvent and electrolyte properties. Non-aqueous
solvents were stored under dry nitrogen to limit moisture absorption
from ambient air (solvent purity and supplier information provided in
Supplementary Table 1). Concentrated solutions of HCl and NaOH in
anhydrous 2-propanol (AH-IPA)wereused to adjustpH innon-aqueous
media to minimise the amount of water introduced into the medium.
For all experiments in non-aqueous media, we estimate a final per-
centage of less than 0.004% (v/v) of water arising from the addition of
acid and base. Similarly, to vary the ionic strength in experiments
performed in IPA, a saturated solution of NaCl in AH-IPA solution was
prepared, and dilutions subsequently performed with AH-IPA to
achieve the desired final concentration in the experiment. pH and
conductivity were measured for each case (pH sensor: UltraMicroISM;
conductivity sensor: InLab741 ISM; SevenDirect SD23,Mettler Toledo).
Failure to properly dry the solvents prior to experiments promotes
cluster formation in negatively charged particles in alcohols, as
reflected in the water-IPA mixture experiments in the main text. The
hygroscopic nature of the solvents considered, combined with the
strong propensity of water to adsorb to the hydrophilic silica surface,
likely generates an interfacial layer of water surrounding the particles,
which can then dominate the observed interactions.

The ionic strength, c0, of the various electrolyte solutions in our
experimentswere inferredbymeasurementsof electrical conductivity,
s, using the conductivity metre. An experimentally determined cali-
bration curve of standard solutions with slope a= s

c0
, was used for this

purpose, where a � 150μScm�1mM�1. For water, we may compare
this value with a theoretical estimate of the slope, a= e2NA

6πηah
where

η=0:89 cP is the viscosity of water at 298K, ah is the average hydro-
dynamic radius of the ions in solution, e the elementary charge and NA

theAvogadro number66. Using ionic radii 1.01 and 1.82 A for Na+ andCl−

ions given in ref. 67, this expression yields a value of a= 65 μS
cm�1mM�1 which is within about a factor 2 of our calibration result. To
convert the measured electrical conductivity to salt concentration in
non-aqueous solutions such as longer linear alcohols, DMSO, and EG,
in which inorganic salts may be poorly soluble, we used the same
calibration relationship as for aqueous electrolytes, but corrected the
inferred concentrations for the viscosity of the solvent as in ref. 18. This
procedure assumes that the hydrodynamic radii for the ionic species
are identical in both water and alcohol. The uncertainties involved in
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the conversion of electrical conductivity measurements to salt con-
centration in organic solvents thus place a limit on the accuracy of
experimental estimates of ionic strengths.

For experiments containing low concentrations of added osmo-
lytes and surfactants, inferences of ionic strength were performed by
measuring electrical conductivity and converting to c0 as described
above. For experiments involving high concentrations of added
osmolytes, e.g., TMG and TMAO, we performed a viscosity correction
of electrical conductivity data using the literature relationship,
η
η0

= 1 +Bcb +Dc
2
b, where η

η0
is the relative viscosity of the solution

containing solute at a molarity, cb, and B and D are constants taken
from Pitkänen et al.68.

Interparticle interactions in other non-aqueous solvents. Although
we did examine a broader range of solvents than those discussed in
this study, e.g., formamide and dimethylformamide, we only present
results for solvents where highly controlled experiments were possi-
ble. There are several important considerations that determined
experimental feasibility and whether robust conclusions could be
drawn from performing experiments in a given solvent. Firstly, con-
trolled investigations require solvents of high purity as reflected in
sufficiently low ionic strength, inferred from conductivity measure-
ments. A typical range of electrical conductivity for strong cluster
formation in aqueous solutions is ca. <120μS cm−1, whereas it tends to
be much smaller, <0.5μS cm−1, for experiments in IPA. Secondly, since
the appearance of the long-ranged attraction depends strongly on pH,
we require solvents where the addition of small amounts of acid or
base does not alter the protonation state of the solvent molecules or
derivatives present in the medium. We also require solvents that are
non-volatile, stable at room temperature anddo not dissociate into by-
products. For example, on exposure to air, formamide oxidises to give
formic acid. Dimethyl formamide can contain small amounts of pro-
tonatable weak base dimethyl amine. Thus, although acetone, dime-
thyl formamide and formamide are H-bonding solvents and therefore
of intrinsic interest alongsidewater andheavywater, they did notmeet
some of the above criteria, and experiments in these media are
therefore not considered in this study69.

MD simulation methods
Solvents in an ‘O-atom-wall capacitor’. To estimate the surface
averaged dipole moment density, μav, using molecular simulations, we
used a parallel-plate capacitor system. Here, a slab of solvent is sand-
wiched by model solid surfaces carrying variable amounts of net elec-
trical charge density, σ, as described in refs. 16,19. Simulation boxes of
neat solvents were initialised, energy minimised and subjected to a
short NVT and NPT equilibration to reach a density corresponding to
1 atmpressure.Weused the SPCmodel forwater except for simulations
at a silica interface, and the CHARMM36 forcefield for all other solvents
in this work, except for EG, where we employed the model of Gaur
et al.31. The pressure was maintained with the Parrinello-Rahman pres-
sure coupling method with only the z-dimension of the simulation box
allowed to fluctuate. The equilibrated slabs of neat solvent were then
inserted into the parallel-plate capacitor system. The capacitor plates
entailed an area � 10× 10nm2, were separated by � 4 nm in the
z-direction, depending on the case simulated, and were composed of
positionally restrained oxygen atoms that only support Lennard-Jones
(LJ) interactions. The z-dimension of the simulation box was chosen
such that any density oscillations of the solvent reached a constant bulk
value in the middle of the box. A subset of randomly chosen atoms in
the first layer of the left wall (in direct contact with the solvent) was
assigned a positive charge (left plate) which was balanced by an equal
number of randomly selected atoms assigned a negative charge on the
right plate. Hydrogen bonds were constrained with the LINCS algo-
rithm. The 3dc correction of Yeh and Berkowitz was applied to remove
artificial polarisation induced by neighbouring image dipoles70.

Solvents and solvent mixtures in contact with a model silica sur-
face. The CHARMM-GUI webserver was used to generate model
uncharged silica surfaces with surface group densities ranging from
Γ = 0.5 to 4.7 OH nm−2 and were parametrised with the INTERFACE-FF
forcefield description71,72. The silica slab was solvated on either side
with a slab of the solvent of thickness ≈ 3 nm, energy minimised, and
then subject to a shortNVT equilibration with the v-rescale thermostat
at 300K for 50 ps. Next, anNPT equilibration of 500pswas performed
at 1 atm maintained with the Parrinello-Rahman pressure coupling
method, with only the z-dimension of the simulation box allowed to
fluctuate. We used the CHARMMTIP3P water model for simulations at
a silica interface. For each solvent, the size of the simulation box was
around 10× 10× 10 nm3, large enough so that any density fluctuations
of the solvent could reach a constant bulk value (Supplementary
Fig. 3). This initialisation procedure was followed by production MD
runs in an NVT ensemble lasting 5–10 ns, with a timestep of 2 fs and
with trajectory frames written every 0.2 ps. The particle mesh Ewald
(PME) method was used to evaluate the long-range electrostatic
interactions, using a 1 Å grid spacing and a short-range cut-off of 12 Å.
The LJ interactions were smoothed over the range of 10–12 Å using the
force-based switching function. Hydrogen bonds were constrained
with the LINCS algorithm.

For simulations involving solutions containing osmolytes, water
was describedwith the CHARMMTIP3Pmodel, and parameters for the
osmolyte molecules were taken from the CHARMM36 and CGENFF
forcefields. For the zwitterion TMAO, however, we used the Shea(m)
and Netz models in combination with the SPC/E water model for rea-
sons explained in the following sections53,54. The simulation protocol
was nonetheless similar to that outlined above54. Osmolyte-water
solutions were generated such that the simulation box approximately
attained the desired final osmolyte concentration after the NPT equi-
libration step. Production MD was performed in an NVT ensemble
lasting 20 ns. We note that these simulations employed the same silica
forcefield and surface group density as that used in ref. 44 - the study
that determined PMF for the interaction of amino acids with the silica
surface. Values of the PMF minima, u, from the study are presented in
the plots in Fig. 6f.

We note here that estimating reliable interfacial solvent orienta-
tions and dipole moment densities from MD simulations of silica and
amine surfaces immersed in binary solventmixtures is challenging due
to the sensitivity of such properties on the balance between the many
types of solvent-solvent and solid-solvent interactions present in such
systems. These interactions are described by the underlying forcefield
parametrisations which may need careful attention to accurately
model such complex systems, as noted in refs. 73,74. In particular, the
behaviour of binary solvent mixtures at interfaces can be strikingly
different to the bulk behaviour and further additional complexity
arises from the possible competition of solvent molecules for surface
sites75. Therefore, we do not provide estimates of μav(0) for IPA/water
mixtures.

Solvents atmodel amine surfaces. Amine surfaces weremodelled by
creating a regular repeating arrangement of a small primary amine
molecule CH3CH2CH2NH2 in a hexagonal close-packed configuration
with group density Γ � 4 groups nm−2 (Supplementary Fig. 3). The
heavy atoms of the amine groups were positionally restrained
throughout the simulations with a large force constant of
10,000 kJmol−1 nm−2. The simulations employed the same simulation
protocol as for the O-atom capacitor, with LJ walls placed at either end
of the simulation cell in the z direction. Solvent molecules were
sandwiched between the amine surface and the opposing LJ wall. The
LJ wall applies a uniform LJ 12-6 potential corresponding to that of a
CG321 atom type and functions to maintain the 2 d periodicity of the
system. Parametrisation for the amine molecules was performed with
the CHARMM-GUI webserver. To simulate amine surfaces with a
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reduced surface group density of Γ �1 group nm−2, 75% of the amine
groups had their atomic charges set to zero, whilst retaining their LJ
interaction terms. Although the model amine surfaces generated may
not accurately reflect the surface of the aminated silica surfaces of our
positively charged nanoparticles, our aim was to capture the surface
chemistry to a first approximation and to contrast the behaviour of a
strongly hydrophilic silanol surface with a chemically different
hydrogen-bonding (NH2) group.

Determining μav from MD simulations. The excess net normal dipole
moment surface-density, μav, for each MD simulation was estimated
according to Eq. (3). The calculation of this quantity is closely related to
the that of the excess interfacial electrical potential, φint described
extensively in refs. 16,19., with the two quantities related as follows:

μav σð Þ
ε0

=
1
ε0

Z zint + l

zint

ρðzÞμzðzÞ
� 	

dz

�����
interface

�
Z z + l

z
ρðzÞμzðzÞ
� 	

dz

�����
bulk

" #

=�φint σð Þ
ð3Þ

Here, μzðzÞ=~μðzÞ:~n represents the normal component of the molecular
dipole moment, at a distance z from the interface, in a given simulation
snapshot at a given spatial location with respect to the surface normal,
~n, evaluated for any surface charge density, σ, of interest. ρðzÞ repre-
sents the density of the solvent molecules as a function of z, where the
thicknessof the interfacial layer is givenby l, and ε0 is thepermittivity of
free space. Furthermore, . . .h i denotes spatiotemporal averaging in the
xy plane of the simulation box over the duration of the simulation. The
polarization PðzÞ, or the average dipole moment density,
P zð Þ= ρðzÞ~μ zð Þ:~n� 	��

bulk, calculated at the midplane of the capacitor
from the MD simulations, was found to agree well with the value
expected for a capacitorwith continuumwater as thedielectricmaterial
of relative permittivity ε as in refs. 16,19. In the interfacial region, how-
ever, the average dipole moment density, ρðzÞ~μ zð Þ:~n� 	��

interface, departs
substantially from the continuum value due to symmetry breaking in
the orientational behaviour of the solvent induced by the presence of
the interface. Integrating the quantity ρðzÞ~μ zð Þ:~n� 	

over the interfacial
region of thickness l, and subtracting the value of the same integral
evaluated over a layer of the same thickness l in the bulk liquid (located
in the middle of the capacitor), gives the “excess” net normal dipole
moment surface density, μav, at any given value of surface charge
density, σ. We note here that the spatial binning of themolecular dipole
moments was performed using the O-atom coordinate for water
molecules and the molecular centre of geometry for all other solvent
molecules and osmolytes19. The spatial extent of the interfacial region is
defined by the parameters zint and l. zint denotes the location of an
interfacial plane, which for an O-atom wall is given by the location
nearest to the surface where ρðzÞ~μ zð Þ:~n� 	

drops below the value in the
bulk solvent, as in ref. 16. The value of l is determined by the distance at
which oscillations in ρðzÞ~μ zð Þ:~n� 	

decay to yield a constant ‘bulk’ value
(Supplementary Fig. 3). For all systemsother than theO-atomcapacitor,
we determined μav at a net uncharged surface only, i.e., μav =μavð0Þ, and
used the sign and magnitude of this quantity to interpret experimental
observations. Since the relevant charge densities in experiments are
often expected to be quite small, i.e., |σj<0:1 e nm−2, and μav generally
does not depend strongly on σ, except in some cases, e.g., DMSO, the
value of μavð0Þ generally proves sufficient to rationalise experimental
observations within the interfacial solvation model.

Since our model silica systems have two surfaces in contact with
the solution of interest, μavð0Þwas determined as an average over both
interfaces. Furthermore, for simulations involving osmolytemolecules
in the solvent phase μavð0Þ was found to not converge to a constant
value in the bulk liquid due to the low concentration of zwitterions in
the simulation box. The residual uncertainty inμavð0Þwasestimatedby

the difference in the value obtained for the two silica interfaces (con-
taining contributions both from the solvent and osmolyte molecules),
and was found to be small: Δμav � 0.01 – 0.03 D nm−2. Error bars
depicted in Fig. 6f reflect this source of error. The interfacial dipole
moment density was integrated over an interfacial region of thickness
l = 1:5 nm for all simulations involving zwitterionic osmolytes.

Simulations of EG. For all simulations involving EG, we employed the
model of Gaur et al.31. This model has been developed to correctly
reproduce the ratio of gauche and trans conformers of EG in the bulk
liquid and at the air/water interface.Weperformed simulations of EG in
contact with a hydrophobic O-atom wall and silica surfaces of various
silanol group densities ranging from Γ = 0.5 – 4.7 OH nm−2. This yiel-
ded μavð0Þ values of ≈ −0.5 D nm−2 for the O atom wall and a value of
significantly lower magnitude, μav 0ð Þ= −0.1 to + 0.15 D nm−2, for the
silica surfaces (Supplementary Note 3).

Simulations of TMAO/water solutions. The parametrisation in MD of
certain zwitterions, such as TMAO, is known to be challenging, and it is
important to use a model that accurately describes the solvation
thermodynamics54. In this work, we have employed the Shea(m) and
Netzmodels for TMAO,which are optimised forcefields for TMAO that
better capture the density and activity coefficient of TMAO-water
solutions, and are therefore generally preferred53,54. The SPC/E water
model was used in themodelling of TMAO-water solutions as in ref. 54.
Forcefield parameters for the TMAO models are compatible with our
silica forcefield INTERFACE-FF, which was designed to be thermo-
dynamically consistent with different classes of forcefields with minor
adjustment71,76. Simulations of TMAO in water using the Shea(m) and
Netz models displayed increasing positive values of μav,wð0Þ with
increasing concentrations of TMAO in the aqueous medium (Fig. 7e).
However, the CHARMM model (the forcefield employed for all other
zwitterions in this work), resulted in significantly different orienta-
tional behaviour of TMAO at a silica interface, and a decrease in in
μav,wð0Þ with increasing TMAO concentration such that μav,w 0ð Þ � 0 D
nm−2 at cb = 3 M. This highlights the general importance of accurate
forcefield parametrisation in extracting experimentally relevant values
of μav,w. Whilst we cannot rule out that further model parametrisation
of MD models may be needed for other zwitterionic osmolytes, we
were able to qualitatively capture the general experimental trends for
all other osmolytes in this study using the CHARMM models.

Hydrogen bond analysis. In our simulations, we identify a hydrogen
bond based on geometric criteria given by a donor-acceptor distance
of less than 3 Å and a donor–H–acceptor angle of over 150°. The
MDAnalysis package was used to load and perform hydrogen bond
analysis on the simulation trajectories77. In particular, we studied the
number of hydrogen bonds formed between TMAO/TMG zwitterions
and water molecules both at a silica interface and in bulk solution, as
discussed further in Supplementary Note 6.

BD simulation methods
The main text presents forms of the underlying pair-interaction
potentials,UðxÞ, that have been inferred fromBD simulations tomatch
the experimentally measured radial probability distribution functions,
gðrÞ. The procedures underpinning the simulations have been dis-
cussed in detail in ref. 18. and will be summarised briefly here. We
performed BD simulations of a two-dimensional distribution of inter-
acting spheres using the BROWNIAN package in the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) software78.

We use a pair potential U 0 xð Þ between two interacting particles of
the form:

U 0 xð Þ=Ae�κ1x +Be�κ2x +UvdW ð4Þ
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Here, the first term represents the overall repulsive electrostatic free
energy of interaction, ΔFelðxÞ=A expð�κ1xÞ, with A>0 always, and the
second term, ΔF int xð Þ=B exp �κ2x

� �
, denotes the free energy con-

tribution arising from interfacial solvation2, where B may be positive,
negative or zero as described previously and briefly in Supplementary
Note 116,17. Note that κ2 < κ1 � κ as shown in refs. 16,17. Importantly the
ΔF int xð Þ term implies an attractive contribution to the total free energy
for negatively charged particles in water16,17. The third term represents
the vdW attraction between silica particles in solution, for which we
have used the expression derived in ref. 79. similar to ref. 18.

The simulations account for the experimentally determined poly-
dispersity in particle size (Supplementary Fig. 1) at the lowest level of
approximation. Whilst r, the inteparticle separation accounts for the size
of the individual particles, the interaction potential, U 0ðxÞ, remains
unaffected and independent of the size of the particle-pair, which would
not be accurate in practice. Using a value of the Hamaker constant
AH = 2.4 zJ (taken from ref. 80. and which is in agreement with other
literature estimates81), we estimated a rather small contribution for the
vdW interaction, 0≥UvdW ≳ �0:4 kBT , to the total interaction energy at
large separations, x ≥ 0.2μm, which is the relevant intersurface separa-
tion for attractive interactions observed in a majority of experiments in
this work. Therefore, the vdW interaction cannot be responsible for the
deep and long-ranged minima implied by the clusters observed in the
experiment. In experiments involving D2O or aqueous solutions con-
taining high concentrations of TMG, we found average an interparticle
separation in clusters of xmin � 0.1μm, implying UvdW � �0:6kBT
which is much smaller in magnitude than jwj in these cases. The pre-
sented UðxÞ profiles which are free of the UvdW contribution, that is:

U xð Þ=Ae�κ1x +Be�κ2x ð5Þ

The experimentally measured gðrÞ curve provides an initial esti-
mate of the location of the minimum in the pair potential xmin which
can be used to guide the choice of input parameters to the BD simu-
lation.Wegenerally take κ�1

1 = κ�1 theDebye length,which is estimated
from the experimentally measured salt concentration. We then use a
trial value of the interaction free energy at the minimum,
U xmin

� �
=w<0, to obtain initial values for the parameters A and B as

inputs for the pair-interaction potential U(x), using the equations:

A= �wκ2 exp κ1xmin

� �
κ1 � κ2

;B=
wκ1 exp κ2xmin

� �
κ1 � κ2

ð6Þ

where we have taken κ2=κ1 � 0.95, as suggested in ref. 17.
Particle coordinates for the BD simulations were initialised via

random particle placement in a 200×200μm2 box at the experimen-
tally measured particle density (� 0.008 particlesμm−2). Periodic
boundaries were applied in the x and y dimensions: The z coordinates
of the particles were fixed at a constant height throughout the simu-
lation, ensuring a 2 d system of interacting particles mimicking
experiment. Convergence of the potential energy per particle in our
BD simulations was monitored over time. Particle positions used for
the calculation of the final simulated radial probability density dis-
tributions, gðrÞ, were collected once the value of the potential energy
reached a stationary value. This criterion was typically met after
≈ 30–60min of simulation time in a simulation involving a strongly
attractive UðxÞ with a well depth jwj of several kBT .

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from
Figshare https://doi.org/10.6084/m9.figshare.c.7183569 and from the
corresponding author upon request.

Code availability
The code used in this study are available from Figshare https://doi.org/
10.6084/m9.figshare.c.7183569 and from the corresponding author
upon request.

References
1. Lis, D., Backus, E. H. G., Hunger, J., Parekh, S. H. & Bonn, M. Liquid

flow along a solid surface reversibly alters interfacial chemistry.
Science 344, 1138–1142 (2014).

2. Zhong, J. et al. Atmospheric spectroscopy and photochemistry at
environmental water interfaces. Annu. Rev. Phys. Chem. 70,
45–69 (2019).

3. Gonella, G. et al. Water at charged interfaces. Nat. Rev. Chem. 5,
466–485 (2021).

4. Whitesides, G. M., Mathias, J. P. & Seto, C. T. Molecular self-
assembly and nanochemistry: a chemical strategy for the synthesis
of nanostructures. Science 254, 1312–1319 (1991).

5. Mann, S. Self-assembly and transformation of hybrid nano-objects
and nanostructures under equilibrium and non-equilibrium condi-
tions. Nat. Mater. 8, 781–792 (2009).

6. Zaera, F. Probing liquid/solid interfaces at the molecular level.
Chem. Rev. 112, 2920–2986 (2012).

7. Björneholm, O. et al. Water at Interfaces. Chem. Rev. 116,
7698–7726 (2016).

8. Eder, M., Amini, S. & Fratzl, P. Biological composites—complex
structures for functional diversity. Science 362, 543–547
(2018).

9. Kim,M. J., Farmer, D. K. & Bertram, T. H. A controlling role for the air
−sea interface in the chemical processing of reactive nitrogen in the
coastal marine boundary layer. Proc. Natl. Acad. Sci. USA 111,
3943–3948 (2014).

10. Yancey, P. H., Clark,M. E., Hand, S. C., Bowlus, R. D. & Somero, G. N.
Living with water stress: Evolution of osmolyte systems. Science
217, 1214–1222 (1982).

11. Tanaka, M. et al. Trehalose alleviates polyglutamine-mediated
pathology in a mouse model of Huntington disease. Nat. Med. 10,
148–154 (2004).

12. Street, T. O., Bolen, D. W. & Rose, G. D. A molecular mechanism for
osmolyte-induced protein stability. Proc. Natl. Acad. Sci. USA 103,
13997–14002 (2006).

13. Levine, Z. A., Larini, L., Lapointe, N. E., Feinstein, S. C. & Shea, J.-E.
Regulation and aggregation of intrinsically disordered peptides.
Proc. Natl. Acad. Sci. USA 112, 2758–2763 (2015).

14. Liao, Y.-T., Manson, A. C., Delyser, M. R., Noid, W. G. & Cremer, P. S.
TrimethylamineN-oxide stabilizes proteins via adistinctmechanism
compared with betaine and glycine. Proc. Natl. Acad. Sci. USA 114,
2479–2484 (2017).

15. Aravindan, S. et al. Osmolytes dynamically regulate mutant Hun-
tingtin aggregation and CREB function in Huntington’s disease cell
models. Sci. Rep. 10, 15511 (2020).

16. Kubincová, A., Hünenberger, P. H. & Krishnan, M. Interfacial solva-
tion canexplain attractionbetween like-chargedobjects in aqueous
solution. J. Chem. Phys. 152, 104713 (2020).

17. Behjatian, A.,Walker-Gibbons, R., Schekochihin, A. A. &Krishnan,M.
Nonmonotonic pair potentials in the interaction of like-charged
objects in solution. Langmuir 38, 786–800 (2022).

18. Wang, S., Walker-Gibbons, R., Watkins, B., Flynn, M. & Krishnan,
M. A charge-dependent long-ranged force drives tailored
assembly of matter in solution. Nat. Nanotechnol. 19, 485–493
(2024).

Article https://doi.org/10.1038/s41467-025-57953-w

Nature Communications |         (2025) 16:2872 14

https://doi.org/10.6084/m9.figshare.c.7183569
https://doi.org/10.6084/m9.figshare.c.7183569
https://doi.org/10.6084/m9.figshare.c.7183569
www.nature.com/naturecommunications


19. Walker-Gibbons, R., Kubincová, A., Hünenberger, P. H. & Krishnan,
M. The role of surface chemistry in the orientational behavior of
water at an interface. J. Phys. Chem. B 126, 4697–4710 (2022).

20. Baksh, M. M., Jaros, M. & Groves, J. T. Detection of molecular
interactions at membrane surfaces through colloid phase transi-
tions. Nature 427, 139–141 (2004).

21. Gomez, E. W., Clack, N. G., Wu, H.-J. & Groves, J. T. Like-charge
interactions between colloidal particles are asymmetric with
respect to sign. Soft Matter 5, 1931–1936 (2009).

22. Ye, S., Nihonyanagi, S. &Uosaki, K. Sum frequency generation (SFG)
study of the pH-dependent water structure on a fused quartz sur-
face modified by an octadecyltrichlorosilane (OTS) monolayer.
Phys. Chem. Chem. Phys. 3, 3463–3469 (2001).

23. Myalitsin, A., Urashirna, S. H., Nihonyanagi, S., Yamaguchi, S. &
Tahara, T. Waterstructure at the buried silica/aqueous interface
studied by heterodyne-detected vibrational sum-frequency gen-
eration. J. Phys. Chem. C 120, 9357–9363 (2016).

24. Marchioro, A. et al. Surface characterization of colloidal silica
nanoparticles by second harmonic scattering: Quantifying the
surface potential and interfacial water order. J. Phys. Chem. C 123,
20393–20404 (2019).

25. Nagata, Y., Pool, R. E., Backus, E. H. G. & Bonn, M. Nuclear quantum
effects affectbondorientationofwater at thewater-vapor interface.
Phys. Rev. Lett. 109, 226101 (2012).

26. Montenegro, A. et al. Field-dependent orientation and free energy
of D2O at an electrode surface observed via SFG spectroscopy. J.
Phys. Chem. C 126, 20831–20839 (2022).

27. Fan, H.-F., Li, F., Zare, R. N. & Lin, K.-C. Characterization of two types
of silanol groups on fused-silica surfaces using evanescent-wave
cavity ring-down spectroscopy. Anal. Chem. 79, 3654–3661 (2007).

28. Lagström, T., Gmür, T. A., Quaroni, L., Goel, A. & Brown, M. A.
Surface vibrational structure of colloidal silica and its direct
correlation with surface charge density. Langmuir 31,
3621–3626 (2015).

29. Darlington, A. M. & Gibbs-Davis, J. M. Bimodal or trimodal? The
influence of starting pH on site identity and distribution at the low
salt aqueous/silica interface. J. Phys. Chem. C 119,
16560–16567 (2015).

30. Jindal, A. & Vasudevan, S. Molecular conformation and hydrogen
bond formation in liquid ethylene glycol. J. Phys. Chem. B 124,
9136–9143 (2020).

31. Gaur, A. & Balasubramanian, S. Liquid ethylene glycol: prediction of
physical properties, conformer population and interfacial enrich-
ment with a refined non-polarizable force field. Phys. Chem. Chem.
Phys. 24, 10985–10992 (2022).

32. Melnikov, S. M., Höltzel, A., Seidel-Morgenstern, A. & Tallarek, U. A
molecular dynamics study on the partitioning mechanism in
hydrophilic interaction chromatography. Angew. Chem. Int. Ed. 51,
6251–6254 (2012).

33. Bolen, D. W. & Baskakov, I. V. The osmophobic effect: natural
selectionof a thermodynamic force inprotein folding 1 1EditedbyD.
Draper. J. Mol. Biol. 310, 955–963 (2001).

34. Panuszko, A., Adamczak, B., Czub, J., Gojło, E. & Stangret, J.
Hydration of amino acids: FTIR spectra and molecular dynamics
studies. Amino Acids 47, 2265–2278 (2015).

35. Adamczak, B., Wieczór, M., Kogut, M., Stangret, J. & Czub, J.
Molecular basis of the osmolyte effect on protein stability: a lesson
from the mechanical unfolding of lysozyme. Biochem. J. 473,
3705–3724 (2016).

36. Mi, L. & Jiang, S. Integrated antimicrobial and nonfouling zwitter-
ionic polymers. Angew. Chem. Int. Ed. 53, 1746–1754 (2014).

37. Rösgen, J., Pettitt, B. M. & Bolen, D. W. Protein folding, stability, and
solvation structure in osmolyte Solutions. Biophys. J. 89,
2988–2997 (2005).

38. York, R. L., Holinga, G. J. & Somorjai, G. A. An investigation of the
influence of chain length on the interfacial ordering of l-Lysine and
l-Proline and their homopeptides at hydrophobic and hydrophilic
interfaces studied by sum frequency generation and quartz crystal
microbalance. Langmuir 25, 9369–9374 (2009).

39. Holinga, G. J. et al. An SFG study of interfacial amino acids at the
hydrophilic SiO2 and hydrophobic deuterated polystyrene sur-
faces. J. Am. Chem. Soc. 133, 6243–6253 (2011).

40. Ridwan, M. G., Shrestha, B. R., Maharjan, N. &Mishra, H. Zwitterions
layer at but do not screen electrified interfaces. J. Phys. Chem. B
126, 1852–1860 (2022).

41. Hallett, J. E., Agg, K. J. & Perkin, S. Zwitterions fine-tune interactions
in electrolyte solutions. Proc. Natl. Acad. Sci. USA 120,
e2215585120 (2023).

42. Govrin, R., Tcherner, S., Obstbaum, T. & Sivan, U. Zwitterionic
osmolytes resurrect electrostatic interactions screened by salt. J.
Am. Chem. Soc. 140, 14206–14210 (2018).

43. Gao, Q. et al. Amino acid adsorption on mesoporous materials:
Influence of types of amino acids, modification of mesoporous
materials, and solution conditions. J. Phys. Chem. B 112,
2261–2267 (2008).

44. Bag, S. et al. Buffer influence on the amino acid silica interaction.
Chemphyschem 21, 2347–2356 (2020).

45. Xie, M. & Brüschweiler, R. Degree of N-methylation of nucleosides
and metabolites controls binding affinity to pristine silica surfaces.
J. Phys. Chem. Lett. 11, 10401–10407 (2020).

46. Rimola, A., Costa, D., Sodupe,M., Lambert, J.-F. &Ugliengo, P. Silica
surface features and their role in the adsorption of biomolecules:
Computational modeling and experiments. Chem. Rev. 113,
4216–4313 (2013).

47. Yancey, P. H. Organic osmolytes as compatible, metabolic and
counteracting cytoprotectants in high osmolarity and other stres-
ses. J. Exp. Biol. 208, 2819–2830 (2005).

48. Bruździak, P., Panuszko, A. & Stangret, J. Influence of osmolytes on
protein and water structure: A step to understanding the mechan-
ismof protein stabilization. J. Phys. Chem.B 117, 11502–11508 (2013).

49. Stasiulewicz, M., Panuszko, A., Bruździak, P. & Stangret, J.
Mechanism of osmolyte stabilization–destabilization of proteins:
Experimental evidence. J. Phys. Chem. B 126, 2990–2999 (2022).

50. Hishida, M., Anjum, R., Anada, T., Murakami, D. & Tanaka, M. Effect
of osmolytes on water mobility correlates with their stabilizing
effect on proteins. J. Phys. Chem. B 126, 2466–2475 (2022).

51. White, A. & Jiang, S. Local and bulk hydration of zwitterionic glycine
and its analogues through molecular simulations. J. Phys. Chem. B
115, 660–667 (2011).

52. Panuszko, A., Bruździak, P., Kaczkowska, E. & Stangret, J. General
mechanism of osmolytes’ influence on protein stability irrespective
of the type of osmolyte cosolvent. J. Phys. Chem. B 120,
11159–11169 (2016).

53. Schneck, E., Horinek, D. & Netz, R. R. Insight into the molecular
mechanismsofprotein stabilizingosmolytes fromglobal force-field
variations. J. Phys. Chem. B 117, 8310–8321 (2013).

54. Ganguly, P., Polák, J., Van Der Vegt, N. F. A., Heyda, J. & Shea, J.-E.
Protein stability in TMAO and mixed urea–TMAO solutions. J. Phys.
Chem. B 124, 6181–6197 (2020).

55. Zou, Q., Bennion, B. J., Daggett, V. & Murphy, K. P. The molecular
mechanism of stabilization of proteins by TMAO and its ability to
counteract the effects of urea. J. Am. Chem. Soc. 124,
1192–1202 (2002).

56. Bozorgmehr, M. R. & Monhemi, H. How can a free amino acid sta-
bilize a protein? Insights from molecular dynamics simulation. J.
Solution Chem. 44, 45–53 (2015).

57. Chen,X., Hua,W., Huang, Z.&Allen,H.C. Interfacialwater structure
associated with phospholipid membranes studied by phase-

Article https://doi.org/10.1038/s41467-025-57953-w

Nature Communications |         (2025) 16:2872 15

www.nature.com/naturecommunications


sensitive vibrational sum frequency generation spectroscopy. J.
Am. Chem. Soc. 132, 11336–11342 (2010).

58. Shen, L., Guo, A. & Zhu, X. Tween surfactants: Adsorption, self-
organization, andprotein resistance.Surf. Sci.605, 494–499 (2011).

59. Vagenende, V., Yap, M. G. S. & Trout, B. L. Mechanisms of protein
stabilization and prevention of protein aggregation by glycerol.
Biochemistry 48, 11084–11096 (2009).

60. Chen, Y. et al. Electrolytes induce long-range orientational order
and free energy changes in the H-bond network of bulk water. Sci.
Adv. 2, e1501891 (2016).

61. Dedic, J., Okur, H. I. & Roke, S. Polyelectrolytes induce water-water
correlations that result in dramatic viscosity changes and nuclear
quantum effects. Sci. Adv. 5, eaay1443 (2019).

62. Dedic, J., Okur, H. I. & Roke, S. Hyaluronan orders water molecules
in its nanoscale extended hydration shells. Sci. Adv. 7,
eabf2558 (2021).

63. Gruen, D.W. R. &Marčelja, S. Spatially varying polarization inwater.
A model for the electric double layer and the hydration force. J.
Chem. Soc. Faraday Trans. 2 79, 225–242 (1983).

64. Belaya, M. L., Feigel’Man,M. V. & Levadny, V. G. Structural forces as
a result of nonlocal water polarizability. Langmuir 3,
648–654 (1987).

65. Stein, S. C. & Thiart, J. TrackNTrace: A simple and extendable open-
source framework for developing single-molecule localization and
tracking algorithms. Sci. Rep. 6, 37947 (2016).

66. Kokot, G., Bespalova, M. I. & Krishnan, M. Measured electrical
charge of SiO2 in polar and nonpolar media. J. Chem. Phys. 145,
194701 (2016).

67. Masterton, W. L., Bolocofsky, D. & Lee, T. P. Ionic radii from scaled
particle theory of the salt effect. J. Phys. Chem. 75,
2809–2815 (1971).

68. Pitkänen, I., Suuronen, J. & Nurmi, J. Partial Molar Volume, Ioniza-
tion, Viscosity and Structure of Glycine Betaine in Aqueous Solu-
tions. J. Solution Chem. 39, 1609–1626 (2010).

69. Buncel, E. & Symons, E. A. The inherent instability of
dimethylformamide–water systems containing hydroxide ion. J.
Chem. Soc. D https://doi.org/10.1039/C29700000164 (1970).

70. Yeh, I.-C. & Wallqvist, A. On the proper calculation of electrostatic
interactions in solid-supported bilayer systems. J. Chem. Phys. 134,
055109 (2011).

71. Emami, F. S. et al. Forcefield anda surfacemodel database for silica
to simulate interfacial properties in atomic resolution.Chem.Mater.
26, 2647–2658 (2014).

72. Choi, Y. K. et al. CHARMM-GUI Nanomaterial modeler for modeling
and simulation of nanomaterial systems. J. Chem. Theory Comput.
18, 479–493 (2021).

73. Dai, J. X., Li, X. F., Zhao, L. F. &Sun,H. Enthalpies ofmixingpredicted
using molecular dynamics simulations and OPLS force field. Fluid
Phase Equilib. 289, 156–165 (2010).

74. Karnes, J. J. & Benjamin, I. Mechanism and dynamics of molecular
exchange at the silica/binary solvent mixtures interface. J. Phys.
Chem. A 119, 12073–12081 (2015).

75. Gobrogge, E. A. &Walker, R. A. Binary solvent organization at silica/
liquid interfaces: Preferential ordering in acetonitrile–methanol
mixtures. J. Phys. Chem. Lett. 5, 2688–2693 (2014).

76. Heinz, H., Lin, T.-J., Kishore Mishra, R. & Emami, F. S. Thermo-
dynamically consistent force fields for the assembly of inorganic,
organic, and biological nanostructures: The INTERFACE force field.
Langmuir 29, 1754–1765 (2013).

77. Michaud-Agrawal, N., Denning, E. J., Woolf, T. B. & Beckstein, O.
MDAnalysis: A toolkit for the analysis of molecular dynamics
simulations. J. Comput. Chem. 32, 2319–2327 (2011).

78. Thompson, A. P. et al. LAMMPS - a flexible simulation tool for
particle-based materials modeling at the atomic, meso, and con-
tinuum scales. Comput. Phys. Commun. 271, 108171 (2022).

79. Hamaker, H. C. The London—van der Waals attraction between
spherical particles. Physica 4, 1058–1072 (1937).

80. Valmacco, V. et al. Dispersion forces acting between silica particles
acrosswater: influence of nanoscale roughness.Nanoscale Horiz. 1,
325–330 (2016).

81. Ackler, H. D., French, R. H. &Chiang, Y.-M. Comparisons of hamaker
constants for ceramic systems with intervening vacuum or water:
From force laws and physical properties. J. Colloid Interface Sci.
179, 460–469 (1996).

Acknowledgements
European Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme No 724180 (S.W., R.W.G.,
and M.K.).

Author contributions
S.W. performed the experiments. R.W.-G. performed and analysed
simulations. S.W. and R.W.-G. analysed the data and participated in
manuscript preparation. B.W. and B.L. contributed to experiments. M.K.
designed and supervised the study. R.W.-G. and M.K. wrote the
manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information The online version contains
supplementary material available at
https://doi.org/10.1038/s41467-025-57953-w.

Correspondence and requests for materials should be addressed to
Madhavi Krishnan.

Peer review information Nature Communications thanks George Rose
and the other anonymous reviewer(s) for their contribution to the peer
review of this work. A peer review file is available.

Reprints and permissions information is available at
http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jur-
isdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indicate if
changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this licence, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2025

Article https://doi.org/10.1038/s41467-025-57953-w

Nature Communications |         (2025) 16:2872 16

https://doi.org/10.1039/C29700000164
https://doi.org/10.1038/s41467-025-57953-w
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
www.nature.com/naturecommunications

	Chemical control of colloidal self-assembly driven by the electrosolvation force
	Results and discussion
	The electrosolvation force is observed in many solvents
	Water in alcohol influences the properties of the force
	Chemical gating of the attraction by charge-neutral species

	Methods
	Experimental methods
	Experimental set-up
	Data recording and processing
	Procedures for preparing particle suspensions
	Characterisation of particle electrical charge
	Measurement of solvent and electrolyte properties
	Interparticle interactions in other non-aqueous solvents

	MD simulation methods
	Solvents in an ‘O-atom-wall capacitor’
	Solvents and solvent mixtures in contact with a model silica surface
	Solvents at model amine surfaces
	Determining  avμav from MD simulations
	Simulations of EG
	Simulations of TMAO/water solutions
	Hydrogen bond analysis

	BD simulation methods
	Reporting summary

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




