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Observed regimesof submesoscaledynamics
in the Southern Ocean seasonal ice zone

Channing J. Prend 1,2 , Sebastiaan Swart3,4, Andrew L. Stewart 5,
Marcel D. du Plessis 3, Georgy E. Manucharyan 1 & Andrew F. Thompson 2

Submesoscale flows, occurring at scales of about 1–10 km, are crucial to the
vertical transport of heat and other tracers in the upper ocean. These flows are
energized by instabilities that extract potential energy from lateral buoyancy
gradients, which are ubiquitous in the seasonal sea ice zone. Process studies
have shown that submesoscale flows influence sea ice mechanics and ther-
modynamics. However, it is necessary to quantify the spatiotemporal dis-
tribution of submesoscale fluxes in order to upscale their impact. Here, we
utilize hydrographic data from seal-borne sensors to demonstrate that the
Southern Ocean seasonal ice zone can be separated into three regimes of
submesoscale flux variability, which are associated with distinct dominant
drivers. Furthermore, the magnitude and sign of the mean heat fluxes in these
regimesdiffers, whichdictates their influenceon theupper-oceanheat budget,
mixed-layer depth, and sea ice properties.

Sea icemediates air–sea heat and gas exchange1–3, and thus, accurately
predicting sea ice thickness and extent is necessary to improve
weather forecasts and future climate projections4,5. However, sea ice
andoceanproperties vary across awide rangeof space and timescales,
which are not fully captured by Earth System Models (ESMs) used for
sea ice prediction6–8. For example, ESMs do not resolve small-scale
leads or transient sea ice growth and loss processes associated with
mesoscale and submesoscale eddies9,10. Yet, models that resolve sub-
mesoscale flows, O(1–10 km), have larger vertical velocities11,12, that
impact the upper-ocean heat budget at basin scales13. Still, the extent
to which submesocale processes affect larger-scale ocean variability in
the seasonal ice zone (SIZ) remains poorly understood due to the
difficulty of collecting observations underneath sea ice14.

Submesoscale flows are energized by a variety of instabilities,
including mixed-layer baroclinic instability that converts potential
energy stored in lateral buoyancy gradients into eddy kinetic
energy15,16. The SIZ is particularly susceptible to baroclinic instability
due to the presence of strong lateral density gradients associated with
sea ice growth and melt9,17,18. Indeed, satellite images of sea ice con-
centration (SIC) reflect the presence of submesoscale eddies, fronts,
and filaments. Thus, past studies have investigated sea ice-ocean

interactions at the submesoscale, typically using in situ data from
targeted glider campaigns19–21, or idealized models that isolate funda-
mental aspects of the dynamics9,10,17,22,23. These approaches have pro-
vided insight into the physics governing marginal ice zones. However,
upscaling the impact of these dynamics on larger-scale processes is
challenging since observational campaigns target energetic regions,
while high-resolution numerical simulations are confined to small
regional domains or short time periods.

A complete understanding of submesoscale sea ice-ocean inter-
actions is further limited by the seasonal bias in fine-scale observations
from the high-latitude Southern Ocean, which are weighted toward
summer when the region is more accessible by ship14. This is an
obstacle since sea ice properties have a strong seasonality24; addi-
tionally, observations from the subtropics suggest that submesoscale
turbulence also undergoes a seasonal cycle25. Specifically, deeper
winter mixed-layers provide more potential energy for submesoscale
instabilities to develop, which leads to larger vertical buoyancy
fluxes26. However, it is unclear whether this same seasonality applies to
ice-covered regions, where increased sea ice cover in winter may
suppress submesoscale activity through surface damping and a
reduction in mixed-layer depths27. The SIZ presents a distinct
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environment due to the numerous feedbacks that link sea ice and
upper-ocean variability28–30, which may produce more complex and
regionally dependent submesoscale behavior compared to the ice-
free ocean.

Here, we leverage measurements collected by instrumented
marine mammals to conduct a comprehensive survey of spatio-
temporal variability in submesoscale dynamics across the Southern
Ocean seasonal ice zone. We show that the region can be separated
into three distinct regimes based on the magnitude and sign of the
mean vertical heat transport induced by mixed-layer eddies. These
dynamical regimes align geographically with the i) off-shelf portion
of the SIZ, as well as ii) “dense" and iii) “warm" continental shelves31.
In dense shelf regions, like the Weddell and Ross seas, the mean
submesoscale vertical heat flux is positive (upward) and variations in
this flux are controlled by mixed-layer depth (MLD) fluctuations.
Whereas in warm shelf regions, such as the Amundsen and Belling-
shausen seas, the mean heat flux is negative (downward) and con-
trolled by variations in the lateral buoyancy gradient (M2). Finally, in
the off-shelf sector of the seasonal ice zone, the mean heat flux is
weak and its variability is governed by a combination ofMLD andM2.
These differences suggest that the contribution of submesoscale
fluxes to the upper-ocean heat budget varies considerably at
regional scales.

Results
Submesoscale buoyancy and heat flux estimation
Submesoscale processes evolve rapidly, which necessitates high-
resolution sampling in both space and time, making them difficult to
observe. This is particularly true in the seasonally sea ice-covered
Southern Ocean, where harsh conditions and limited accessibility
create logistical constraints. Furthermore, quantifying regional varia-
tions in submesoscale dynamics requires resolving both small and
large scales, which poses additional challenges. In recent years,
hydrographic data from seal-borne sensors have been used to inves-
tigate submesoscale vertical energy fluxes32–34. Thus far, these studies
remain confined to regional subsets of the full dataset from theMarine
Mammals Exploring the Oceans Pole to Pole (MEOP) program35. The
MEOP dataset includes 233,610 year-round Conductivity-
Temperature-Depth (CTD) profiles from south of the climatological
maximum winter sea ice edge (Fig. 1). This is the only observational
dataset with both multi-year, circumpolar coverage and high-
frequency ( < 1 day) sampling (Fig. 1c, d). Here, we use the along-
trajectory density gradients from theMEOPmeasurements to estimate
the vertical buoyancy and heat fluxes associated with mixed-layer
baroclinic instabilities (Methods)34,36.

To illustrate some aspects of the methodology, consider an
example seal trajectory from the West Antarctic Peninsula region

Fig. 1 | Instrumented seal data distribution and associated sea ice state. aMap
showing all available seal-borne Conductivity-Temperature-Depth data from the
Southern Ocean. Profiles south of the climatological maximumwinter sea ice edge
(red) are colored by the collocated satellite sea ice concentration. A dashed red line
marks the continental shelf break (1000 m isobath). b Number of profiles in the
whole dataset, aggregated over 2° × 5° latitude-longitude boxes. Boxes north of

maximumwinter ice edge are partially transparent to emphasize thedatawithin the
seasonal ice zone. Histograms of the (c) distance and (d) time between consecutive
dives along a seal track, for data in the seasonal ice zone only. In both panels, a solid
and dotted line mark the mean and 90th percentile, respectively. e Number of
profiles by month, for data in the seasonal ice zone only.
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(Fig. 2). Density variations along this trajectory (Fig. 2c) occur over a
range of scales, which relate to the seal’s movement into the Belling-
shausen Sea (Fig. 2a) as well as seasonal and sub-seasonal fluctuations
in winds and sea ice concentration (Fig. 2b). Disentangling spatial and
temporal variability is not straightforward. To isolate the impact of
submesoscale dynamics from the full signal, we employ a commonly
used parameterization for mixed-layer eddies37. In this framework, the
transport induced by baroclinic instability is cast as an overturning
streamfunction that depends on M2 and the MLD (Methods). To esti-
mate this streamfunction from theMEOP data, we follow the approach
of previous studies34,36, and assume that the density difference
between consecutive dives (10.2 km separation distance on average) is
primarily representative of a lateral gradient, rather than a temporal
one. This allows us to calculate M2, which together with MLD, deter-
mines the available potential energy for baroclinic instability. It is also

possible to express a vertical buoyancy flux associated with mixed-
layer eddies (QMLE) and a vertical heat flux (QVHF) in terms of this
streamfunction (Methods).

For the representative seal track, M2 and MLD vary at high fre-
quencies, O(hour-days), whether in open water or underneath sea ice
(Fig. 3a). Variations in either quantity can drive episodic changes in
QMLE (Fig. 3b), which has a quadratic dependence on bothM2 andMLD
(Methods). QMLE is always a restratifying flux, since its formulation is
based on the assumption that mixed-layer eddies slump isopycnals.
Because the seasonal ice zone is salt-stratified, however, the vertical
heat flux, QVHF, can be either positive or negative, depending on the
orientation of the horizontal temperature gradient across the front. A
positive heatflux (upward) occurswhen thebuoyant sideof the front is
warmer, while a negative flux (downward) arises when the buoyant
side of the front is colder. Within the SIZ, upper-ocean temperatures

Fig. 2 | Individual seal trajectory and along-trajectory properties. a Map of
example seal trajectory colored by satellite sea ice concentration collocated with
theprofile time and location, underlying contoursmarkbathymetry, and a cyan line
denotes the climatological maximum winter sea ice edge. b Time series of

reanalysis wind stress magnitude (green) and satellite sea ice concentration (gray),
and (c) vertical section of potential density (shading) and mixed-layer depth
(orange) along the seal trajectory shown in (a).

Fig. 3 | Along-trajectory submesoscale flux estimation. a Mixed-layer depth
(MLD; orange) and lateral buoyancy gradient (M2; blue) calculated for the example
seal whose trajectory is shown in Fig. 2, gray shading marks the collocated satellite
sea ice concentration. The thicker orange and blue lines denote the MLD and M2

after applying the Gaussian smoothing described in the Methods section. Vertical
(b) heat flux (red) and buoyancy flux (black) induced by mixed-layer baroclinic
instabilities, gray shading marks the collocated satellite sea ice concentration as
in (a).
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are fixed near the freezing point in winter, which leads to weak lateral
temperature gradients. Consequently, QVHF is around an order of
magnitude smaller than QMLE, when both are expressed in units of W
m−2 (Fig. 3b).

Peaks in QMLE and QVHF may reflect stronger lateral gradients or
deepermixed-layers. For example, high submesoscale fluxmagnitudes
are inferred in late March before sea ice formation (Fig. 3), when the
mixed-layer was relatively shallow. This corresponds to the portion of
the trajectory when the seal approached the coastline and crossed the
Antarctic Coastal Current38, where meltwater input amplifies M2. The
second sequence of elevated QMLE and QVHF are observed in late July,
when SIC was high and the mixed-layer was deeper (Fig. 3), which
coincided with the seal traversing the continental slope and the Ant-
arctic Slope Current39. In both cases, the largest submesoscale fluxes
were associated with persistent frontal features and strong back-
groundflows. That said, smaller peaks ofQMLE in earlyMayand June co-
occur with large changes in SIC—presumably due to generation of
lateral buoyancygradients by sea icemelt andgrowthprocesses. There
were no peaks inQVHF during these rapid SIC changes, suggesting that
the buoyancy fluxes were salinity-driven. However, interpreting the
along-trajectory seal data is complicated by the confounding effects of

spatial and temporal variability associated with the seal’s movement
through different environmental conditions. Given that a single seal
can transit between different shelf regimes and the open ocean within
a fewmonths, examining the entire dataset is necessary to disentangle
regional and seasonal patterns.

Distribution and drivers of dynamical regimes
While previous studies have applied similar methods to estimate
submesoscale fluxes from MEOP data33,34,36, we extend this analysis to
all available observations from the Southern Ocean seasonal ice zone,
which demonstrates substantial regionality in both M2 and MLD.
Mixed-layers are deepest in dense shelf water formation regions, such
as theWeddell and Ross seas31,40, and near themaximumwinter sea ice
edge (Fig. 4a). In contrast, M2 is enhanced along the ice shelf margin
and continental slope, particularly in West Antarctica (Fig. 4b). The
mean QMLE distribution (Fig. 4c), in turn, is set by the interplay
between the patterns in M2 and MLD. QMLE and QVHF are elevated on
the continental shelf (Fig. 4c, d), where a large percentage of profile-
s have a balanced Richardson number (Rib) less than 1 (Supplementary
Fig. 1), which indicates that the water column is favorable to sub-
mesoscale instabilities41. To determine the drivers of this heightened

Fig. 4 | Regional patterns of submesoscale vertical buoyancy and heat transport.Mean (a) mixed-layer depth, (b) lateral buoyancy gradient, (c) equivalent buoyancy
flux (QMLE) and (d) heat flux (QVHF) associated with mixed-layer eddies. Averages calculated from all seal data (2004–2024) in 2° × 5° latitude-longitude boxes.
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submesoscale activity on the shelf, we decompose QMLE anomalies,
relative to the local space-timemean, into contributions from changes
in M2 and MLD (Methods).

In general, MLD exerts a stronger control overQMLE in dense shelf
regions (Fig. 5d), where the MLD seasonal cycle amplitude is large due
to convective mixing events in winter42,43. In these locations, around
75% of QMLE anomalies are associated primarily with a MLD anomaly,
which, in turn, reflect the MLD seasonal cycle (Fig. 5d). Thus, sub-
mesoscale fluxes peak in winter when mixed-layers are deepest (Sup-
plementary Fig. 2)—as in the temperate oceans26. Additionally, QVHF is
positive, on average, indicating anupwardheatflux (i.e., submesoscale
eddies warm the surface ocean). On the other hand, areas where QMLE

anomalies are controlled by M2—including the Amundsen and Bel-
lingshausen seas—exhibit a spatially averaged negative (downward)
QVHF. Thismeans that fronts are usually orientedwith coldwater on the
buoyant side of the front. Furthermore, submesoscale fluxes peak in
spring and fall (Supplementary Data Fig. 2), when the production of
surface lateral buoyancy gradients is maximized due to sea ice melt
and formation20,21. Therefore, distinguishing regions based on the
relative importance of M2 and MLD anomalies to the overall QMLE

variability is necessary to understand the seasonality and drivers of
submesoscale vertical fluxes.

Typically, M2 anomalies dominate QMLE variations in places with
greater M2 variance (Supplementary Fig. 3), which correspond to
locations where the time-meanM2 is elevated, such as the continental
slope andmargins (Fig. 4b). Additionally, sea ice processes are thought
to generate lateral buoyancy gradients that canenergize submesoscale
motions9,17. Indeed, MEOP data indicate enhanced M2 for marginal ice
zone (MIZ) conditions (0 < SIC < 0.8), based on collocated satellite sea
ice concentration (Fig. 5a). However, sea ice meltwater fronts are also
accompanied by stronger vertical stratification21, and thus increased

M2 in the MIZ does not necessarily lead to stronger submesoscale
turbulence (Fig. 5c). In fact, the mean M2, QMLE, and QVHF are weak
throughout much of the off-shelf area of the seasonal ice zone (Fig. 4).
This could be due to sampling bias, since meltwater fronts dissipate
quickly21, although observations are roughly evenly distributed across
different sea ice conditions (Supplementary Fig. 4). Therefore, per-
sistent frontal features linked to coastal and slope currents seem to
more efficiently energize submesoscales compared to sea ice melt-
water fronts.

Contribution of submesoscale fluxes to the heat budget
The magnitude of QMLE and QVHF increases poleward (Fig. 4), which
suggests that submesoscale fluxes are most important on the con-
tinental shelf. There, deepmixed-layers and frontal boundary currents
energize the upper ocean, and air–sea fluxes are weak due to higher
sea ice concentrations, which limit solar radiation penetration to the
surface ocean44.QVHF also exhibits notable zonal structure, particularly
on the shelf. In dense shelf water forming regions, including the
southern Weddell Sea43, Ross Sea45, and Prydz Bay46, QVHF is positive,
on average. In these locations, deep convection occurs inwinter due to
wind-driven sea ice transport and subsequent heat loss in coastal
polynyas47. Therefore, the positive QVHF, which opposes the intense
surface heat loss,maybe important in settingDense ShelfWater (DSW)
formation rates, and, through the export ofDSWdown the continental
slope, contribute to Southern Ocean overturning48,49. Submesoscale
heat fluxes are also likely key to springtime restratification in coastal
polynyas50, which impacts phytoplankton bloom initiation and bio-
geochemical cycling51.

In warm shelf regions, such as the Amundsen and Bellingshausen
seas, QVHF is negative, on average. In other words, cold water is typi-
cally on the buoyant side of the front, presumably because lateral

Fig. 5 | Physical drivers of submesoscale flux variability. Probability density
functions of the (a) logarithm of lateral buoyancy gradient (M2), (b) mixed-layer
depth (MLD), and (c) logarithmof balancedRichardsonnumber (Rib). For all panels,
profiles are sorted by the collocated sea ice concentration (SIC)—no ice, SIC =0

(red), marginal ice zone (MIZ), 0 < SIC< 0.8 (black), and full ice cover, SIC > 0.8
(blue). d The percent of profiles, in each 2° × 5° box, where a submesoscale buoy-
ancy flux anomaly is primarily associated with a MLD anomaly (see “Methods”).
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buoyancy gradients are driven by the input of cold, fresh water from
ice shelf melt—as opposed to dense shelf regions, which have much
lower meltwater content. Indeed, the location of the strongest down-
ward submesoscale heat fluxes coincides with areas previously iden-
tified as having significant meltwater content52–54. The link between
meltwater fronts and downward heat fluxes is also consistent with the
shallower depth of the maximum lateral buoyancy gradient in the
Bellingshausen as compared to the Weddell (Supplementary Fig. 5).
The negative values of QVHF in warm shelf regions suggest that sub-
mesoscale heat fluxes may promote sea ice formation by cooling the
surface ocean. This behavior is different from dense shelf regions,
where QVHF transfers heat upwards. Finally, in East Antarctica, except
for Prydz Bay, the mean QVHF is near-zero, despite QMLE values similar
to those in the rest of continental shelf (Fig. 4c). This aligns with the
“fresh" shelf regime, where vertical and horizontal temperature gra-
dients are weak due to limited onshore heat transport31. Thus, differ-
ences in hydrographic properties over the Antarctic continental shelf
also imprint on the submesoscale vertical fluxes and their role in the
mixed-layer heat budget.

Directly quantifying the submesoscale contribution to the upper-
ocean heat budget is difficult from observations. However, we can
compare the mean values of QVHF and QMLE to other terms in the
budget using a data-assimilating state estimate55,56. For example, the
ocean surface heat and freshwater fluxes in the Biogeochemical
Southern Ocean State Estimate (B-SOSE; Supplementary Fig. 6) are
similar in magnitude to those estimated from the MEOP data on the
continental shelf. For example, in the Bellingshausen Sea (70-100°W),
the mean seal-derived QVHF is −4.2 ± 2.3 W m−2, while the 2013-2023
mean surface ocean heat flux in B-SOSE is −10.9 ± 3.8 W m−2. The
restratification rates associated with mixed-layer baroclinic
instabilities37, Oð10�7 � 10�6 m2 s�3Þ, are also comparable in magni-
tude to the destratification associated with surface cooling from air-
sea exchange15. In the off-shelf SIZ, on the other hand, themeanQVHF is
less than 1 W m−2, which is an order of magnitude smaller than the
surface fluxes in B-SOSE over the same region (Supplementary Fig. 6).
This negligible mean QVHF is due to the weak lateral temperature gra-
dients across large swaths of the Southern Ocean seasonal ice zone. In
other words, the salinity-driven stratification at high latitudes permits
strong submesoscale buoyancy fluxes without requiring large heat
fluxes. Therefore, the nature of submesoscale heat transport in the
seasonal ice zone is different compared to other parts of the glo-
bal ocean.

Given that submesoscale processes are episodic, the limited data
coverage in certain regionsmaymiss strong events. For instance, large
data gaps exist in the Weddell and Ross sectors, as well as the East
Antarctic continental shelf (Fig. 1b). There is also a seasonal bias to the
entire dataset caused by the timing of seal tagging and molting
(Fig. 1e). Thus, regional-scalefluxmagnitudes are notwell constrained.
This is compoundedby theuncertainties associatedwith the individual
flux estimates. First, based on the measurement accuracy, there is an
uncertainty of 22% and 28% relative to the fluxmagnitude forQVHF and
QMLE, respectively (Methods). There is also uncertainty in applying the
parameterization to along-trajectory observations, since the para-
meterization assumes an idealized crossing perpendicular to the front.
Averaging over all possible angles leads to a root-mean-square error of
the buoyancy gradient amplitude by a factor of 1=

ffiffiffi
2

p
25. This, in turn,

causes a 50% reduction in the fluxmagnitude. In other words, ourQMLE

and QVHF are likely underestimates. Nevertheless, the regional-scale
patterns are robust since the random uncertainty associated with
the measurement accuracy is smaller than the systematic uncertainty
due to the seal sampling behavior. More extensive high-resolution
measurements, particularly in data-sparse regions, would help to
refine these submesoscale flux estimates and allow us to examine a
wider range of scales than the time-mean patterns identified in
this study.

It is also worth noting that the flux estimates presented here only
reflect mixed-layer baroclinic instabilities. These are a good proxy for
other submesoscaleprocesses including elevated frontal subduction57.
Still, submesoscale motions may be energized by other instabilities16—
including symmetric instability58 and inertial instability59— which are
difficult to constrain from seal-derived data but deserve further con-
sideration to form a more comprehensive view of submesoscale
dynamics in the seasonal ice zone. Wind-front interactions also need
additional investigation. Surface winds have been shown to alter the
magnitude of lateral buoyancy gradients20, acting to intensify or
weaken the front depending on the relative wind direction60. Fur-
thermore, cross-frontal wind-driven flows, and the associated Ekman
buoyancy fluxes, may be important to the seasonal mixed-layer
variability and heat budget21,61,62. For the data considered here, the
strongest submesoscale heat fluxes occurred under a wide range of
wind conditions (Supplementary Fig. 7), and the wind stress distribu-
tionduring these strong events is indistinguishable fromthatof the full
dataset (Supplementary Fig. 7c). Given the regionality in mixed-layer
eddies described here, future work should assess how wind-front
interactions may differ across different hydrographic regimes.

Discussion
The Southern Ocean seasonal ice zone is a dynamic region with a
critical role in Earth’s energy budget and the global overturning
circulation14,49,63. Sparse observations suggest that the SIZ is highly
energetic due to the production of lateral buoyancy gradients by sea
ice processes20,21,54,64. However, generalizing the insights from regional
process studies requires constraining large-scale patterns in sub-
mesoscale dynamics. Toward this end, we used hydrographic data
from seal-borne sensors to construct a circumpolar, observation-
based estimate of submesoscale vertical buoyancy and heat fluxes
across the Southern Ocean seasonal ice zone. These fluxes depend on
M2 andMLD, which exhibit substantial spatial variability within the SIZ.
Consequently, submesoscale vertical fluxes are also spatially variable,
and can be divided into three regimes (Fig. 6) that align with: i) the off-
shelf SIZ, as well as ii) dense and iii) warm continental shelves.

These regimes exhibit distinct vertical heat transport character-
istics, including magnitude, sign, and leading driver. In dense shelf
regions, where winter mixed-layers reach hundreds of meters deep,
submesoscale fluxes are controlled by MLD variations. QVHF is positive
(upward) and supports springtime restratification in coastal
polynyas47,50,51. By contrast, in warm shelf regions where ice shelf melt-
water input is strong52–54, there is generally cold water on the buoyant
side of the front. As a result, QVHF is negative (downward) and its varia-
bility is determinedprimarilybyM2 anomalies.On theotherhand,QVHF is
weak in East Antarctica and across much of the off-shelf sector of the
seasonal ice zone. Although sea ice melt generates lateral buoyancy
gradients throughout the SIZ, enhanced stratification associated with
sea ice meltwater fronts acts to suppress the vertical extent of sub-
mesoscale motions21. Furthermore, the strength of the eddy-induced
overturning streamfunction is not necessarily proportional to the tracer
flux; weak lateral temperature gradients acrossmuch of the seasonal ice
zone lead to small submesoscale heat fluxes in many regions. However,
other tracers that exhibit stronger upper-ocean gradients, such as
nutrients and dissolved inorganic carbon, may experience significant
vertical transport from submesoscale processes65,66.

Regional variations in submesoscale vertical heat transport must
be considered in order to determine the rectified effect of small-scale
processes on the upper-ocean heat budget and sea ice evolution. For
example, seasonal and interannual fluctuations in sea surface tem-
perature and sea ice concentration may be more sensitive to sub-
mesoscale flows in certain locations, such as boundary currents and
coastal polynyas. Continued examination of these spatial patterns is
necessary to understand the mechanisms driving sea ice variability
across a range of time scales, which may feed back onto long-term
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trends in ice area and extent. However, quantifying large-scale differ-
ences in fine-scale variability under sea ice is challenging from obser-
vations due to the low spatiotemporal resolution of most
oceanographic datasetswith circumpolar coverage. Therefore, despite
the assumptions inherent in estimating QMLE and QVHF from the MEOP
data (Methods), this study represents a key first step toward char-
acterizing regionality of submesoscale vertical fluxes within the
Southern Ocean seasonal ice zone. This, in turn, can inform the
upscaling of observational results from regional process studies, and
serve as a baseline for submesoscale-resolving model simulations.

Methods
This study uses in situ data from the Marine Mammals Exploring the
Oceans Pole to Pole (MEOP) program35. We analyze the quality-
controlled temperature and salinity data from the March 8, 2024 ver-
sion of the MEOP-CTD dataset. Sampling is uneven in the vertical,
designed tomaximize variance explained when linearly interpolated32.
The resolution ranges from 2–10 m in the top 100 m of the water
column, and 10–150mbelow that. Following the standard protocol for
the interpolated fields provided in the delayed-modeMEOPdataset, all
profiles are linearly interpolated onto a regular vertical grid with 1 m
resolution from the surface down to 1000 m or the dive depth. For
each profile, potential density referenced to the surface (σθ) and
buoyancy frequency (N2) are calculated using the Gibbs-Seawater
(GSW) Oceanographic Toolbox67. Mixed-layer depth (MLD) is defined
using a Δσθ = 0.03 kg m−3 density threshold68. The MLD is then used to
compute mixed-layer averages of various properties. For example,

mixed-layer buoyancy is given by

b= g 1� ρ
ρ0

� �
, ð1Þ

where g is gravitational acceleration, ρ is the potential density refer-
enced to the surface and averaged over the mixed-layer, and ρ0 is a
reference density (1027 kg m−3). For each seal trajectory, the mixed-
layer buoyancy is linearly interpolated onto an along-trajectory
horizontal grid with 500 m resolution36; then a Gaussian smoothing
window of 5 km is applied to account for the ± 5 km uncertainty in the
geolocating ability of the seal-borne CTD sensor69, although others
have suggested that the position uncertaintymay be larger than this70.
Nevertheless, from the horizontally smoothed buoyancy, we then
calculate the along-trajectory buoyancy gradient in the mixed-layer
and take this to be M2. Note that in reality, the along-trajectory
gradients reflects both spatial and temporal variability. Also, seals are
unlikely to sample fronts perpendicularly, so the magnitude of the
density gradient is likely underestimated71. Still, a previous study
found, by subsampling a high-resolution model along several seal
tracks, that calculating M2 from the MEOP data is a reasonable first-
order estimate36.

We also compute the balanced Richardson number (Rib), which is
a non-dimensional parameter that, when less than or equal to 1, indi-
cates that the water column is susceptible to the development of

Fig. 6 | Mean submesoscale dynamical regime distribution. Schematic sum-
marizing the three dynamical regimes, which are identified based on the mean
submesoscale heat flux (QVHF) distribution. Namely, regions where the time-mean

submesoscale vertical heat flux is positive (red), negative (blue), and negligible
(yellow), which corresponds to the relative control of mixed-layer depth (MLD)
versus lateral buoyancy gradient (M2) variations.
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submesoscale instabilities34,41. It is defined as

Rib =
N2f 2

M4 , ð2Þ

where f is the Coriolis parameter, and the buoyancy frequency (N2) and
lateral buoyancy gradient (M2) are given by

N2 =
∂b
∂z

, M2 =∇hb: ð3Þ

In practice, in order to compute Rib from the MEOP data, we calculate
N2 in the center of the mixed-layer using the GSW Toolbox67 and take
M2 to be the along-trajectorymixed-layer buoyancy gradient. Here, and
in the rest of the analysis, wemask outM2 for consecutive profiles that
are separated by more than 15 km, although the results are not
sensitive to this threshold. While 15 km is larger than the local Rossby
radius of deformation, the fronts need not be at the deformation
radius since Equation (4) below assumes that submesoscale baroclinic
instabilities are energized by larger-scale lateral gradients (e.g., from
mesoscale structures). To estimate submesoscale vertical fluxes, we
utilize a parameterization for the overturning induced by mixed-layer
baroclinic instabilities37, which is expressed as an two-dimensional
overturning streamfunction with units m2 s−1:

Ψ=CE
M2H2

j f j μðzÞΛ, ð4Þ

where CE is an empirical coefficient taken to be 0.0634,37, M2 is the
lateral buoyancy gradient, H is the mixed-layer depth, f is the Coriolis
parameter, and μ is a vertical structure function that ranges from 0 (at
the surface andmixed-layer depth) to 1. We take μ to be 1 to represent
that maximum value in the water column, which may be at the center
of the mixed-layer or closer to the mixed-layer base72. Λ is a sea ice
concentration dependent scaling factor that accounts for the damping
of eddies by sea ice cover. Following Shrestha & Manucharyan (2022),
this takes the form of a step function,

Λ =
1 SIC≤0:7

0:26 SIC >0:7

�
ð5Þ

Although the overturning streamfunction decays to 0 at themixed-layer
base by definition, subsequent work has shown that the vertical decay
scale of a tracer anomaly due to mixed-layer baroclinic instability
depends on N73. In regions, such as the Southern Ocean, with weak
vertical stratification, the extent of baroclinic instability may penetrate
well below the mixed layer74. Using this streamfunction, and following
methods similar to those in Biddle & Swart (2020), we calculate an
equivalent buoyancy flux associated withmixed-layer eddies, expressed
as an energy flux with units W m−2. This is a standard application of the
parameterization34,75–77, which is based on the notion that baroclinic
instabilities restratify the mixed layer by flattening isopycnals. Although
these submesoscale eddies move denser water downward and lighter
water upward along isopycnals (i.e., adiabatically), the net effect is
similar to that of a vertical buoyancy flux in that it stabilizes the mixed
layer. So, while the mechanism being invoked is adiabatic, the
restratification can be associated with an “equivalent” buoyancy flux,

QMLE =
cpρ

αg
ΨM2, ð6Þ

where cp is the specific heat capacity, ρ is the mixed-layer density, α is
the thermal expansion coefficient, and g is gravitational acceleration.
cp and g are constants, and all other parameters are calculated from the
MEOP data using the GSW package67. QMLE is positive-definite since it

depends on the square of the lateral buoyancy gradient. In other
words, the effect ofmixed-layer eddies is always to restratify. Note that
the actual vertical heat flux is not always positive, if stratification is not
temperature-driven.

In the high-latitude Southern Ocean, where salinity controls the
stratification, it is possible to have cold water on the buoyant side of
the front, which is advected upward by the submesoscale overturning.
The vertical heat flux induced by mixed-layer eddies, QVHF, is calcu-
lated as

QVHF = cpρΨθx , ð7Þ

following Spungin et al. (2025), where the parameters are identical to
Equation (6) except for θx, which is the along-trajectory gradient in
mixed-layer potential temperature. Importantly, QVHF can be either
positive or negative. A positive (upward) flux occurs when the along-
trajectory mixed-layer buoyancy and temperature gradients have the
same sign, i.e., when warm water is on the buoyant side of the front.
Conversely, a negative (downward) flux arises when colder water sits
on the buoyant side of the front.

There are several different sources of uncertainty in the calcula-
tion of QMLE and QVHF. First, the data itself goes through the standard
quality control procedure, which includes salinity adjustments using a
pressure-dependent linear correction derived by comparison to ship-
board CTD profiles78,79, a thermal cell correction for both temperature
and salinity32,80, and a density inversion removal algorithm81. Following
these adjustments, the individual profiles have an accuracy of
± 0.04 °C for temperature and ± 0.03 g/kg for salinity32. Based on this
measurement accuracy, we can generate possible realizations of the
input temperature and salinity, and propagate this through the sub-
mesoscale flux calculation, using a Monte Carlo simulation with 5000
iterations. This indicates an uncertainty of 22% and 28% relative to the
flux magnitude for QVHF and QMLE, respectively. There is also uncer-
tainty in applying the parameterization to along-trajectory observa-
tions, since the parameterization is based on a perpendicular front
crossing. Averaging over all possible angles leads to a root-mean-
square error of the buoyancy gradient amplitude by a factor of 1=

ffiffiffi
2

p
;

sinceQMLEdepends on the buoyancy gradient squared, thismeans that
the submesoscale flux will be underestimated by a factor of 2 due to
the uncertainty associated with frontal orientation, assuming the seals
sample submesoscale fronts at a randomly distributed angle25.

QMLE, as calculated from Equation (6), varies primarily as a func-
tion of M2 and H. In order to isolate the impact of each property, we
apply a Reynold’s decomposition to separate QMLE into mean and
fluctuating components:

QMLE +Q
0
MLE =K M4 + ðM4Þ0

� �
H2 + ðH2Þ0

� �
=K M4 H2 +M4 ðH2Þ0 +

h

ðM4Þ0 H2 + ðM4Þ0 ðH2Þ0
i
,

ð8Þ

where K is equal to
CEcpρμ
fαg , which is assumed to be approximately

constant. Note that we have separated M 4 and H2 into mean and fluc-
tuating components rather thanM2 and H, which would result in more
cross-terms. These cross-terms can be sizable because fluctuations in
M2 can be large relative to the mean. By following Equation (8), the
linear terms in the decomposition dominate the variance. Although,
note that M4 and H2 are being treated as new derived variables with
their own mean and fluctuation structure. This is still relevant to our
goal of attributing QMLE anomalies to mixed-layer depth versus lateral
buoyancy gradient variations. If we consider an instantaneous flux
anomaly, the anomaly-mean terms (M4 ðH2Þ0 and ðM 4Þ0 H2) allow us to
partition the variance inH 2 ⋅M 4 to variance inH2 andM 4, respectively.

In Fig. 5, we take QMLE to be the mean value in 2° × 5° latitude-
longitude boxes, and Q0

MLE to be the anomaly from the local box
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average. This same, relatively coarse, 2° × 5° grid is used in
Figs. 4 and 6, and was selected so that most boxes have > 100 profiles
(Fig. 1b) and at least 6 unique months (Supplementary Fig. 8). In other
words, to minimize sampling alias such that the box averages reflect
regional-scale patterns.However, we primarily interpret thesepatterns
qualitatively, so results are not sensitive to the precise horizontal grid.
It should be noted that Q0

MLE , which is defined relative to the local
space-time mean, reflects processes occurring at different scales. For
example, MLD anomalies primarily represent seasonality, whereas M2

anomalies express fluctuations from hours to days. Although the high-
frequency M 2 changes themselves may vary seasonally due to
seasonal-scale transitions in sea ice state. Nevertheless, we can still
consider the terms ofQ0

MLE from the Reynold’s decomposition in order
to determine the dominant driver of QMLE variability in different
locations. Namely, we regress the observed QMLE anomaly onto the
M4 ðH2Þ0 and ðM4Þ0 H2 terms. Comparing the relative magnitude of the
correlation coefficients allows us to associate a given QMLE anomaly
with either a MLD anomaly or M2 anomaly. Figure 5d shows the per-
centage of profiles within each latitude-longitude box where a QMLE

anomaly is associated primarily with a MLD anomaly (i.e., correlation
with the M4 ðH2Þ0 term is higher).

In addition to the MEOP dataset, we also utilize daily passive
microwave sea ice concentration from the NOAA/NSIDC Climate
Data Record, Version 3 with 25 km resolution82, and daily averages of
wind stress magnitude (∣τ∣) from the 0.25° resolution ERA5
reanalysis83. Supplementary Fig. 6 shows the mean ocean surface
heat and freshwater fluxes from the Biogeochemical Southern
Ocean State Estimate (B-SOSE)56. B-SOSE is a data-assimilating state
estimate that constrains a general circulation model with satellite
and in situ observations. Here, we use Iteration 155, which has 1/6°
horizontal resolution and runs from 2013 to 2023. The freshwater
flux was converted to units of W m−2 by assuming a latent heat of
vaporization of 2.5 × 106 J kg−1.

Data availability
TheMarch 8, 2024 version of theMEOP-CTDdataset is available online
at: http://meop.net/. TheNOAA/NSIDCdaily sea ice concentration data
is available online at: http://nsidc.org/data/g02202/. The ERA5 reana-
lysis is available to download at: https://cds.climate.copernicus.eu/
datasets/reanalysis-era5-single-levels. Iteration 155 of the Biogeo-
chemical Southern Ocean State Estimate is available at: http://sose.
ucsd.edu/.

Code availability
The code necessary to conduct the analysis in this study is available on
Zenodo at (https://doi.org/10.5281/zenodo.16919844 ).
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