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A review: applications of the phase field method in predicting
microstructure and property evolution of irradiated nuclear
materials
Yulan Li1, Shenyang Hu1, Xin Sun1 and Marius Stan2

Complex microstructure changes occur in nuclear fuel and structural materials due to the extreme environments of intense
irradiation and high temperature. This paper evaluates the role of the phase field method in predicting the microstructure evolution
of irradiated nuclear materials and the impact on their mechanical, thermal, and magnetic properties. The paper starts with an
overview of the important physical mechanisms of defect evolution and the significant gaps in simulating microstructure evolution
in irradiated nuclear materials. Then, the phase field method is introduced as a powerful and predictive tool and its applications to
microstructure and property evolution in irradiated nuclear materials are reviewed. The review shows that (1) Phase field models
can correctly describe important phenomena such as spatial-dependent generation, migration, and recombination of defects,
radiation-induced dissolution, the Soret effect, strong interfacial energy anisotropy, and elastic interaction; (2) The phase field
method can qualitatively and quantitatively simulate two-dimensional and three-dimensional microstructure evolution, including
radiation-induced segregation, second phase nucleation, void migration, void and gas bubble superlattice formation, interstitial
loop evolution, hydrate formation, and grain growth, and (3) The Phase field method correctly predicts the relationships between
microstructures and properties. The final section is dedicated to a discussion of the strengths and limitations of the phase field
method, as applied to irradiation effects in nuclear materials.
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INTRODUCTION
High energy particle (such as neutron, ion, and electron) radiation
can create major changes in the shape and thermo-mechanical
properties of nuclear fuels and structural components of nuclear
reactors. These changes are caused by radiation-induced
evolution of compositions and microstructures. The main effects
of radiation on reactor materials are: (1) dimensional change
associated with gas bubble swelling, void swelling, grain growth,
and creep;1–5 (2) loss of ductility and increase in ductile-brittle
transition temperature (DBTT) due to the formation of second-
phase precipitates, self-interstitial atomic (SIA) loops, and disloca-
tion networks;6, 7 (3) oxidation and corrosion accelerated by high
temperature, fission products, and radiation damage;8–10 and
(4) local and bulk changes in chemical composition, including
irradiation-enhanced segregation of alloy components and phase
separation.11–17 Figure 1 shows typical microstructures observed
in irradiated materials.9, 18–21 The radiation-induced heterogeneity
of the microstructures depends on the initial phase and defect
structure of the fresh (non-irradiated) materials and on the type
and severity of the radiation environment. Fundamental under-
standing of heterogeneous three-dimensional microstructure
evolution is crucial to the development of advanced radiation
tolerant materials that can significantly improve the life extension
of current reactor fleet and impact advanced reactor designs.
Over the past three decades, molecular dynamics (MD) methods

have been extensively used to study the thermodynamic and
kinetic properties, generation, and interaction (annihilation,

absorption, and emission) of irradiation defects as well as the
physical mechanisms of defect evolution.22–26 The results of
classical MD simulations can be enhanced by capturing quantum
effects. To that end, density functional theory (DFT) calculations
have been increasingly employed to evaluate thermodynamic and
kinetics properties of irradiation defects in alloys and nuclear
fuels.27–30 In addition, methods of kinetic Monte Carlo (kMC),31–34

Object kinetic Monte Carlo (OkMC),35–37 cluster dynamics38, 39 and
rate theory36, 37, 40–42 have been used extensively to study long-
time evolutions of defects and defect clusters in radiation
environments. It was demonstrated that atomistic simulations
can provide the thermodynamic and kinetics properties of
radiation-induced defects and defect clusters, while kMC and rate
theory can predict defect cluster evolution. However, there are
significant challenges in using these methods to predict the three-
dimensional (3-D) mesoscale microstructure evolution—as shown
in Fig. 1—and the subsequent impact on thermo-mechanical
properties such as thermal conductivity degradation, hardening,
and DBTT. To understand material property degradation, one of
the key issues is to develop the modeling capability to predict the
microstructure evolution, the relationship between microstructure
and properties, and the impact of microstructural changes on the
material response to applied fields.
Microstructure evolution in irradiated nuclear materials is a

complex process that covers large time and length scales, ranging
from individual atomic events, such as point defect generation
during radiation cascades on the scale of femtoseconds and
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nanometers, to long-term diffusion and grain size and shape
evolution on the scale of years and micrometers.13, 43–45

Microstructure changes under radiation often involve coupled
material processes such as: generation of defects associated with
neutron radiation and transmutation reaction; diffusion and
accumulation of vacancies, SIAs, their clusters, solute atoms, and
fission products; and phase transition such as radiation-induced
dissolution and the formation of second-phase particles, voids, gas
bubbles, and SIA loops. Furthermore, under radiation, defects are
produced randomly in time and space. The spatial and time
dependence of defect generation coupled with long-range
interaction with structural defects such as grain boundaries
(GBs) introduces heterogeneity in chemistry and microstructure,
adding to the challenges of microstructure evolution modeling.
The phase field (PF) method, as a powerful mesoscale

simulation tool, has been successfully applied to predict complex
3-D microstructure evolution kinetics in important materials
processes, such as solidification and melting, ferroelectric and

ferromagnetic phase transition, phase-separation and precipita-
tion, martensitic transition, dislocation dynamics, twinning and de-
twinning, and electrochemical processes. The PF method is based
on the fundamental thermodynamic laws, the kinetics of defects
in the system under examination, and the understanding of the
mechanisms behind the material processes. It has multiple
advantages that include:(1) no prior assumption on microstructure
morphology, (2) no need to explicitly track the location of
interfaces, (3) multi-dimensional (two-dimensional (2-D), 3-D),
computationally efficient representation of multiple material
processes with short- and long-range interactions, and (4) multi-
dimensional (2-D, 3-D), computationally efficient representation of
inhomogeneous and anisotropic properties of defects and
materials. Applications of the PF method in predicting micro-
structure evolution in solidification and solid state phase transition
have been reviewed in several articles.46–53

During the past decade, the PF approach has been applied to
study microstructure evolutions in irradiated nuclear materials

Fig. 1 a Scanning electron microscope (SEM) image of gas bubble structure in UO2 (ref. 21); b Cross-section electron backscatter diffraction
(EBSD) image of oxide layers on ferritic/martensitic (F/M) steels that exposed at 500 °C to low oxygen concentration (25 parts-per-billion or
ppb) supercritical water (SCW) for 505 h. Yellow: Magnetite Fe3O4, Blue: Spinel (Fe,Cr)3O4, Red: base metal F/M (ref. 9); Bright-field image of zone
denuded of phase precipitate in EP-450 (ref. 19); d Effect of tensile stress on helium gas bubble structures in Fe-17wt%Cr-17wt%Ni after
annealing at 1023 K for 60 h (ref. 20)
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such as gas bubble evolution in nuclear fuels,54–62 void formation
and evolution,63–73 void and gas bubble lattice formation,62, 74

void migration under temperature gradient,75–77 SIA loop growth
kinetics,78–80 precipitation,81–90 grain growth and recrystalliza-
tion.91–95 Millett and Tonks reviewed the application of PF models
in predicting void and gas bubble evolution.96 The PF method also
has been used to study the effect of microstructures on material
property degradation including radiation-induced void and gas
bubble swelling.55, 65, 91, 97–108 Although the PF method has been
used to simulate a large number of radiation-induced micro-
structure evolution phenomena, direct validation of PF models
published in the literatures is difficult because most current PF
models only addressed one or a couple of multiple microstruc-
tures in irradiated materials. Furthermore, there was very limited
experimental data for the validation of specific microstructures
and processes. However, the method has demonstrated its
ability to describe complex material processes and the associated
3-D microstructural changes. This work aims to review the various
applications of PF method in predicting microstructure evolution
of irradiated nuclear materials and discuss the challenges and
areas of potential rapid improvement. The paper is organized as
follows: the PF approach is introduced in the next section. Then,
the reviews of the important applications of the PF approach in
modeling microstructure evolution in irradiated nuclear materials
and the application of the PF method in predicting the relation-
ship between microstructure and materials properties and
material response are given in the followed 2 sections, respec-
tively. The final section offers conclusions based on the state-of-
the-art PF simulations while answering important questions:
“What does the PF method provide to the understanding of
radiation effects, that other methods cannot?”, “How can a free
energy minimization method describe irradiation effects?”, “Is the
PF method qualitative or quantitative?” and “Is the PF method
computationally efficient?”

INTRODUCTION OF THE PF METHOD
The irradiated material’s microstructure is inherently inhomoge-
neous in composition and features.46 In the PF method, two sets
of field variables are used to describe the microstructure. One is
the concentration field that describes the spatial distributions of
species of interest, including impurity, fission gas atoms,
vacancies, SIAs, etc. The other is the order parameter field, which
describes the spatial distributions of microstructural features, such
as crystal structures, crystal orientations, voids, dislocation loops,
gas bubbles, and/or ferromagnetic domains. In the assumption of
a chemically closed system, the concentration field is conserved
while the order parameter field is not. All of the field variables in
PF models change smoothly across the interface. Therefore, the
interfaces are diffuse (not sharp). The diffuse interface does not
need to explicitly track the exact location of interfaces, and can
eliminate the singularity of fields at the interface such as the stress
fields. This key characteristic of the PF method considerably
improves the efficiency of the computation compared to sharp
interface microstructure evolution methods, for example, the level
set approach,109 which needs to track the location of interfaces.
As discussed in the previous section, microstructure evolution in
irradiated nuclear materials usually involves multi-component
diffusion and multi-phase transition. Thus, the concentration field
is represented by a concentration vector c = {c1(x,t),c2(x,t),···,cM(x,
t)}, and the order parameter field is represented by an order
parameter vector η = {η1(x,t),η2(x,t),···,ηN(x,t)}, where M and N are
the total number of species and phases and/or structures of
interest. Here x = (x1,x2,x3,) is the spatial coordinate, and t is the
time. The total free energy of the system expressed in terms of the

PF variables c and η is given by:

F ¼
Z
V
½f chðc;ηÞ þ f gradðc;ηÞ þ f lrðc; ηÞ�dV ; ð1Þ

where V is the volume of the considered system; fch is the
chemical free energy density; fgrad is the gradient energy density
associated with the interfacial energy and can be expressed
generally as

f gradðc;ηÞ ¼
X
m

1
2
κcmð∇cmÞ2 þ

X
n

1
2
κηnð∇ηnÞ2; ð2Þ

where ∇ ¼ ∂
∂x1 þ ∂

∂x2 þ ∂
∂x3, κcm(m = 1,…,M) and κηn(n = 1,…,N) are

the gradient coefficients for concentration cm and order parameter
ηn, respectively. The gradient terms result in diffuse interfaces in
PF modeling. In this formulation, f lr is the long-range interaction
energy density that may include elastic energy, magneto-static
energy, etc. The evolution of c ¼ fc1; c2; � � � ; cMg and
η ¼ fη1; η2; � � � ; ηNgfollows the time-dependent Cahn-Hilliard110

and Ginzburg-Landau or Allen-Cahn equations,111 respectively:

∂ci
∂t

¼ ∇ �
X
j

Mij∇
δF
δcj

� �
þ ξ i þ _gi þ _γi þ _Si ; ði ¼ 1; 2; � � � ;MÞ;

ð3Þ
∂ηρ
∂t

¼ �Lρ
δF
δηρ

þ ξρ ; ðρ ¼ 1; 2; � � � ;NÞ; ð4Þ

where Mij is the chemical mobility tensor, Lρ is the interface
mobility, ξ i and ξρ are the thermal fluctuations. The last three
terms in Eq. (3) describe the rates of generation, reaction, and sink
of species i, respectively, in an irradiation environment. For
vacancies and interstitials, the generation rate _gi can be calculated
by _gi ¼ GNRTð1� ΩRÞð1� θiÞ, where GNRT is the total production
rate of displacements per atom (dpa), which can be calculated
using the model proposed by Norgett, Robinson, and Torrens,
known as the NRT standard.112 Here ΩR is the fraction of defects
recombined in cascades relative to the NRT standard value, and θi
is the fraction of clustered vacancies (i = vac) or SIAs (i = int). For
fission gas (i = gas), the generation rate can be calculated by
_ggas ¼ _f Ygas, where _f is the fission rate and Ygas is the yield of gas
atoms per fission. _γi is the reaction rate, which is proportional to
diffusivity and concentrations of the interacted species. For
example, by considering the recombination of vacancies and
interstitials, _γi ¼ μRDintcvaccint where μR is the recombination
coefficient, Dint is the diffusion coefficient of interstitials; cvac and
cint are the concentrations of vacancies and interstitials, respec-
tively. _Si is the sink rate. For vacancies and interstitials, it can be
calculated as _Si ¼ �k2i Dici; ði ¼ vac; intÞ, where k2i is the sink
strength. There are a number of publications devoted to the
derivation of sink strengths. The parameters, _gi , _γi , and _Si , could be
described by the expressions derived from the rate theory.112, 113

It is important to note that the sink strength and reaction rates can
be described by both the mean field method and the rate theory.
For instance, sink strength depends on the interaction energy
between the sink and defects while reaction rate depends on the
reaction energy barriers. Once the interaction energy and reaction
energy barriers are known, e.g., calculated from atomistic
simulations, the interaction energy can be added to the local
chemical free energy while the reaction energy barrier can be
used to calculate the local reaction rate. Thus, inhomogeneous
and time evolving sinks and reaction rate can be taken into
account in the PF model if the sink is described by PF variables.64

Recently, Hochrainer and El-Azab developed a sharp interface
model in the thermodynamic and kinetic framework to study the
defect reaction kinetics at interface and void growth kinetics.73

The sharp interface model can be used to numerically validate the
PF models and determine model parameters of interface reaction
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in PF models. For the defect generation, it is straightforward
to introduce a spatial-dependent generation of defects into PF
models based on the MD simulations of cascades.114

Equations (1–4) present a general description of a multi-
component, multi-phase PF model. The PF models have previously
been classified into types A, B, and C115, 116 analogous to the well-
known classification of the dynamic critical phenomena models in
condensed-matter physics by Hohenberg and Halperin.117 For a
system with multicomponent and multiphase, one can usually
compute the free energies of different phases from thermo-
dynamic calculations such as CALculation of Phase Diagrams
(CALPHAD). In the CALPAHD method, the free energies of different
phases are described as functions of concentrations, temperature,
and pressure. The functions may have different forms ranging
from ideal or regular solutions to multiple sublattice thermo-
dynamic models. Therefore, the manner in which the total free
energy functional is constructed with the known chemical free
energies and PF variables will determine the evolution equations
of the PF model. For these reasons, we categorize the PF models
into four types according to the free energy formulation:
Model 1 (CH): The free energy and microstructure are

completely described by the concentration field c ¼ fc1;
c2; � � � ; cMg. The total free energy is calculated by F ¼ R

V ½f chðcÞþ
f gradðcÞ þ f lrðcÞ�dV . The microstructure evolution is controlled by
the Cahn-Hilliard (CH) Eq. (3).
Model 2 (GL or AC): The free energy and microstructure

are completely described by the order parameter field η ¼ fη1;
η2; � � � ; ηNg. The total free energy is calculated by F ¼ R

V ½f chðηÞþ
f gradðηÞ þ f lrðηÞ�dV . The microstructure evolution is controlled by
the time-dependent Ginzburg-Landau (GL) or Allen-Cahn (AC)
Eq. (4).
Model 3 (WBM): The free energy and microstructure are

described by both concentration field c ¼ fc1; c2; � � � ; cMg and
order parameter field η ¼ fη1; η2; � � � ; ηNg. The total free energy is
calculated by F ¼ R

V ½f chðc;ηÞ þ f gradðηÞ þ f lrðc;ηÞ�dV . For a two-
phase coexistent system with α phase and β phase, the chemical
free energies, fα(c) and fβ(c), for the two respective phases are
known, and one order parameter, η, is used to describe different
structures of two-phases. The chemical free energy density fch(c;η)
of two-phase coexisted system is defined as

f chðc; ηÞ ¼ hðηÞf αðcÞ þ ½1� hðηÞ�f βðcÞ þ wgðηÞ; ð5Þ

where h(η) is a shape function related to the volume fraction of α
phase at material point x. g(η) is a double-well potential, and w is
the height of the double-well potential. Wheeler, Boettinger, and
McFadden proposed this so-called “WBM” model for the first time
in considering binary alloys.118 The WBM model assumes that α
and β phases have the same concentration but different volume
fraction at point x. The microstructure evolution is controlled by
the time-dependent Cahn-Hilliard (Eq.(3)) and Ginzburg-Landau
Equations (Eq. (4)).
Model 4 (KKS): The free energy and microstructure are

described by both concentration field c ¼ fc1; c2; � � � ; cMg and
order parameter field η ¼ fη1; η2; � � � ; ηNg. The total free energy is
calculated by F ¼ R

V ½f chðc;ηÞ þ f gradðηÞ þ f lrðc;ηÞ�dV . For a two-
phase coexisted system, for example, α and β phases, and the
chemical free energies, fα(c) and fβ(c), for the α phase and β phase
are known, one order parameter, η, is introduced to describe the
microstructure of two-phase system. The chemical free energy
density fch(c;η) is defined to be the same as Eq. (5), as used in
the WBM model, i.e., Model 3. However, Model 4 assumes that
the α and β phases at point x have different concentrations cα ¼
fcα;1; cα;2; � � � ; cα;Mg and cβ ¼ fcβ;1; cβ;2; � � � ; cβ;Mg, respectively, yet

with the same chemical potential

∂f αðcαÞ=∂cα;i ¼ ∂f βðcβÞ=∂cβ;i ; ði ¼ 1; 2; � � � ;MÞ and
c ¼ hðηÞcα þ ð1� hðηÞÞcβ:

ð6Þ

The model was developed by SG Kim, WT Kim, and Suzuki for a
binary alloy system.119 The microstructure evolution is controlled
by the time-dependent Cahn-Hilliard (Eq. (3)) and Ginzburg-
Landau equations (Eq. (4)).
Model 1or Model 2 can be used if the material microstructure

is completely described by the concentration field or order
parameter field. Typical examples can be found in phase
separation75 and grain growth,91 respectively. In Model 3 (WBM),
every point is assumed to be a mixture of the coexisting phases
with the same composition and different volume fractions.
Differently, Model 4 (KKS) assumes that the material is a mixture
of the coexisting phases, which have the same chemical potential
but different concentrations and volume fractions. For Models 2
and 4, through equilibrium and thin interface limit analyses, one
can establish the relationships between model parameters and
material properties. For Models 1 and 3, since the bulk free energy
contributes to the interfacial energy, there is no analytical solution
to determine the model parameters. Hence, numerical methods
have to be used to determine model parameters. In addition, the
advantage of Model 4 is that one can artificially increase the
interface thickness while maintaining the thermodynamic and
kinetic properties of interfaces (interfacial energy and mobility). As
a result, the physical domain of simulation cell and simulation
time step can be increased.
By numerically solving the two groups of equations together

with appropriate boundary conditions and constraint conditions,
including mechanical and chemical equilibriums, one can obtain
the spatial and temporal distributions of the PF variables c ¼
fc1; c2; � � � ; cMg and η ¼ fη1; η2; � � � ; ηNg, hence the quantitative
descriptions of the microstructure of interest. To simulate
and predict material microstructure evolution under irradiation,
it is essential to: (a) choose proper PF variables according
to the physical phenomena associated with the material
process of interest; (b) develop a thermodynamic model by
accounting for the main driving forces of microstructure
evolution; and (c) correctly describe irradiation defect evolution
kinetics, such as one-dimensional motion of SIAs and
defect emission, and its impact on thermodynamic and kinetic
properties of the system (e.g., phase stability and solute mobility).
In the next section, we will review several applications of the PF
method in predicting microstructure evolution of irradiated
nuclear materials.

Table 1. Applications of PF method in radiation-induced
microstructure evolution

Radiation-induced microstructure evolution phenomenon References

Gas bubble evolution 54–62

Void formation and evolution 63–73

Void and gas bubble lattice formation 62, 74

Void migration 75–77

SIA loop growth and sink strength 78–80

Segregation and precipitation 81–90

Grain growth and recrystallization 91–95
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SIMULATIONS OF DIFFERENT PHENOMENA IN RADIATION-
INDUCED MICROSTRUCTURE EVOLUTION
Application of the PF approach in irradiated nuclear materials has
attracted growing interest because of its unique capability in
predicting 3-D microstructure evolutions in a multi-component
and multi-phase system. In the past decade, PF models have been
used to simulate a number of important microstructure evolution
phenomena and their subsequent impact on material thermo-
mechanical properties in irradiated materials. Table 1 summarizes
the most important applications of the PF method in the
irradiated materials domain. In this section, we evaluate in brief
the merit, capability, and limitations of the different models.

Gas bubble evolution
With increasing burn up (advance of the fission reactions or time
in the reactor), due to the extremely low solubility of fission gas
atoms in nuclear fuels, fission gas atoms precipitate and form
gas bubbles. The evolution of gas bubbles affects not only fission
gas release but also the thermomechanical properties of fuels,
including thermal conductivity and volume swelling, which
directly impacts nuclear fuel performance and structural integrity.
Therefore, understanding and predicting gas bubble evolution
kinetics and its subsequent impact on material properties are
crucial for scientific design of advanced nuclear fuels, optimizing
fuel operation, and reducing uncertainty in operational and safety
margins.
Stan et al.54 proposed, for the first time, a simple PF model to

simulate the evolution of gas bubbles in an irradiated material. In
a later work,55 a more sophisticated PF model for gas bubble
evolution in a polycrystalline was developed. The model
considered the coexistence of two phases, i.e., gas bubble and
matrix phases. The gas bubbles were assumed to be complex,
consisting of gas atoms and vacancies. Gas atom concentration
c1(x,t) = cgas(x,t) and vacancy concentration c2(x,t) = cvac(x,t) were
considered as the PF variables. The chemical free energy
employed in this study belongs to Model 1, with the free energy
being a function of concentrations only. The matrix phase
consisted of a polycrystal with dislocations. The GBs and
dislocations in the model did not evolve with time and were
considered as spatially stationary defects. Their impact on the
diffusion of vacancies and gas atoms was through the long-range
elastic interaction due to local lattice mismatches.The ratio
between gas atoms and vacancies inside the gas bubbles was
assumed to vary with gas bubble size in order to satisfy the
equation of state of the gas phase. This model enables (1) the
study of the effect of elastic interaction among the gas bubbles,
diffusive gas atoms and vacancies, dislocations, and GBs on gas
bubble nucleation and growth; (2) the examinations of the effect
of the thermodynamic and kinetic properties of gas atoms and
vacancies on gas bubble evolution kinetics.
Radiation-induced gas resolution, one of the important

mechanisms influencing gas bubble evolution kinetics, was
integrated into a modified model in the work.56 Millett et al.58

simulated the evolution of gas bubbles in a polycrystal using the
PF method and Model 3 was used to describe the chemical free
energy. Their model considered the co-evolution of gas bubbles
and grains so captured the dynamic interaction between intra-
granular gas bubble and grain growth. Millett et al.59, 60 further
improved the model to capture the morphology of inter-granular
gas bubbles. The model assumed that the equilibrium concentra-
tion of gas atoms was 1 inside gas bubbles and 0 in the matrix.
Then, a free energy formulation consistent to Model 2 was
constructed to describe the inter-granular gas bubbles in
polycrystalline materials. The order parameter field of gas
concentration satisfied the Cahn-Hilliard equation while the order
parameter fields of grain orientations satisfied the Allen-Cahn
equation. With the assumed thermodynamic model, an analytical

formula between model parameters (gradient coefficients and
height of double wells) and material properties (the interfacial
energy and interface thickness) can be obtained by thin interface
analysis. Thus, the model allowed one to study the effect of gas
bubble wetting angle at GBs on gas bubble evolution and gas
release kinetics. The initial bubble density and bubble shape were
found to have a strong influence on the rate of bubble percolation
and gas release.
The evolution kinetics of intra-granular fission gas bubbles in

UO2 fuels under post-irradiation thermal annealing conditions was
studied using the PF method61 that employed Model 4 (KKS),
instead of Model 1 used in ref. 55, in an attempt to employ a
physics-based description of chemical free energies. The free
energy functional and model parameters were evaluated from
atomistic simulations and experiments, while the critical nucleus
size of gas bubbles and gas bubble evolution were simulated in a
3-D simulation cell. A linear relationship between logarithmic
bubble number density and logarithmic mean bubble diameter
was predicted and resulted in good agreement with the
experimental data.
Very recently, a more comprehensive PF model of gas bubble

evolution in nuclear fuels was developed.62 The model took into
account the spatial-dependent generation of defects, radiation-
induced dissolution, elastic interaction, and one dimensional
migration of interstitials and was used to examine the mechanism
of Xe gas bubble superlattice formation in irradiated UMo metallic
fuels. The simulation showed that the fast one dimensional
migration of SIAs along <110> directions was the dominant
mechanism for the fcc Xe gas bubble superlattice formation in bcc
UMo fuels.
Gas bubble evolution in irradiated nuclear materials is a

complex process that involves mechanisms such as gas bubble
homogeneous and heterogeneous nucleation, small gas bubble
migration, radiation-induced dissolution, strong anisotropic
mobility of defects, elastic interaction, the transition between
gas bubbles and voids, and grain growth/recrystallization.
Coupling all these mechanisms, as difficult as it is, must be
considered in the extension of the current PF models to
quantitatively predict critical effects of radiation on microstruc-
tures such as porosity evaluation, changes in grain sizes, and gas
bubble-induced swelling.

Void nucleation and evolution
There are several works involving PF modeling of void evolution
kinetics.63–73 Vacancy concentration c1(x,t) = cv(x,t) and order
parameter η(x,t) were used to describe a system containing voids
and the matrix. The chemical free energy in the form of Model 3
was employed to simulate void nucleation and growth in both
single-crystal63 and polycrystalline metals.64 For the polycrystalline
case, the static GBs acted as sinks or sources of vacancies
in the form of �SGBv ð1� ΦÞðcv � ceqv Þ, where Φ ¼ PP

i¼1 φ
2
i with φi

representing a unique grain orientation (see ref. 120 for a
description of the polycrystalline model typically used in PF
models). Here ceqv was the thermal equilibrium vacancy concen-
tration in the solid. The parameter SGBv described the efficiency of
either nucleation or annihilation of vacancies and varied with the
GB types depending on their structural and/or energetic proper-
ties. The value of Φ was equal to 1 inside a grain (eliminating the
sink term) and less than 1 at GB and triple junction regions. For
oversaturated vacancy concentrations (cv > ceqv ) near a GB, the GB
acted as a vacancy sink. Conversely, a GB with under-saturated
vacancy concentrations (cv < ceqv ) around it acted as a vacancy
source. When GBs acted as vacancy sinks, the void denuded zone
was obtained from the simulation (shown in Fig. 2).
In a later work, Millett et al.66 improved the model by including

the evolution of SIAs. The SIA concentration was represented by
c2(x,t) = ci(x,t). A reaction term between vacancies and SIAs, Riv(x,t)
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= Rr cv ci, was introduced into the model. Rr was a rate parameter
that consisted of both bulk and surface terms: Rr = Rbulk + η2Rsurf.
This allows a higher rate of recombination at the free surfaces of
voids. Different diffusivities of vacancies and SIAs were used in the
simulations. Due to the faster diffusion of SIAs compared with
vacancies, the SIA depletion zone near a GB was wider than that of
the vacancies, leading to the formation of a void peak zone
directly adjacent to the void denuded zone, which agreed with
experimental observations.
In materials under irradiation, most microstructure such as

voids, gas bubbles, and precipitates, forms and evolves via
nucleation and growth. Although the PF method can successfully
account for growth kinetics, current PF models cannot describe
the nucleation process. This is because the PF method assumes
that microstructure evolution is driven by the minimization of the
system’s total free energy while nucleation requires that the
system overcomes an energy barrier for such an event. In the FP
models of void evolution63, 64, 66 the authors stated that the
models could describe the nucleation process of voids. However,
the statement was incorrect because the void nucleation observed
in the simulations occurred with the vacancy concentration larger
than the spinodal decomposition concentration. Therefore, the
void nucleation was actually via spinodal decomposition. Recently,
Semenov and Woo67, 68 developed a PF model of void evolution
with an accurate thermodynamic model and stochastic fluctuation
arising from both correlated point-defect production in collision
cascades and random diffusion jumps. Their simulations con-
firmed that the FP model can correctly describe the thermo-
dynamics of void formation and the resulting equilibrium void size
distribution predicted by classical nucleation theory. The model
can also correctly describe the evolution of the void assemble as a

process that leads to the minimization of the Cahn-Hilliard type
functional. However, in their simulations an extremely small time
step (10−15s) was used to ensure numerical stability.69

Void and gas bubble lattice formation
Void and gas bubble lattices have been observed in irradiated
cladding materials of body-centered cubic (bcc), face-centered
cubic (fcc), and hexagonal close-packed (hcp) structures.121–124

However, their formation mechanism is not well understood. The
PF method was applied to simulate void and gas bubble lattice
formation.62, 74, 125 The work of Yu and Lu125 aimed to examine
that the elastic interaction causes the void lattice formation. In the
model, vacancy concentration was chosen as the PF variable, i.e.,
c1(x,t) = cv(x,t). A chemical free energy of the form of Model 1 was
used to describe the matrix and void equilibrium. The long-range
interaction energy flr from elastic interaction was considered, with
the inhomogeneous elastic stiffness and lattice mismatch in a
solid with distributed voids described as λijlm ¼ ð1� cvÞλ0ijlm, and
ε0ij ¼ 2ε0δijð1� cvÞcv , respectively. Here λ0ijlm is the elastic stiffness
of the solid. The lattice mismatch ε0ij indicates that the lattice
mismatch tends to zero inside matrix (cv = 0) and voids (cv = 1),
and the largest lattice mismatch appears at the void/solid
interface. The considered case represented void evolution during
a post-irradiation annealing process in a solid. The supersaturated
vacancy concentration was set up to be 0.32, which was estimated
based on the void volume fraction observed at a later stage of
irradiation. The simulations did demonstrate that the elastic
interaction led to the formation of void lattice. However, the
vacancy concentration used in the simulation was extremely high,
which falls in the spinodal decomposition range. The void lattice

Fig. 2 Formation of void structures and void denuded zones within a polycrystalline microstructure subjected to ongoing vacancy production
due to cascades. The figures represent progressive snapshots in time. The initial vacancy concentration was set to the equilibrium value
throughout the domain.64
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formation observed in the simulations was via spinodal decom-
position driven by elastic interaction. In irradiated nuclear
materials, even at low temperatures, the vacancy concentration
remains very low, outside the spinodal decomposition region. In
addition, the generation and reaction of defects in radiated
materials plays an important role in void evolution.
Hu and Henager74 proposed a PF model integrating first

passage kMC method126 to simulate the evolution of void
ensembles under irradiation. The model used one PF variable,
i.e., vacancy concentration, to describe the void microstructure. A
chemical free energy of the form of Model 1 was employed in a
way similar to ref. 125. The model accounted for the multiple
physics including the spatial-dependent generation of vacancies
and SIAs, one-dimensional migration of SIAs, 3-D migration of
vacancies, reaction among SIAs, vacancies, and voids, as well as
cascade-induced heterogeneous nucleation of voids. Small void
nuclei associated with the cascade damage were randomly
introduced into the simulation cell. The model also considered
that SIAs have much larger mobility than vacancies and migrate
along close-packed directions or on close-packed atomic planes.
The first passage method126 was employed to mimic the one-
dimensional migration of SIAs while the PF model was used to
describe the vacancy diffusion and void evolution. The merit of
such a model by coupling PF model and first passage kMC
method is to allow for an efficient treatment of the strong
anisotropy of diffusivity of defects such as one dimensional
migration of interstitials, and huge difference of defect mobility.
The simulation results demonstrated that when the ratio

DSIA/Dv was small, the voids had a random distribution where

DSIA and Dv were the diffusivities of SIAs and vacancies,
respectively. When DSIA/Dv was larger than 5000, the void lattice
started to form. Figure 3 showed the snapshots of void formation
when DSIA/Dv = 10,000. It illustrated that (1) voids away from lattice
positions shrank because they were not in the shadow of
neighboring voids and faced a larger SIA flux; and (2) the
shrinking voids caused an increase in local vacancy concentration
leading to new void nucleation near void lattice sites. The newly
nucleated void, such as the void labeled “C” in the figure, grew
and became a void on a site in the perfect void lattice. Larger
voids on void lattice sites decreased their growth rate, while
smaller voids on lattice sites increased their growth rate. Finally
uniform void sizes in the void lattice formed.
The preceding two models have demonstrated that both elastic

interaction and one-dimensional SIA movement can result in void
lattice formation. It is known that the void–void elastic interaction
is strong only when the voids are within a few void diameters of
each other. Elastic energy minimization cannot explain how voids
organize themselves over relatively long distances, especially
during the early stages of irradiation. The one-dimensional SIA
migration requires a very high mobility ratio DSIA/Dv for void
lattice formation. The simulations demonstrated that the PF
models can predict the effect of elastic interaction, one
dimensional migration, and radiation conditions on void evolu-
tion. However, in order to examine the mechanisms of void lattice
formation, the thermal dynamic and kinetic properties such as the
elastic field around a void, mobility of defects, and nucleation of
voids used in PF models must be first validated against
experiments or accurate atomistic simulations.

Fig. 3 Temporal evolution of a void ensemble when the generation rates of vacancies and SIAs are _g0v ¼ _g0SIA ¼ 0:00001 and the diffusivity
ratio is DSIA/Dv= 10,000. About 400 void nuclei are randomly introduced into a two-dimensional 512 × 512 simulation cell during the
simulation. t* is the normalized time (ref. 74)
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Void migration
Central holes are often observed in spent nuclear fuels, which are
believed to be formed from the migration of voids due to
temperature gradients. PF models has been developed to simulate
void migration in a temperature gradient.75–77 In the models, the
concentrations of vacancies and SIAs, c1(x,t) = cv(x,t) and c2(x,t) =
ci(x,t), were used as variables to describe the distribution of
effective vacancies and SIAs, respectively. The chemical free
energy density was expressed in the form of Model 1. In addition,
the concentration-dependent mobility75 and temperature-
dependent formation energies of vacancies and SIAs,75, 76

respectively, were considered. The simulation demonstrated that
the developed model can well describe the Soret effect,76 i.e.,
temperature gradient giving rise to concentration gradients of
vacancies and SIAs, respectively. In addition, predicted void
migration behaviors of (1) voids migrating up a temperature
gradient and (2) the migration velocity varying inversely with void
radius were in agreement with theoretical results and experi-
mental observation.
Due to the low thermal conductivity of the voids, the

temperature gradient across individual void is increased, which,
in turn, accelerates the void migration. Zhang et al.77 has directly
coupled heat transport to void migration in a temperature
gradient. Figure 4 shows the comparison of temperature profile
and void position with and without (the reference case)
considering the impact of the low thermal conductivity of voids.
Instead of incorporating the concept of higher vacancy solubility
in the higher temperature zone into the chemical free energy, a
temperature gradient was assumed to provide the direct driving
force for a vacancy flux in the model, which showed the same
feature as refs. 75, 76 that the void migration velocity is inversely
proportional to the void radius.
In nuclear fuels, the voids introduced during fabrication or

generated during service migrate under a temperature gradient.
The developed PF models can predict the effect of thermo-
dynamic and kinetic properties of defects and irradiation
conditions on void migration kinetics, and provide important
input parameters for larger length scale (e.g., Finite Element
Method) simulations of void migration and central hole formation
in nuclear fuels.

Self-interstitial atom (SIA) loops or dislocation loops
Self-interstitial atom (SIA) loops, also called dislocation loops,
which have a disk-liked shape consisting of additional atomic

layers, are one of the principal evolving defects in irradiated
materials. The SIA loop grows by absorbing SIAs and shrinks when
vacancies attach on it. Therefore, the formation and evolution of
SIA loops affects the accumulation of vacancies and SIAs in the
matrix. SIA loops are biased sinks that attract SIAs more strongly
than vacancies, which results in the accumulation of vacancies in
the matrix and a net vacancy flux entering voids, hence, void
grows. They also serve as obstacles of dislocation motion and
cause material hardening.
PF models describing the growth kinetics of SIA loops in

irradiated materials during aging and under irradiation were
developed.78, 79 Quantitatively investigation of the sink strengths
of dislocation loops for point defects through PF modeling was
implemented in work.80 The PF models considered a phase of SIA
loops and a matrix phase with mobile single vacancies and SIAs. In
bcc crystal, a SIA loop having a broad {100} plane and Burgers
vector of b = a h100iis immobile. The loop evolves by absorbing/
emitting SIAs. There are three orientation variants of {100} SIA
loops. Therefore, to study the {100} SIA loop evolution, five PF
variables were used to describe the microstructural features: ci(x, t)
and cv(x, t) for SIA and vacancy concentrations, respectively,and
three order parameters ηm(x, t), m = 1, 2, 3 for the SIA loops on
three different {100} planes. Since all atoms inside the loop are
SIAs, the corresponding equilibrium SIA and vacancy concentra-
tions of the loop are ceqi ðTÞ ¼ 1 and ceqv ðTÞ ¼ 0, respectively. The
order parameter ηm(x, t) equals to 1 within loop m and 0 outside,
and varies smoothly from 1 to 0 across the interface between the
loop and matrix. The Model 4 of chemical free energy formulation
was used to describe the energy landscape of a system with SIA
loops. The important feature of SIA loops are their extremely
anisotropic interfacial energy. A perfect {100} SIA loop in bcc
crystals consists of two atom layers. The broad interface of the SIA
loop is coherent to the matrix so the interfacial energy is very
small or zero while the interfacial energy along the SIA loop is
large, which is determined by the dislocation core energy. The
following interfacial energy was used to describe the strong
anisotropy of the interfacial energy:

f gradðηmÞ ¼
X
m

κ

2
j∇ηmj2 þ

X
m

κ1
2
jnm ´∇ηmj2: ð7Þ

The first term described the isotropic interfacial energy. The
second term described the anisotropic interfacial energy asso-
ciated with the loop, where nm is the unit normal vector of the
loop plane. It is zero on the planar interface because nm and ∇ηm
are parallel vectors. The coefficient κ1 is related to the loop core
energy and much larger than κ in general.
Figure 5 depicted a SIA loop evolution and showed that during

the SIA loop growth, the loop thickness remained the same. The
model correctly described the morphology of the disk-like SIA
loop through the anisotropic interfacial energy. The effect of
defect (vacancy/SIA) concentration, generation, recombination,
sink strength, and elastic interaction on the growth kinetics of SIA
loops can be studied by the model and it was found that the
elastic interaction between SIA loops and individual SIAs speeds
up the growth of SIA loops.78, 79

Hydride precipitation
Zirconium and its alloys are important structural materials in the
nuclear reactors. Their excellent characteristics include good
mechanical properties, corrosion resistance, and low neutron
absorption cross-section. However, zirconium has a strong affinity
for hydrogen, and it gradually picks up hydrogen from the service
environment. As a result, the brittle zirconium hydride particles
forms in zirconium and its alloys when the hydrogen concentra-
tion reaches a certain level. With the growth of hydride particles, a
non-uniform internal stress field develops and subsequently
microcracks may nucleate and propagate leading to degradation

Fig. 4 Comparison of the void position along with the temperature
profile after 100 s without (top, the reference case) and with (bottom)
the impact of Xe low thermal conductivity. The contour of voids is
demonstrated by 0.1< cv< 0.9 (ref. 77)
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of the materials’ mechanical properties. The PF method was used
to simulate the morphological evolution of hydride precipitation
and growth in a zirconium bulk material with and without flaws by
considering elastic deformation and elastic-plastic deformation,
respectively.81–87

In the PF models of hydride precipitation81–86 a non-
conservative order parameter vector, η = {η1(x,t),η2(x,t),···,ηN(x,t)},
was used to describe the crystal orientations of hydride
precipitates, and a conserved field variable, c1(x,t) = cH(x,t), was
used to describe the concentration of hydrogen in precipitates
and matrix. The chemical free energy density was a summation of
the forms of Model 1 for the concentration of hydrogen and
Model 2 for different orientated hydride precipitates plus their
interaction terms. The elastic energy resulting from the lattice
mismatch between the precipitates and matrix was taken into
account. The precipitation of γ-hydride in zirconium generates
three possible equivalent orientation variants with an angle of
120° between each other. The non-zero components of the stress-
free transformation strain tensor for the hydride formation are
along [0 0 0 1], [11–20], and [1–100] directions, respectively. In the
simulations, the interfacial energy was assumed to be isotropic.
Thermal fluctuations of concentration cH(x,t) and order parame-
terηk(x,t) were introduced. Figure 6 displayed the nucleation and
growth of γ-hydride precipitates. It was found that (1) the
morphology of thin needle shaped precipitates is determined by
the minimization of the interfacial energy and elastic energy that
is a function of shape and orientation of the precipitates; and (2)
the long-range elastic interactions among different orientated
hydrides strongly affect hydride growth kinetics and microstruc-
tures including the size and spatial distributions.

With the model the effect of GBs, external stresses, elastic-
plastic deformation, and existing flaws in the zirconium matrix on
γ-hydride precipitation in zirconium have been extensively
studied. Under applied load, the spatial distribution of hydrides
became anisotropic and hydrides aligned perpendicular to the
direction of the applied tensile load. For existing hydride platelets,
a certain load is required for reorienting them. However, a small
applied stress can efficiently affect the nucleation of hydrides, and
results in an anisotropic alignment of precipitates. Applied stress
not only played an important role in the morphological evolution
of hydride precipitates, but also resulted in tensile stresses inside
hydride particles, which may initiate cracks at the hydrides. On the
other hand, GBs can increase the nucleation density of the
hydrides, but their effect was weaker compared with external load.
However, the effect of neutron irradiation on hydride precipitation
was not considered in the current model. In addition, the
simulations were all performed in two dimensions. The anisotropic
mobility of hydrogen and defects, anisotropic interfacial energy,
and anisotropic deformation field in zirconium and its alloys may
strongly affect the hydride precipitation kinetics in three
dimensions.

Radiation-induced segregation (RIS) and precipitation
Experiments and simulations show that radiation-enhanced
segregation and phase separation is one of important materials
property degradation processes. For instance, FeCr alloys undergo
radiation-induced phase separation from the solid solution into
Cr-rich precipitates in reactor environments. Atom probe experi-
ments showed that the solute concentration inside the Cr-rich
cluster was much lower than the thermal equilibrium

Fig. 5 a 3-D snapshots of the morphology evolution of an SIA loop during aging, and b the projection on the plane of the SIA loop. t* is the
normalized time (ref. 79)
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concentration of the precipitates. Li et al.88 developed a method
by combining the PF method and constrained shrinking dimer
dynamics to predict the thermodynamic properties of critical
nuclei of precipitates in FeCr alloys. The chemical free energy of
FeCr alloys was described by Cr concentration c1(x,t) = cCr(x,t) and
temperature, which has the functional of Model 1. With the

chemical free energy assessed by CALPHAD,127 the thermody-
namic properties of the critical nuclei of Cr precipitates including
the concentration profile, critical size, and nucleation barrier were
obtained. The results showed that the maximum concentration in
the critical nucleus was much smaller than the thermal equilibrium
concentration of cCr = 1. It increased as the temperature increased

Fig. 7 Radiation-induced homogeneous precipitation in an undersaturated A8B92 alloy with positive heat of mixing (ordering energy of −33.3
MeV). The irradiation displacement rate was 2 × 10−7 dpa s−1, producing Frenkel pairs only; the irradiation dose is a 11 dpa and b 40 dpa;
system contains 642 cells, each containing 7 × 7 lattice sites.89

Fig. 6 Simulated precipitation process of γ-hydride from a hexagonal zirconium matrix. The simulation cell was 512 × 512 uniform grids:
a t*= 1000; b t*= 2000; c t*= 4000; d t*= 6000, where t* is the normalized time.82
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and decreased with increasing overall Cr concentration. The
results were in good agreement with the observations from atom
probe experiments.128

Recently, Badillo et al.89 proposed a PF model, which integrated
the rate theory for studying RIS in a binary model alloy. In the
model, the radiation-induced defects were randomly introduced
into the simulation cell. Rate theory was used to describe the
accumulation and clustering of radiation-induced defects while
the PF approach for describing the effect of radiation-induced
defects on phase stability and microstructure evolution. The
simulations showed that the stochastic fluctuation arising from
correlated point-defect production in collision cascades led to the
solute segregation and solute rich clusters, which nucleated and
grew once the solute concentration inside the clusters was larger
than the critical concentration. Figure 7 gave the predicted RIS
and precipitates. Like the void nucleation,68 the FP model with
stochastic fluctuation was able to correctly describe RIS and
nucleation of precipitates.

Grain growth and recrystallization
Grain growth and recrystallization are also important features that
occur in irradiated nuclear materials and has been investigated
with the PF method in nuclear fuels UO2 and U-7Mo.91–95 These
modeling expanded the pure grain growth model developed by
Chen and Yang120 with accounting for the effects of pore/void or
gas bubble pinning,91, 92 temperature gradient effect,93 initial
grain structure,94 and dislocation density,95 respectively. The non-
conserved variables {η1(x,t),η2(x,t),···,ηN(x,t)} were chosen to
represent the grain orientations. The temperature gradient was
considered as an extra driving force for grain boundary movement
and grain growth besides the curvature driving force. It was found
that the temperature gradient did not significantly impact the
grain growth behavior. However, it did cause local GB motion up
the gradient, and a large temperature gradient might affect the
growth kinetics of large grains, hence the grain size distribution
due to the temperature dependence of the GB mobility.93 To
study the pore/gas bubble pinning effect on grain growth, a PF
model of grain and pore/gas bubble coevolution has been
developed.91, 92 The pinning effect was described by the
competition between curvature driving grain boundary migration
and surface diffusion controlled void migration. The model
parameters were linked to the measurable material properties,
which allows one to quantitatively investigate the effect of pores
on grain growth kinetics.92 However, the radiation effect was not
taken into account in all the grain growth models.
Very recently, Liang et al.95 developed a PF model of radiation-

induced recrystallization in U-Mo fuels model. In the model, the
rate theory was used to calculate the critical dislocation density,
the size and density of critical nuclei of recrystallization grains,
which were the input determining the initiation of recrystallization
and the nucleation rate of subgrains in the PF modeling. With the
assumptions of static recrystallization, grain size independent
nucleation rates, and uniform dislocation density, the model was
used to study the effect of grain morphology and critical fission
density on recrystallization kinetics. Although the presented
results were in agreement with experiments the predictive
capability of the model might suffer limitation due to the
ambiguous treatment of recrystallization location and driving
force. For example, why did the recrystallization start at GBs with
the assumption of uniform dislocation distribution and how did
the grain morphology affect the dislocation distribution? There
were some experimental evidences that the recrystallization
started at GBs because there was a high dislocation density.
It implies that dislocation density is non-uniform in irradiated
materials. Therefore, it is crucial to have the spatial evolution of
dislocation density in order to model the radiation-induced
recrystallization and recrystallization kinetics.

IRRADIATION EFFECTS ON MECHANICAL, THERMAL, AND
MAGNETIC PROPERTIES
Besides predicting 3-D microstructure evolutions in a multi-
component and multi-phase system, the PF models have been
used to evaluate the subsequent impact of microstructure
evolution on material properties, mainly focusing in the mechan-
ical, thermal, and magnetic properties. Table 2 summarizes the
important applications of the PF method in the irradiated
materials properties. In this section, we gave brief review on
these applications.

Mechanical properties—void and gas bubble swelling
The PF method was successfully used to predict the effect of
microstructure and chemistry on mechanical properties of
materials.129–132 However, there is no direct application of PF
methods to predict the effect of radiation-induced microstructures
on mechanical properties. In irradiated materials the most
important contribution of the PF method consisted of improving
the understanding and prediction of void and gas bubble
swelling, which impacts the thermos-mechanical properties of
materials.
Void and/or gas bubble swelling is an important phenomenon

observed in both nuclear fuels and cladding materials during
operation of nuclear reactors. For example, 88% swelling occurs in
stainless steel AISI 316 during neutron irradiation at 510 °C in
Experimental Breeder Reactor-II (EBR-II).126 Such a large volumetric
swelling implies a huge microstructure change that results in the
degradation of thermo-mechanical properties and affects the
structural integrity of material components, as well as the reactor’s
successful and safe operation. Therefore, swelling is one of key
design parameters of reactor components. Extensive experimen-
tal1–3, 133–135 and computational37, 42, 136, 137 studies have been
conducted since the void swelling was first observed in 1967 by
Cawthorne and Fulton.138

A PF model was first developed to simulate this phenomenon in
2011.65 In the model, diffusion of both vacancies and SIAs were
considered. As such, vacancy and SIA concentrations, cv(x,t) and,
ci(x,t), were chosen as the PF variables. A chemical free energy in
the form of Model 1 was adopted to describe the void and matrix
equilibrium. To study the temperature dependence of void
swelling, the effect of temperatures on thermodynamic and
kinetic properties, such as chemical free energy, interfacial energy
between void and matrix, diffusivity of vacancy and SIAs, and
defect generation rates, was taken into account. The results
showed a quasi-bell shape distribution of volume swelling in a
function of temperature, which is in agreement with experimental
results.
Very recently, a 3-D microstructure-dependent swelling model

was developed for studying the fission gas swelling kinetics in
irradiated nuclear fuels.97 The model integrated rate theory (Booth
model)139 and PF approach. The rate theory was used to describe
the intra- and inter-granular gas bubble evolution while the FP
model described the effect of heterogeneous microstructures and
inhomogeneous thermodynamic and kinetic properties on gen-
eration and diffusion of fission products. Figure 8 showed the
effect of grain morphology on swelling kinetics obtained from this

Table 2. Applications of PF method in radiation-induced property
degradation

Radiation-induced property degradation References

Mechanical properties—void and gas bubble swelling 65, 97, 98

Thermal properties—thermal transport and melting 55, 91, 102–106

Magnetic hardening 107, 108
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model. It showed that both the decrease of grain size and the
increase of grain aspect ratio can speed up swelling. The
simulation also demonstrated that the hybrid model of rate
theory and FP model can be one powerful simulation tool for the
engineering application.

Thermal properties—thermal transport and melting
The primary concern for the present commercial uranium dioxide
(UO2) fuel degradation is its poor thermal conductivity, which can
lead to high fuel temperature, fission gas release during
irradiation, and reduced safety margins in accident scenarios.
The degradation of thermal conductivity due to exposure to high-
dose neutron irradiation is a crucial materials issue. Point-defect
clustering and growth of radiation-induced voids and fission-gas
bubbles can lead to overheating of the central part of fuel
elements during use. In addition, grain growth and recrystalliza-
tion due to overheating and continuing irradiation can also play
an important role, as GBs decrease heat transfer.
The above review shows that PF simulations are able to predict

3-D microstructure evolutions including point defect distributions,
gas bubble, and void microstructures during irradiation. The
output can be used directly to calculate the local thermomecha-
nical properties such as thermal conductivity, and assess the effect
of microstructures on effective material properties. For a given
microstructure under given temperature (T) or heat flux boundary
conditions, the temperature field in a steady state can be obtained
by solving the heat conduction equation:

∂T
∂t

¼ ∇ � Kðx; TÞ∇T ¼ 0; ð8Þ
where K(x,T) is the thermal conductivity, dependent on spatial
coordinates and temperature. The effective thermal conductivity

along x1-direction is calculated by K ¼ JQ
h∂T=∂x1i, where JQ is the

average heat flux and h∂T=∂x1i is the average temperature
gradient.
The effect of a polycrystalline material with pores or gas

bubbles on thermal conductivity was investigated with the
microstructures obtained from PF simulations.55, 91, 102–106 The
PF models were used to generate the polycrystalline structure
with inter- and intra-granular pores/gas bubbles. The GBs, pores,
and gas bubbles results in inhomogeneous thermal conductivity
so affect the overall material thermal conductivity. Figure 9

displays the calculated effective thermal conductivity of poly-
crystalline as a function of interface/grain boundary coverage of
intergranular gas bubbles and effective thermal conductivity of
grains with nano intragranular gas bubbles. The grain boundary
coverage was defined as the percentage of grain boundary area
covered by the intergranular gas bubbles.
The simulations demonstrated that the complicated micro-

structure predicted by PF simulations can be directly used to study
the effects of microstructures on material thermal conductivity.
The microstructures in actual irradiated materials can be very
complex, involving second phase precipitates, porosity, gas
bubbles, cracks, and their evolution, which subsequently lead to
the gradual degradation of properties. Welland et al.99–101 applied
PF modeling for conducting the coevolution of heat transfer and
phase transition to simulate the behavior of nuclear fuel at very
high temperatures where center line melting may occur. Through
the direct coupling the interaction between the microstructure
evolution and inhomogeneous heat transfer can be simulated so
the change kinetics of the materials thermal property can be
estimated.

Magnetic hardening
The microstructure change under nuclear irradiation affects not
only the material’s thermo-mechanical properties, but also
magnetic properties. For instance, Fe-Cr alloys, which are good
candidates for structural materials in fusion and advanced fission
reactor components, undergo thermal- and irradiation-induced
phase separation in the temperature range of 300 ~ 550 °C. The
formation of Cr rich precipitates affect mechanical properties such
as strength and ductility as well as magnetic properties.
Experiments demonstrated that microcracks generated by the
growing precipitates induce demagnetized regions that restrict
domain wall movement and result in continuous reduction of
remanence during creep.140 Magnetic hysteresis loops and micro-
Vickers hardness measurements in Fe20wt%Cr alloys under
isothermal aging or irradiation also showed that magnetic and
mechanical hardening are related to Cr precipitate microstructures
in FeCr alloys.141, 142

The PF approach incorporating micromagnetic dynamics
described by Landau-Lifshitz-Gilbert (LLG) equations143 has been
developed to study the interaction between magnetic domain
walls and microstructural defects.107, 108 Simulations showed that
the presence of nonmagnetic particles can cause magnetic
hardening. The impact of nonmagnetic particle sizes on magnetic
domain switching and the coercive field were shown in Fig. 10.
The developed model enables one to investigate the interaction
mechanisms between nonmagnetic particles and magnetic
domain walls, improve the understanding of signal physics of
non-destructive magnetic measurements, and provide the gui-
dance for the development of advanced monitoring techniques
for non-destructively detecting material degradations under
thermal and irradiation environments.

CONCLUSIONS
The PF method is based on the fundamental thermodynamic laws,
the kinetics of defects in the system under examination, and the
understanding of the mechanisms behind the material processes.
While acknowledging the successes of the PF method in
predicting microstructure evolution in solidification and solid
state phase transitions, the focus of this review is on examining
the role of the PF method in predicting microstructure evolution
in irradiated nuclear materials, and the impact on their properties.
The landscape of irradiation effects on reactor materials is

complex: from dimensional changes associated with void
and/or gas bubble swelling, to changes in local chemistry and
microstructure, all the way to changes in mechanical, chemical,

Fig. 8 Effect of grain morphology on gas bubble swelling kinetics
under given fission rate _f ¼ 2:4 ´ 1022 fission=ðm3sÞ and nucleation
factor fn= 0.02. Crystals A and B have the average grain sizes of
1.34 μm, and 4.36 μm, respectively. Crystals B, C, and D have the
same average grain volume but different aspect ratios 1:1, 4:1, and
16:1 (ref. 97)
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and thermal properties. In the context of multiple time and length
scale computational methods such as DFT, MD, kMC, cluster
dynamics, rate theory, and FEM, a legitimate question is “What
does the PF method provide to the understanding of radiation
effects, that other methods cannot?” We conclude that the PF
method plays the critical role of improving the fundamental
understanding, representation, and prediction of the 3-D evolu-
tion of the radiation-induced, heterogeneous microstructural
features and the impact on material properties, as discussed in
the last section. The 3-D spatial distribution of heterogeneous
microstructural changes provided by the PF method is crucial to
the development of advanced radiation tolerant materials, which
can significantly improve the life extension of current reactor fleet
and impact the design of advanced reactors.
Microstructure evolution in irradiated materials is a non-

equilibrium process that requires the system to overcome energy
barriers. So “How can a free energy minimization method describe
irradiation effects”? Part of the answer resides in the assumption
that the laws of thermodynamics are universal and—when
applied correctly—describe well both equilibrium and non-
equilibrium processes. PF models are based on the fundamental
understanding of the mechanisms behind the materials processes.
As shown in the last two review sections, both thermodynamic
and kinetic properties of species, defects, and different phases are
included in the PF method for predicting microstructure and
property evolution. For example, the PF methods with an accurate
thermodynamic model and stochastic fluctuation arising from
both correlated point-defect production in collision cascades can

correctly predict the equilibrium cluster distribution as shown in
the subsection of void nucleation and evolution and the
subsection of RIS and precipitation, hence the nucleation process,
and correctly describe the microstructure evolution. The second
part of the answer relies on observing the limitations (applicability
limits) of various models. For example, PF methods do not attempt
to simulate the nucleation of second phases such as voids or gas
bubbles because extremely small length and time scales are
required, and rely on other theoretical and computational
approaches to generate that information. With the nucleation
rate and critical nucleus information as input from classical
nucleation theory and lower level atomistic simulations, the PF
method evolves the phases, which is well equipped of doing.
A major objective of the review was to answer the question “Is

the PF method qualitative or quantitative?” We conclude that, in
the area of radiation effects on nuclear materials, the existing PF
models are overwhelmingly qualitative because mesoscale micro-
structure evolution is a very complicated process, especially in
irradiated materials. Many factors might affect the microstructure
evolution kinetics including initial microstructures, second phase
nucleation kinetics, applied fields, and interaction among different
physical processes. In addition, most simulations were carried out
with extremely high defect concentrations and in 2-D due to the
limitation of current computer capability while the phenomenon
is in 3-D. However, a qualitative modeling capability is not a
bad thing. The conclusion is based on two observations: First,
simulated microstructures are not copies (replicas) of real
(experimentally observed) microstructures. As a consequence,

Fig. 9 Calculated effective thermal conductivity of U-10wt%Mo polycrystalline as a function of interface coverage of intergranular gas
bubbles and effective thermal conductivity of grains with nano-scale intragranular gas bubbles106
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the qualitative aspect of the PF predictions is the most important
one. For example, the successful predictions of void and gas
bubble swelling reviewed in the first part of irradiation effects on
materials properties employ representations in terms of average
grain sizes and average grain aspect ratio. What makes the PF
method more valuable than other similar method is the prediction
of 2-D or 3-D spatial distribution of voids and bubbles that makes
it possible to compare, even qualitatively, with experimental
irradiated microstructures, and to improve the understanding of
the dominate mechanisms and physics behind the complicated
material process. Second, computer simulation results are more
transferable to real materials when expressed in terms of
differences or derivatives (rates), rather than absolute values. As
an example, the FP model with stochastic fluctuation was able to
correctly describe RIS and nucleation of precipitates. The
correlation between the rate of producing defect and the dose
is the useful information—even though qualitative (approximate)
—for estimating damage in specific alloys. However, the long-
term goal for the development of mesoscale PF models is to
improve their predictive capability by integrating precise and
accurate thermodynamic and kinetic property models and the key
mechanisms behind the material process.
To another important question, “Is the PF method computa-

tionally efficient?” the review led to an unambiguous, positive
answer. In fact, the simplicity of the implementation, robustness,
and the elimination of singularities at the phase boundaries made
PF a method of choice. As with any computational method, going
beyond the limits of applicability requires coupling with
approaches that are valid at adjacent length or time scales. For
example, the spatial and temporal correlations in defect produc-
tion and the effect of long-range interactions are extremely
difficult to account for in most methods, especially in materials
with strongly heterogeneous microstructures. Capturing the
complicated microstructures and heterogeneous thermodynamic
and kinetic properties is computationally efficient in the PF
method. However, rate theory and kMC are good at handling
clustering process of radiation defects. Therefore, coupling PF with
cluster dynamic methods, such as rate theory, OkMC, and first-
passage kMC can provide a path to more precise, accurate, and
computationally efficient simulations of radiation damage in
materials. Regarding numerical efficiency in solving the PF

equations, adaptive mesh could be used to reduce the computa-
tional cost for simple microstructures or low fraction of moving
boundaries. In irradiated materials, the microstructures such as
voids, second phase precipitates, and gas bubbles usually have
very high volume fraction of interface. These boundaries evolve
during nucleation, growth and shrinkage of second phases.
Furthermore, most material process involves diffusion of species.
The smallest grid size will determine the time step. Therefore,
adaptive mesh is not a promising approach to increase the
computational efficiency. However, PF modeling of 3-D micro-
structure evolution requires highly scalable method like the one
reported in ref. 144 where millions of computer cores were used
to solve the PF equations.
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