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Magnons from time-dependent density-
functional perturbation theory and
nonempirical Hubbard functionals
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Spin excitations play a fundamental role in understanding magnetic properties of materials, and have
significant technological implications for magnonic devices. However, accurately modeling these in
transition-metal and rare-earth compounds remains a formidable challenge. Here, we present a fully
first-principles approach for calculating spin-wave spectra based on time-dependent (TD) density-
functional perturbation theory (DFPT), using nonempirical Hubbard functionals. This approach is
implemented in a general noncollinear formulation, enabling the study of magnons in both collinear
and noncollinear magnetic systems. Unlike methods that rely on empirical Hubbard U parameters to
describe the ground state, and Heisenberg Hamiltonians for describing magnetic excitations, the
methodology developed here probes directly the dynamical spin susceptibility (efficiently evaluated
with TDDFPT throught the Liouville-Lanczos approach), and treats the linear variation of the Hubbard
augmentation (in itself calculated non-empirically) in full at a self-consistent level. Furthermore, the
method satisfies the Goldstone condition without requiring empirical rescaling of the exchange-
correlation kernel or explicit enforcement of sum rules, in contrast to existing state-of-the-art
techniques. We benchmark the novel computational scheme on prototypical transition-metal
monoxides NiO and MnO, showing remarkable agreement with experiments and highlighting the
fundamental role of these newly implemented Hubbard corrections. The method holds great promise
for describing collective spin excitations in complex materials containing localized electronic states.

In recent years, several intriguing research directions in spin excitations
have attracted much attention; notably, these include magnons in two-
dimensional materials1–3 and in altermagnets4–7, and the coupling of mag-
nons with other quasiparticles like excitons8,9, phonons10–13, and
plasmons14–16. These phenomena often occur in complex materials con-
tainingmagnetic transition-metal and/or rare-earth ions, and characterized
as Mott-Hubbard or charge-transfer insulators17. While there have been
many experimental breakthroughs in studying collective spin
excitations18–22, theoretical and computational investigations remain chal-
lenging. To model the ground state of this class of materials, density-
functional theory (DFT)23,24 is typically used, where particular attention
must be given to the selection of the exchange-correlation (xc) functional, as
it strongly influences the accuracy of the results. While standard local spin-
density approximation (LSDA) and spin-polarized generalized-gradient
approximation (σ-GGA) provide satisfactory results for itinerant magnetic
metals, they are inaccurate for insulating transition-metal and rare-earth

compounds due to strong self-interaction errors (SIEs) for partially filled
and localized d and f electrons25,26. To address these challenges, more
advanced functionals have been developed, among which Hubbard-
corrected DFT functionals (DFT + U)27–29 stand out for their capability to
correct SIEs30,31 and low computational cost. The value of Hubbard U is
critical, and empirical tuning ofU based on experimental results is a popular
strategy; still, not only it requires accurate reference data, which are not
always available, but its tranferability to properties that are often not fitted is
debatable. To overcome these limitations, several first-principles approa-
ches to compute U have been developed, including constrained DFT
(cDFT)32–38, Hartree-Fock-basedmethods39–44, and the constrained random
phase approximation (cRPA)45–48. Machine learning techniques for deter-
mining Hubbard parameters have also emerged in recent years49–53, which
provide a fast and attractive route. The linear-response formulation of
cDFT54 has gainedwidespread popularity due to its simplicity and accuracy,
and its recent reformulation using density-functional perturbation theory
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(DFPT)55–57 has further broadened its success. The physical rationale behind
the linear-response determination of U relies on the heuristical imposition
of piecewise linearity of the total energy of the system as a function of the
occupation of the target Hubbard manifold54. Investigations of various
magnetic materials using U from DFPT have proven to be accurate and
effective58–66, making it an appealing approach for the description of
spin waves.

The theoretical modeling of spin waves (magnons) can in general be
achieved using a wide array of methodologies. One of the most popular
techniques involves model spin Hamiltonians, particularly the Heisenberg
model, which relies on the adiabatic assumption that the time scales of
magnons and electrons differ enough to allow the local electronic structure
to adapt to the presence of magnons. The Heisenberg Hamiltonian is
parametrized with interatomic exchange interactions J and other magnetic
interaction parameters; e.g., single-ion anisotropy and/or Dzyaloshinskii-
Moriya (DM) interactions67. These parameters are often obtained empiri-
cally by fitting them to experimental magnon dispersions. From a theore-
tical perspective, they can also be calculated from first principles using
established approaches such as total energy differences68, spin-spiral energy
dispersions based on the generalized Bloch theorem69–71, and the
infinitesimal-rotations method based on the magnetic force theorem72–75.
For instance, in the prototypical transition-metal oxides NiO andMnO, the
J parameters have been computed using some of the aforementioned
methods on top of DFT calculations using different xc functionals and
corrective methods to describe the ground state. These approaches include
self-interaction correction methods76–78, hybrid functionals78, and DFT+U
with either empirical or ab initio U values71,79,80. However, the J parameters
exhibit strong sensitivity to the value of the Hubbard U, making compar-
isons across different studies and with experimental results challenging.

Once the Heisenberg Hamiltonian parametrization is set, magnon
dispersions can be determined using linear spin-wave theory (LSWT)81–83.
Mapping experimental magnon dispersions to lattice spin models has
proven to be very effective, offering a valuable tool for investigating complex
systems, particularly magnetic surfaces84 and skyrmions85. However, using
Heisenberg Hamiltonians often requires prior knowledge of the specific
magnetic interactions to include, which can be problematic if no experi-
mental data are available. Moreover, Heisenberg Hamiltonians fail to
account for the effects stemming from the low-frequency Stoner excitations
ofmetals, which lead to Landau damping86 ofmagnons, and the application
of the Heisenberg model to itinerant metallic magnets is in itself ques-
tionable.Additionally, in complex systems, the largenumberof Jparameters
andweakDM interactions can introduce intricacies in the determination of
these quantities. Furthermore, modeling chiral magnons in altermagnets
using Heisenberg Hamiltonians is particularly challenging, as it demands
high-resolution accuracy for anisotropic splittings of exchange interactions
between distant neighbors, such as the splitting of J parameters for the 7th
nearest neighbors in MnF2

87 or the 10th nearest neighbors in MnTe88.
Therefore, a first-principles approach for modeling magnons that is inde-
pendent of underlying spin models is highly desirable.

An alternative approach formodeling spinwaves is to calculate directly
the electronic response to an external magnetic field perturbation, by
evaluating explicitly the spin-spin susceptibility tensor. Two popular stra-
tegies to tackle this task are time-dependent density-functional theory
(TDDFT)89 and many-body perturbation theory (MBPT)90. TDDFT
equations are typically solved in the linear-response regime in the frequency
domain, assuming a small external magnetic field perturbation, and can be
addressed using Dyson91–100, Sternheimer101–103, or Liouville-Lanczos (LL)104

approaches. The strong perturbation regime can be accessed by solving
TDDFTequations using real-timepropagation,which enables themodeling
of ultrafast phenomena105. MBPT techniques, consisting in the solution of
the Bethe-Salpeter equation on top of the LSDA or GW ground state, have
been applied for modeling magnons8,106–108. While MBPT is known to
provide a more accurate description of absorption spectra of solids than
TDDFT with adiabatic LSDA (ALSDA), it involves higher computational
costs. However, for magnons a comprehensive comparison of the accuracy

and computational costs of MBPT and TDDFT across a wide range of
materials has not yet been conducted (previous studies have primarily
focused on elementary ferromagnets such as Fe, Ni, and Co). Additionally,
most MBPT and TDDFT implementations suffer from violations of the
Goldstone condition (see, e.g., refs. 98,109). Improved versions of TDDFT
embodying more advanced xc functionals are attractive because they could
deliver accurate magnon predictions while preserving moderate computa-
tional costs. In this context, extending TDDFT to incorporate Hubbard U
correctionshasproven effective for absorption spectroscopy110–112.However,
this extension113 to the case of magnons has only been explored in a few
works, all using empirical U: one when solving the Sternheimer equation
with a finite-difference scheme103, and another by solving the Dyson
equation with an additional empirical rescaling of the xc kernel to enforce
the Goldstone condition114,115, making these approaches not being entirely
ab initio. Instead, a fully first-principles Hubbard approach is highly
desirable, with U computed using one of the aforementioned methods and
treated self-consistently and efficiently when solving the TDDFT equations,
also satisfying the Goldstone theorem.

Here, we propose a first-principles methodology for the evaluation of
spin-fluctuation spectra which is based on time-dependent density-func-
tional perturbation theory (TDDFPT)89,116 with nonempirical Hubbard
functionals57 in the LL scheme117 and in a general noncollinear formulation.
The key features of the novel approach are: (i) the Hubbard U parameter is
not arbitrarily adjusted, but is calculated using DFPT54,55,118 simultaneously
optimizing also the crystal structure in a well-defined self-consistent
protocol56,119, (ii) the approach probes explicitly the dynamical spin sus-
ceptibility, that is linked to the experimentally measurable double-
differential cross section, thus providing a direct comparison with
experiments104, (iii) the approach is implemented in a general noncollinear
formulation, thus allowing to study systemswith collinear and noncollinear
ground states, and (iv) the Goldstone theorem is satisfied without the need
in empirical rescaling of the xc kernel114,115 or explicit enforcement of sum
rules92,93, in contrast to methods based on the solution of the Dyson equa-
tion. Besides avoiding any reference to the electronic empty states, as rou-
tinely done inDFPT118,120, the greatest advantage of the LL approach for step
(ii) relies in the fact that a single linear-response calculation enables the
evaluation of a columnof the spin susceptibility χαα0 ðq;ωÞ at a large number
frequencies in an inexpensive way as a postprocessing step. This is a
desirable feature—especiallywhen themagnon spectrumof amaterial is not
known a priori—because it allows a facile identification of the spin excita-
tions along the frequency axis, without theneedof scanning several values of
ω, which instead would be required in the Sternheimer and Dyson
approaches91,101. The LL method was already successfully applied to optical
absorption spectroscopy117,121, electron-energy loss spectroscopy122, and
inelastic neutron scattering spectroscopy104 (although limited to standard xc
functionals), and it includes the self-consistent readjustment of the charge
andmagnetization densities. In this work, we explicitly account for the first-
order variation of the Hubbard potential, similarly to the static phonon
DFPT implementation59,123. However, in the present noncollinear dyna-
mical case, we demonstrate that the linear response equation that is anti-
resonant with the frequency ω exhibits a reversal of the Hubbard
magnetization—i.e., the magnetization projected onto the localized (3d or
4f) target manifold. Ultimately, the method proposed here works directly
with the linearization of the Kohn-Sham (KS) Bloch states in reciprocal
space, and thus it bypasses intermediate post-processing steps like
Wannierizations75,91,124, improving user-friendliness and automation.

We apply this novel approach to the study of the magnon dispersions
of NiO andMnO. By consistently addressing the electronic, structural, and
magnetic degrees of freedom, we achieve a highly accurate determination of
spin waves, comparable to results from other advanced methods like
DMFT125 or GW3,126 but at more moderate computational cost. As a
byproduct of the calculations, we fit the magnon dispersions in order to
extract the magnetic exchange parameters, which are then used to explain
features of the magnon dispersions, and link them to the different magni-
tude of the rhombohedral distortions detected in the two materials
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investigated. These structural distortions are shown to be correctly captured
by the present approach, thanks to the use of an iterative evaluation of the
Hubbard parameters and structural optimizations, yielding the self-
consistent Hubbard U and crystal structure.

Results
Time-dependent density-functional perturbation theory with
Hubbard corrections
TDDFPT is a dynamical generalization of static DFPT118,127, where the
external perturbation is decomposed into monochromatic dynamical
components characterized by wave-vectors q and frequency ω104. Due to
the frequency dependence, two first-order (Sternheimer) equations must
be solved: one resonant with the perturbation frequency ω at wave-vector
q, and one antiresonant with −ω at wave-vector −q. Different methods
have been developed to handle these equations. For example, in ref. 102,
the antiresonant equation was explicitly solved at (−q,−ω), while ref. 104
applied the time-reversal operator T̂ ¼ ισyK̂ (with K̂ being the complex-
conjugate operator) to the antiresonat equation, which restores the
positive sign ofω and q in the response quantities while reversing the sign
of the magnetic xc potential Bxc. The operator T̂ has also been used in
staticDFPT to calculate phonons128 and theHubbardU parameter57; given
its formal elegance, in this work we follow this methodology.

The core of this paper is an extension of the TDDFPT formalism from
ref. 104 to noncollinear Hubbard functionals57. We present the general
formalism for both metals and insulators using norm-conserving pseudo-
potentials, andweuseHartree atomicunits. It isworthnoting that extending
the current formalism to ultrasoft pseudopotentials129 and the projector
augmented wave (PAW) method130 is straightforward but rather
involved131,132, and could be addressed in future work.

Groundstate. In a noncollinearDFT+U scheme, theHubbard occupation
is a 2 × 2matrix in spin space112,133,134. The implementation of this formalism
supports Löwdin-orthogonalized pseudo-atomic orbitals, which define the
localized Hubbard subspace of interest57. For spinorial quantities, we adopt
the notation jΨii ¼

P
σ jψσ

i ; σi and jΦI
mi ¼

P
σ jϕIσm ; σi for the KS spinor

and the Hubbard atomic states, respectively (see ref. 57 for more detailed
definitions).Here, i is the collective index for quasimomentumandKSband
indices i=nk, I is the atomic site index,m is themagnetic quantumnumber,
and σ is the spin index. The Hubbard occupation matrix is defined as
NI

mm0 ¼Pi
~θihΨijP̂

I
m0mjΨii, where ~θi are the electronic occupancies—

which equal to 0 and 1 for empty and occupied states at zero temperature,
respectively, and have intermediate values for metals around the Fermi
level—and P̂

I
m0m ¼ jΦI

m0 ihΦI
mj is the projector on theHubbard subspace. In

spin-resolved components, the Hubbard occupation matrix reads:

NIσσ 0
mm0 ¼

X
i

~θi hψσ 0
i jϕIm0 ihϕImjψσ

i i: ð1Þ

In terms of these quantities, the Hubbard energy is given by57:

EU ¼
X
Im

UI

2
Tr NI

mm �
X
m0

NI
mm0NI

m0m

 !
; ð2Þ

where the trace (Tr) is taken over the spin degrees of freedom.
Aswasmentioned earlier, in order to exploit the time-reversal operator

T̂ in the antiresonant Sternheimer equation, we need to determine how
NI

mm0 and P̂
I
mm0 transform under time reversal. To this aim, we use the

completeness property135 of the Pauli matrices σ = (σx, σy, σz):
σζζ 0 � σξξ0 ¼ 2δζξ0δζ 0ξ � δζζ 0δξ0ξ , which allows to rewrite the occupation
matrix (1) as57:

NI½m�
mm0

� �σσ 0
¼ 1

2
nImm0 δσσ

0 þmI
mm0 � σσσ 0

� �
; ð3Þ

where nImm0 ¼ Tr NI
mm0

� �
and mI

mm0 ¼
P

σσ0N
Iσσ 0
mm0σσ 0σ are the Hubbard

occupation (or charge) andmagnetization, respectively. InEq. (3) and in the
following, for the sake of convenience, we use a notation that explicitly
highlights the dependence on the magnetization (indicated as a superscript
in square brackets), whichwill be necessary laterwhenwe reverse the sign of

themagnetization. From this representation, using the properties T̂ T̂ y ¼ Î

(where Î is the identity operator) and T̂ σ T̂ y ¼ �σ, it follows that:

T̂ NI½m�
mm0 T̂

y� �σσ 0
¼ P

σ1σ2

T̂ σσ1 NI½m�
mm0

� �σ1σ2 T̂ yσ2σ0

¼ NI½�m�
m0m

� �σσ 0
;

ð4Þ

which is the transpose to Eq. (3) but with the opposite sign in front of the
magnetization matrix mI

mm0 . From this expression we can derive how the
noncollinear Hubbard potential transforms under the time-reversal
operation. Let us start from its definition57:

V̂
½m�
U ¼

X
Imm0

UI

2
δmm0 � 2NI½m�

mm0

h i
∣ΦI

m

�
ΦI

m0
�

∣; ð5Þ

where the notation V̂
½m�
U has to be understood as a 2 × 2 matrix operator in

the spin space. Next, using Eq. (4), by inverting the dummy indicesm and
m0, and since the application of T̂ on Φ is immaterial (due to the spin-
averaging procedure57), the desired transformation is:

T̂ V̂
½m�
U T̂ y� �σσ 0

¼ P
σ1σ2

T̂ σσ1 V̂
½m�
U

� �σ1σ2 T̂ yσ2σ0

¼ V̂
½�m�
U

� �σσ 0
;

ð6Þ

which is identical to Eq. (5) but withNI½m�
mm0 being replaced byN

I½�m�
mm0 , which

has been discussed above.

Dynamical linear response. Let us consider now an external weak
perturbation of the system due to the magnetic dynamical potential
with a finite q and ω modulation. This potential is given by the inter-
action energy of the system of electrons with an external magnetic

field104: V
½Bωq �
ext ðq;ωÞ ¼ �μB σ � Bωq. Hereafter, we indicate with Bα

ωq the

Cartesian α-component of the vector amplitude of the external mag-
netic field. Next, we use the Bloch sum expression for the Hubbard
atomic-like states55,136:

∣Φs
mk

� ¼ 1ffiffiffiffiffiffi
Nk

p X
l

eιk�Rl ∣Φls
m

� ¼ eιk�rffiffiffiffiffiffi
Nk

p ∣νsmk

�
; ð7Þ

where νsmkðr þ RlÞ ¼ νsmkðrÞ �
P

σν
sσ
mkðrÞjσi is the lattice-periodic

spinorial part, and Nk is the number of points in the k-grid. Here, we
used the notation I ≡ ls (RI ≡ Rl + τs), so that s identifies the atomic
position within the lth cell. Going over to the (ω, q) space and
differentiating with respect to the Cartesian α-component of Bωq, we get
the linearized Hubbard potential:

dV̂
½m�
U;k

dBα
ωq

¼ �
X
smm0

Us dN
s½m�
mm0

dBα
ωq

∣νsmkþqihνsm0k∣; ð8Þ

for which a transformation law similar to Eq. (6) applies:

T̂
dV̂

½m�
U;�k

dBα
�ω�q

T̂ y ¼ dV̂
½�m�
U;k

dBα
ωq

: ð9Þ
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We now exploit Bloch’s theorem for the KS spinors:

jΨii � jΨnki ¼ eιk�rffiffiffi
N

p
k
junki. In terms of the lattice-periodic spinorial part

unkðr þ RlÞ ¼ unkðrÞ �
P

σu
σ
nkðrÞjσi, the first-order response Hubbard

occupationmatrix in Eq. (8) is written in terms of a first-order standard and
time-reversed response KS wavefunctions:

dNs½m�
mm0

dBα
ωq

¼ 1
Nk

X
nk

hunkjνsm0kihνsmkþqjΔα
ωqunki

h

þhT̂ un�kjT̂ νsm�kihT̂ νsm0�k�qjT̂ Δα
�ω�qun�ki

i
;

ð10Þ

where the scalar products between the lattice-periodic parts of the spinors
are summed over the spin components: 〈u∣ν〉≡∑σ〈u

σ∣νσ〉. Equation (10) is
valid for finite q, while for q = 0 there is an extra term for metallic systems
proportional to the derivative of the occupations ~θ56,118,137. The implementa-
tion of TDDFPT+U does not currently support the case q = 0; hence, this
term is omitted. Also, in Eq. (10) the prefactor ~θnk does not occur due to the
definition of the response KS wavefunctions for metallic systems137. Thanks
to the relations:

dnImm0

dBα
ωq

¼ Tr
dNI

mm0

dBα
ωq

" #
;
dmI

mm0

dBα
ωq

¼
X
σσ0

dNIσσ 0
mm0

dBα
ωq

σσ
0σ ;

it is readily seen that the time-reversed part of Eq. (10) has an inverted sign
for theHubbardmagnetizationm, similarly towhathappens for the induced
spin-resolved charge density128 (in analogy to Eqs. (26) and (27) of ref. 104).
Finally, in Eq. (10) the resonantΔα

ωqunk and the time-reversed antiresonant
T̂ Δα

�ω�qun�k wavefunctions can be obtained by solving the two coupled
Sternheimer equations, which represent the core methodological develop-
ment of this work:

Ĥ
½Bxc�
kþq þ V̂

½m�
U;kþq � ϵnk � ω

� �
∣Δα

ωqunk
E
¼ �P̂kþq

dV̂
½Bxc�
Hxc

dBα
ωq

þ dV̂
½m�
U;k

dBα
ωq

þ dV̂
½Bωq�
ext

dBα
ωq

" #
∣unk

�
;

ð11Þ

Ĥ
½�Bxc�
kþq þ V̂

½�m�
U ;kþq � ϵn�k þ ω

� �
∣T̂ Δα

�ω�qun�k

E

¼ �Π̂kþq
dV̂

½�Bxc �
Hxc

dBα
ωq

þ dV̂
½�m�
U;k

dBα
ωq

þ dV̂
½�Bωq�
ext

dBα
ωq

" #
∣T̂ un�k

E
;

ð12Þ

where P̂kþq and Π̂kþq ¼ T̂ P̂�k�qT̂
y
are the standard and time-reversed

projectors onto the empty electronic states manifold, which have a more
complex expression formetallic systems104,118,137. Here, Ĥ

½Bxc�
kþq is the ground-

state Hamiltonian defined in Eq. (21) in ref. 104, and Ĥ
½�Bxc �
kþq is its

analogwith the reversed signofBxc, while ϵnk and ϵn−k are the ground-state
KS energies. This Hamiltonian does not include the ground-state lattice-
periodic Hubbard potential V̂

½m�
U ;kþq, which instead appears as a separate

term in the equations above [see its definition in Eq. (A15) in ref. 55], and
V̂

½�m�
U ;kþq is its analog with the reversed sign for the Hubbard magnetization

m. Finally, the response Hartree and xc (Hxc), response Hubbard, and
external potentials appear on the right-hand side of the equations above
with the specified signs of Bxc,m, and Bωq. Equations (11) and (12) differ
from analogs equations in ref. 104 by the presence of the ground-state and
response Hubbard potentials tuned by the magnitude of the Hubbard U
parameter. In addition, the ground-state KS energies, wavefunctions, and
spin-resolved charge density are obtained from the DFT+U ground state.
Therefore, by solving Eqs. (11) and (12) self-consistently it is possible to
obtain magnon energies including the Hubbard corrections with full
internal consistency.

In principle, the dynamical Sternheimer equations (11) and (12) can be
solved at each frequency ω; this provides the response KS wavefunctions
Δα
ωqunk and the corresponding time-reversed ones T̂ Δα

�ω�qun�k . The

evaluation of these quantities gives access to the dynamical response spin-
charge density matrix operator, defined as:

dρ̂
dBα

ωq
¼ 1

Nk

X
nk

∣Δα
ωqunkihunkj þ jT̂ Δα

�ω�qun�kihT̂ un�k∣
� �

: ð13Þ

The knowledge of this latter gives a complete description of the magnetic
linear response of the system to amagnetic external perturbation, inasmuch
as it delivers the spin susceptibility tensor through:

χαα0 ðq;ωÞ ¼ μB Tr σα
dρ̂

dBα0
ωq

" #
: ð14Þ

This dynamical Sternheimer approach was successfully employed in
refs. 101,102 (without Hubbard corrections) to calculate magnons in ele-
mental itinerant metallic magnets and in the context of lattice-dynamical
properties138–140. However, themain disadvantage of this approach is its high
computational cost coming from the need to solve these equations self-
consistently for each value of the frequency ω. To avoid this drawback, we
employ the LL approach104,116, that enables the determination of the target
columnof the spin susceptibility tensor along theω axis at oncewith a single
linear-response calculation. The technical details concerning the imple-
mentation of noncollinear Hubbard functionals within this methodology
can be found in the “Methods” section.

Applications
In this section, we present the application of the TDDFPT+U imple-
mentation using the LL approach to the transition-metal monoxides NiO
and MnO.We first discuss the structural and electronic properties of these
materials using LSDA and LSDA+U, comparing them with experimental
data. Next, we present the calculated magnon dispersions using TDDFPT
(withinALSDA)andTDDFPT+U (withinALSDA+U), and compare these
results with experimental estimates. Finally, we extract the Heisenberg
exchange interaction parameters by fitting the calculatedmagnon spectrum
and compare them with experimental values. Both NiO and MnO are
widely investigated antiferromagnetic (AFM) type II insulators. They
crystallize in a rocksalt-type structure in the paramagnetic phase. Below
their respective Néel temperatures, 524 K for NiO141 and 120 K forMnO142,
these materials exhibit a rhombohedral distortion along the [111] direction
of the face-centered cubic (fcc) lattice.

We start our analysis by determining the electronic and crystal struc-
ture of the ground state of NiO and MnO. The U parameter employed for
the Hubbard augmentation is calculated using linear-response theory54:

UI ¼ dnI0
dλI0

	 
�1

� dnI

dλI0

	 
�1
 !

II

; ð15Þ

wherenI �PmTr ðNI
mmÞ andnI0 �

P
mTr ðNI

0;mmÞ are the interacting and
noninteracting response atomic occupations, respectively, which are
decomposed into monochromatic components according to DFPT55,57:
dnI=dλI0 ¼ 1

Nq

PNq
q eιq�ðRl�Rl0 ÞΔs0

qn
s (detailed expression can be found in

refs. 55–57). In Eq. (15), the Hubbard U parameter is defined by requiring
that the second derivative of theDFT-LSDA total energywith respect to the
occupation of the Hubbard manifold is zero. This condition eliminates
theunphysical curvatureof the total energy causedbySIEs, thereby ensuring
the piecewise linearity of the LSDA+U total energy54. Thanks to the
collinearity of the AFM ground state, and the neglect of the spin-orbit
coupling due to the lightness of the elements, it is safely possible to restrict
such a calculation to the collinear case, thus saving substantial computa-
tional effort. In order to simultaneously optimize the Hubbard parameters
and the crystal structure,we employed theworkflowproposed in refs. 56,119
and depicted in Fig. 1. This latter alternates variable-cell structural
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relaxations and determination of the U parameter until convergence is
achieved.Weobtained self-consistentU values of 6.26and4.29 eV forNi-3d
and Mn-3d states in NiO and MnO, respectively. Finally, these values are
used to compute the magnon dispersions using TDDFPT+U.

Table 1 summarizes the equilibriumrhombohedral latticeparameter (a),
rhombohedral angle (ϑ), magnetic moment (∣m∣), and band gap (Eg) as
computed using LSDA, LSDA+U, and as measured in experiments (see also
Fig. 4b). The experimental values for a and ϑ are derived from the cubic
lattice143,144. We are not aware of any direct experimental reports of the
rhombohedral lattice parameters for these materials, possibly because the
rhombohedral distortions are small and hard to resolve experimentally.
Therefore, the comparisonofour theoretical rhombohedral latticeparameters
with the experimental reference values should be considered somewhat per-
ipheral. We find that the Hubbard correction systematically improves over
LSDA. Still, non-negligible discrepancies are present even in the LSDA+ U
approach,which are to a large extent due to the limitationof the base xcLSDA
functional that isknowntocauseexcessivebinding incrystal structures. InSec.
S1 of the supplemental information (SI), we show how the structural prop-
erties of the two systems change when the base xc functional is replaced with

spin-polarized PBE145 or PBEsol146, combined with their respective self-
consistent U values computed via DFPT. We find that PBE+U slightly
overestimates the lattice parameter a, while PBEsol+U slightly under-
estimates it, with only minor variations in α. Overall, PBEsol+U provides
more accurate predictions of the crystal structure than LSDA+U. Since our
TDDFPT+U implementationcurrentlydoesnot supportσ-GGAfunctionals,
the remainder of this study focuses exclusively on LSDA+U. Concerning Eg,
although its value generally improveswhenHubbard corrections are included
(see e.g., ref. 147), an underestimation of this quantity is to be expected,
inasmuch as DFT + U is a theoretical framework that mainly corrects total
energies.More precisely, when the band edges have the same orbital character
of the Hubbard projectors, reasonable band gaps can be obtained with
Hubbard-corrected functionals44,148,149. However, in the general case, formore
accurate evaluations of spectral properties, methods like GW150–152, hybrid
functionals153–155 or Koopmans functionals156–158 may be more appropriate.

Going over to the calculation of magnons, we recall that in the first
Born approximation, there is a relation between the experimentally
detectable double-differential cross section d2σ/(dΩdω) (measuring the
scattering of neutrons) and the spin susceptibility tensor χ(q, ω) which is
given by: d2σ=ðdΩdωÞ ¼ � g2n

4π
kf
ki
Sðq;ωÞ104,159,160, where gn is the neutron g-

factor, ki andkf are the initial andfinalwavevectors of the scatteredneutrons,
and

Sðq;ωÞ ¼ �ImTr TðqÞχðq;ωÞ� �
; ð16Þ

whereTαα0 ðqÞ ¼ δαα0 � qαqα0=q
2 is theprojector to aplane transverse to the

transferred momentum q, and q = ∣q∣. The poles of Sðq;ωÞ occur at the
frequenciesωm(q) of magnons and Stoner excitations. To illustrate how the
determination of themagnon spectrum is carried out, we report in Fig. 2 an
example of the calculated Sðq;ωÞ for different values of the transferred
momenta q for the magnon branch of NiO along the [111] direction. The
sharp resonances inSðq;ωÞ indicate the frequencypositions of themagnetic
excitation of the system, which draw the spin-wave dispersions in the
(ω, q) plane.

In Fig. 3, we show the calculated magnon spectra for NiO and MnO
with and without the Hubbard correction, and the comparison with
experimental measurements161,162. Plain TDDFPT using ALSDA sig-
nificantly overestimates the magnon energies with respect to experiments
for both NiO and MnO. This aligns with previous LSDA-based theoretical
studies125,126. On the contrary, the effect of the Hubbard augmentation is

Fig. 1 | Computational protocol for the determination of the self-consistently
(SC) optimizedHubbardUparameter, crystal structure, andmagnondispersion.
Uin, Uout, and USC are the input, output, and self-consistent Hubbard parameters,
respectively, while Δ is the convergence threshold.

Table 1 | Crystal andelectronic structureproperties ofNiOand
MnO as computed using LSDA, LSDA+U, and as measured in
experiments

Method a (Å) ϑ (deg) ∣m∣ (μB) Eg (eV)

NiO LSDA 4.93 33.97 1.15 0.48

LSDA+U 5.03 33.63 1.60 3.04

Expt. 5.11a 33.56a 1.77c 4.0e

1.90d 4.3f

MnO LSDA 5.07 35.66 3.86 0.65

LSDA+U 5.32 34.16 4.19 1.93

Expt. 5.44b 33.56b 4.79c 4.1e

4.58d 3.9 ± 0. 4g

Theequilibrium rhombohedral latticeparameter (a), rhombohedral angle (ϑ),magneticmoment (∣m∣),
and band gap (Eg) are presented. The experimental values for a and ϑ are determined from the cubic
lattice using the experimental lattice parameter (4.17 and 4.43 Å for NiOa and MnOb, respectively),
sinceexperimentally the rhombohedral distortion is not quantified. Theangleϑ=33.56∘corresponds
to the case with no rhombohedral distortion. Ref.a: 143, ref.b: 144, ref.c: 197, ref.d: 198, ref.e: 199,
ref.f: 200, ref.g: 201.

Fig. 2 |Magnetic spectrumofNiO.Calculated dynamical spin structure factor from
Eq. (16) (in cyan color) as a function of the frequencyω (in meV) at several values of
the transferred momentum q along the [111] direction (in units of 2π/a, where a is
the rhombohedral lattice parameter obtained from the distorted cell within LSDA
+U). Orange crossesmark the exact position ofmagnon peaks, and the green dashed
line is a guide for the eye to highlight the magnon dispersion in the (ω, q) plane.
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substantial, and ALSDA+U significantly improves agreement with
experiments, not only for the amplitude of the magnon dispersion, but also
for their curvature. This outcome is remarkable since the TDDFPT+U
calculations are fully first-principles and do not rely on any empirical
parametrization for the lattice parameters, U value, or type and/or strength
of magnetic interactions. For MnO, we remark that the inclusion of the
rhombohedral distortion is crucial in order to obtain a nonzero magnon
energy at theM point71,77. For NiO instead the rhombohedral distortion is
much smaller, resulting in an almost vanishing magnon energy at q =M as
compared to the magnon bandwidth. We observe that it is important to
account for the rhombohedral distortion within the selection of the q–path
across the Brillouin zone (BZ): the Γ−M high-symmetry direction under-
goes a small rotation, while only the length along the Γ−X line is slightly
modified. To do this, we specified the coordinates of the X andM points in
the crystal framework (i.e., in the basis of the reciprocal lattice vectors of the
BZ) and then transformed them to the Cartesian framework.

The magnon energy at q → 0 requires special attention due to the
Goldstone theorem, which dictates that the acoustic magnon energy must
vanish in the absence of spin-orbit coupling163,164. However, in practice,
numerical calculations often violate this condition due to approximations
used todescribe the ground andexcited states, such as differingk-point grids
or basis sets91–94,98,109. In contrast, our TDDFPT+U implementation based
on the LL approach satisfies the Goldstone theoremwith high accuracy and
correctly reproduces the long-wavelength limit, as previously demonstrated
for standard TDDFPT with ALSDA165. Since our current implementation
does not support the exact q = 0 limit, we perform calculations using very
small butfinite q valuesnear 0. As shown in Sec. S3 of the SI, wefind that the
magnon energy indeed vanishes as q → 0 in the absence of spin-orbit
coupling. In contrast, the TDDFT+U implementation in refs. 114,115,
which solves theDysonequation, employs the so-calledλALSDA+U, where
λ is an empirical rescaling factor applied to the xc kernel to enforce the
Goldstone condition. For antiferromagnetic insulators such as Cr2O3, a λ
value of 1.4was required to achieve a zeromagnon energy atq=0.However,
when using empirical U values greater than 1 eV, unphysical behavior was
observed in the acoustic magnon branch, including vanishing energy over
extended portions of high-symmetry directions in the BZ114. This demon-
strates the challenge of simultaneously satisfying the Goldstone condition

and achieving magnon dispersions in close agreement with experimental
results when using λALSDA+U. The approach in refs. 92,93, which
enforces sum rules to satisfy the Goldstone condition, could potentially
complement the TDDFT+U Dyson-based method of refs. 114,115 to
address this issue. However, such corrections are unnecessary in our
TDDFPT+U LL-based approach, which satisfies the Goldstone condition
because the same computational parameters enter in both the DFT+U
ground state and in the linear-response calculations. This highlights the
robustness and accuracy of our novel method.

To gain further physical insights, we fit the magnon dispersions of Fig.
3 in order to have access to theHeisenberg exchange interactionparameters.
For this analysis, we consider a Heisenberg model with nearest-neighbor
(n.n.) and next-nearest-neighbor (n.n.n.) exchange interactions. The low-
energy Hamiltonian reads162:

Ĥ ¼
Xn:n:p
i;j

J�1 Si � Sj þ
Xn:n:a
i;j

Jþ1 Si � Sj þ
Xn:n:n:
i;j

J2 Si � Sj; ð17Þ

where the first sum is over nearest-neighbors with parallel spins (J�1 ), the
second sum is over nearest-neighbors with antiparallel spins (Jþ1 ), and the
third sum is over next-nearest-neighbors with antiparallel spins (J2) (see
Fig. 4a). The notation J�1 and Jþ1 , introduced by Lines and Jones166,
highlights the difference in interaction strength for nearest neighbors due to
rhombohedral distortions167. Without these distortions, J�1 ¼ Jþ1 . The
HeisenbergHamiltonian in Eq. (17) uses the same convention as in ref. 162,
assuming that more remote exchange interactions are negligible. We also
neglect DM and single-ion anisotropy magnetic interactions in this
Hamiltonian. Here, i and j label magnetic atomic sites, and ∑i,j denotes
the summation over pairs (i, j).

FromtheHeisenbergHamiltonianEq. (17), usingLSWT, it is possible to
obtain an analytical expression for the magnon dispersion ωm(q) that
explicitly depends on the exchange interactionparameters,which can thenbe
used to fit the magnon spectrum (Fig. 3). The initial step involves trans-
forming the Hamiltonian to represent each spin within its local reference
frame, oriented along the z-direction. Next, a Holstein-Primakoff transfor-
mation is performed83, replacing spin operators with creation and annihila-
tion bosonic operators similar to those in a harmonic oscillator. During this
transformation, the Hamiltonian is linearized, retaining terms up to the
second order in the Holstein-Primakoff bosonic quasiparticles. Finally, the
equation of motion is solved by diagonalizing the dynamical matrix, and a
Bogoliubov transformation ensures a diagonalizing basis that adheres to the
usual commutation relations.Thefinal stagedelivers theanalytical expression

Fig. 3 | Calculated magnon dispersions with different methods and comparison
with experiments. a NiO and b MnO computed using TDDFPT (gray dots),
TDDFPT+U (cyan dots), and as measured in experiments (olive dots)161,162. Dashed
lines along Γ−M and Γ−X are fit using Eq. (18) with the parameters Jþ1 , J

�
1 , and J2.

The values of the magnetic exchange parameters resulting from the fit are sum-
marized in Table 2.

Fig. 4 | Schematic illustration of the NiO and MnO unit cell. In the picture, the
exchange interaction parameters Jþ1 , J

�
1 , and J2 introduced in Eq. (17), the lattice

parameter a, and the angle ϑ quantifying the rhombohedral distortion are reported.
Panel (a) shows the fcc cell, while (b) displays the rhombohedral cell employed in our
first-principles calculations, and (c) is the Brillouin zone (BZ) corresponding to the
rhombohedral cell. a1, a2, and a3 are the real-space primitive lattice vectors of the
rhombohedral unit cell, while b1, b2, and b3 are the reciprocal-space primitive lattice
vectors of the BZ. The high-symmetry points Γ, X, and M in the BZ are also
highlighted.
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for the magnon frequencies, ωm(q). For a fcc lattice, this expression reads166:

ωmðqÞ ¼ μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J11ðqÞ � J11ð0Þ þ J12ð0Þ
� �2 � J12ðqÞ2

q
; ð18Þ

where μ = 2S, i.e., it depends on the nominal magnetic moment S of the
transition-metal ion (S = 1 for Ni2+ and S = 5/2 for Mn2+). The functions
J11(q) and J12(q) are defined as

161,162,168:

J11ðqÞ ¼ J�1
P
α≠α0

cos πðqα � qα0 Þ;

J12ðqÞ ¼ 2J2
P
α
cosð2πqαÞ þ Jþ1

P
α≠α0

cos πðqα þ qα0 Þ:

In Fig. 3, we show the fit of the magnon dispersions of NiO and MnO
from TDDFPT and TDDFPT+U using Eq. (18) simultaneously along
the Γ−M and Γ−X directions.Table 2 compares the theoretical Hei-
senberg exchange parameters obtained by fitting the TDDFPT and
TDDFPT+U magnon dispersions in Fig. 3 with experimental
values161,162. We extract the experimental Heisenberg exchange para-
meters by fitting the experimental magnon dispersions using Eq. (18),
omitting single-ion anisotropy terms and using the S values given after
Eq. (18). Our fitted values differ slightly from those in refs. 161,162
because the original works included single-ion anisotropy and used a
slightly different S value for MnO. This refitting ensures a consistent
comparison between theoretical and experimental exchange parameters
under similar conditions and approximations169. As shown in Table 2,
the Jþ1 , J�1 , and J2 parameters from TDDFPT within ALSDA are
significantly overestimated compared to experimental values, while
TDDFPT+U provides parameters much closer to experiments. Within
TDDFPT, the theoretical exchange parameters deviate from the
experimental ones by 300%, while within TDDFPT+U they deviate by
20%, drastically improving the accuracy of the predictions. It is worth
stressing that the sign of these parameters is correct in both cases. Given
the strong dependence of the parameters J on the structural properties,
we observe once again that the residual disagreement obtained with the
Hubbard corrections could be further lowered by using more advanced
xc functionals146,170. It would be possible to bring the theoretical exchange
parameters even closer to experimental values by slightly increasing the
U parameter71, but this would introduce an adjustable parameter and, by
doing so, the theorywould not be unbiased anymore. This also highlights
the strong sensitivity of the magnon dispersions and the corresponding
J parameters to the value of the Hubbard U.

The difference between Jþ1 and J�1 serves as a useful measure of the
impact of rhombohedral distortions on the magnon dispersions.We define
ΔJ1 ¼ Jþ1 � J�1 , and its relative strength compared to the average J1 para-
meter as ∣ΔJ1/J1∣. Table 2 shows that ΔJ1 and ∣ΔJ1/J1∣ are in much closer
agreement with the experimental values when using TDDFPT+U as
compared toTDDFPT.WhenΔJ1→0, themagnon energy at theMpoint in
theBZvanishes,while increasingvalues ofΔJ1 lead tohighermagnonenergy

at theM point, which can be verified using Eq. (18). This implies that ΔJ1
reflects the crystallographic inequivalence between two nearest-neighbor
transition-metal ions, which is influenced by the rhombohedral distortion.
Our first-principles calculations are in agreement with this picture, pre-
dicting a larger rhombohedral angle ϑ (indicating greater rhombohedral
distortion) for MnO compared to NiO (see Table 1). Consistently, LSDA,
which overestimates ϑ for both materials, displaying the largest values of
both ΔJ1 and the magnon energy at theM point.

Discussion
We have presented a first-principles approach for calculating magnons
based on time-dependent density-functional perturbation theory104 and the
Liouville-Lanczos method augmenting the adiabatic exchange-correlation
functional with nonempirical Hubbard corrections. This Hubbard-
extended formulation of TDDFPT is fully ab initio, since the Hubbard U
parameter is computed from first-principles using DFPT55,57, avoiding any
empirical calibrations.Additionally, the dynamical spin susceptibility tensor
is directly computed through linear-response theory, without assumptions
about the type and strength of magnetic interactions, unlike spin models
such as theHeisenbergHamiltonian. TheHubbardU correction is included
self-consistently when solving the ground-state DFT+U problem, and its
linear response is included when solving the TDDFPT+U equations using
the LL approach.We chose the LL approach over theDyson or Sternheimer
methods because it is computationally efficient and provides access to all
frequencies at once, unlike the point-wise calculations required by the other
methods. Similarly to the Sternheimer approach102, the LL approach avoids
the computationally expensive summations over empty states104, commonly
performed in static DFPT for phonons120. In all cases, the local spin density
approximation (adiabatic in the time-dependent density-functional per-
turbation theory case) is used for the base exchange-correlation functional,
then augmented with the Hubbard corrections. Crucially, the Goldstone
theorem is satisfied within this computational framework.

To benchmark the TDDFPT+U formalism and ensure the correctness
of its implementation, we applied it to the prototypical transition-metal
monoxidesNiOandMnO, including their rhombohedral lattice distortions.
The computed magnon dispersions from TDDFPT+U show remarkable
agreementwith experimental data, unlike those fromTDDFPT. Specifically,
we accurately predictfinitemagnon energy at theMpoint in the BZofMnO
due to rhombohedral distortions, while this effect is almost negligible for
NiO with respect to its magnon bandwidth, consistent with experimental
observations. Using the Heisenberg Hamiltonian and the LSWT, we fit the
magnon dispersions to extract the nearest-neighbor and next-nearest-
neighbor Heisenberg interaction parameters. The parameters obtained
fromTDDFPT+U align well with experimental values, whereas those from
TDDFPT are largely overestimated. A detailed comparison of Heisenberg
exchange parameters from TDDFPT+U and those calculated via total
energy differences or the infinitesimal-rotations method is of great interest
and is presented in a separate study169.

Although the current implementation of TDDFPT+U using the LL
approachyieldedgood results, it still has limitations. Indeed, this approach is

Table 2 | Exchange interaction parameters

Material Method Jþ
1 J�

1 J1 J2 ∣J2/J1∣ ΔJ1 ∣ΔJ1/J1∣ × 100%

NiO TDDFPT −2.89 −3.20 −3.05 28.25 9.26 0.31 10.2%

TDDFPT+U −1.18 −1.19 −1.19 11.87 9.97 0.01 0.8%

Expt. −0.81 −0.82 −0.82 9.96 12.14 0.01 1.2%

MnO TDDFPT 1.81 1.21 1.51 1.91 1.26 0.60 39.7%

TDDFPT+U 0.51 0.37 0.44 0.53 1.20 0.14 31.8%

Expt. 0.40 0.30 0.35 0.46 1.31 0.10 28.6%

Exchange interaction parameters (in meV), using the convention for the Heisenberg Hamiltonian of Eq. (17), are extracted by fitting the magnon dispersions of Fig. 3 using TDDFPT, TDDFPT + U, and

experimental data from refs. 161 and 162 for NiO (at 78 K) and MnO (at 4 K), respectively. Here, J1 ¼ ðJþ1 þ J�1 Þ=2, and ΔJ1 ¼ Jþ1 � J�1 .
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based on the linear-response regime, meaning it cannot simulate ultrafast
phenomena with strong external perturbations105. Moreover, when solving
the dynamical TDDFPT+U equations, the response Hubbard potential is
computed using the static Hubbard U parameter, neglecting its dynamical
variations due to external perturbations.We believe that this is a reasonable
approximation since the external perturbation is assumed to be weak.
Investigating the effect of dynamical modulation ofU onmagnons could be
interesting, as done in ref. 171 for studying high-harmonic generation.
However, the U(ω) parameter cannot be treated within the LL approach
because it does not allow for a frequency-dependent response potential. To
exploreU(ω), switching to the Dyson or Sternheimer approaches would be
necessary. On a more technical level, the current implementation is limited
to LSDA,with σ-GGAcurrently unsupported, and itworks onlywith norm-
conserving pseudopotentials. Extensions to ultrasoft pseudopotentials129

and the PAW method130 would be straightforward but they increase the
computational complexity. In addition, the current implementation does
not support symmetry, requiring the use of the full k point grid in the BZ.
We plan to implement symmetries in future versions of the TDDFPT+U
code, which will further reduce the computational cost. Finally, the current
implementation runs only on central processing unit (CPU) architectures,
and porting it to graphics processing unit (GPU) architectures would sig-
nificantly boost the speed of magnon calculations172,173.

Finally, we discuss the outlook and future prospects. Our noncollinear
TDDFPT+U implementation, based on ref. 104, supports spin-orbit cou-
pling (SOC).This is particularly relevant for heavy elements such as e.g., rare
earths, containing localized f electrons requiring Hubbard corrections.
Moreover, incorporating SOC enables the study of its effect on magnons,
e.g., through the magnon-phonon coupling, intrinsic damping, anisotropy
and gaps in the magnon spectrum2,12. Thanks to the noncollinear extension
of DFT+U and DFPT57, it is possible to evaluate the HubbardU parameter
within thenoncollinear framework, fully including SOCand further employ
it within TDDFPT+U. Moreover, the current TDDFPT+U implementa-
tion can be straighforwardly extended to incorporate inter-site Hubbard V
corrections149, that have proven to be very accurate and effective for diverse
materials and properties174–181. Another promising direction involves
using TDDFPT+U in combination with MBPT182 to study the renormali-
zation and damping of electronic band structures in antiferromagnetic
insulators due to electron–magnon coupling108,183, with a particular focus on
employing ab initio rather than empirical U values184. Additionally, the
current TDDFPT+U implementation can be used for high-throughput
calculations of magnons for hundreds or even thousands of materials using
platforms like AiiDA185,186. This process can be further streamlined using
equivariantneural networks topredictHubbardparameters essentially at no
cost, but with the accuracy close to that of DFPT52. We believe that the
present TDDFPT+U extension opens the door to accurate modeling of
magnons in complex transition-metal and rare-earth compounds, poten-
tially leading to significant technological breakthroughs in spintronics and
magnonics.

Methods
Liouville-Lanczos approach with Hubbard corrections
The LL approach aims to solve the quantum Liouville spinorial equation,
which is equivalent to the coupled dynamical Sternheimer equations (11)
and (12). This is done by linearizing the Liouville equation, and taking
advantage of the batch representation116,117,122 to cast the equation in amatrix
form that can be efficiently solved using the Lanczos algorithm187. The key
advantage of using the LL approach over directly solving the dynamical
Sternheimer equations is that the problem only needs to be solved once,
regardless of frequency. The evaluation of themagnetic spectrum is then an
inexpensive post-processing step121. The linearized quantum Liouville spi-
norial equation in the frequency domain reads104:

dρ̂
dBα

ωq
¼ ω� L̂q

� ��1 dV̂ext

dBα
ωq

; ρ̂0

" #
; ð19Þ

where ρ̂0 is the ground-state spin-charge density matrix operator,

dV̂ext=dB
α
ωq ! dV̂

½ ±Bωq�
ext =dBα

ωq are the direct and reversed magnetic

perturbations, and L̂q ! L̂±
q is the Liouvillian superoperator, which

action over a generic quantum-mechanical operator X̂ is defined as:

L̂ ±
q ðX̂Þ � Ĥ

½ ±Bxc �; X̂
h i

þ V̂
½±m�
U ; X̂

h i
þ dV̂

½ ±Bxc �
Hxc
dBαωq

; ρ̂0

	 

þ dV̂

½±m�
U

dBα
ωq

; ρ̂0

	 

:

ð20Þ

The first and third terms in the above equation are the noninteracting
and interacting terms found in the standard TDDFPT formulation within
ALSDA104. The second and fourth terms are new, referred to as the non-
interacting and interactingHubbard terms,which arise fromtheHubbardU
correction. These four terms also appear in the dynamical resonant and
antiresonant Sternheimer equations (11) and (12) with the respective signs
of Bxc andm.

To evaluate the spin susceptibility tensor using Eq. (14), we can use the
solution of Eq. (20). For practical computation using the Lanczos algorithm,
it is convenient to rewrite Eqs. (14) and (20) as a resolvent of the
Liouvillian121:

χαα0 ðq;ωÞ ¼ hwαjðω� L̂qÞ
�1jvα0 i; ð21Þ

where hwαj ¼ hfunkgjμBσα and ∣vα0
� ¼ dV̂ext

dBα
0

ωq
; ρ̂0

	 

jfunkgi, while {unk}

denotes a set of the ground-state KS wavefunctions. Next, we introduce the
dual basis fhpnj; jqnig composed of “left” hpnj and “right” jqni Lanczos
orthonormal vectors (hpnjqmi ¼ δn;m) that tridiagonalizes the Liouvillian:

hpnjL̂qjqmi ¼ αn δn;m þ βn δn;mþ1 þ γn δn;m�1, with n and m being
integer numbers (n ≥ 1,m ≥ 1). The Lanczos vectors are obtained by using
the Lanczos recursive relations187:

L̂q∣qn
� ¼ ∣qnþ1

�
βnþ1 þ ∣qn

�
αn þ ∣qn�1

�
γn; ð22Þ

L̂y
q∣pn

� ¼ ∣pnþ1

�
γnþ1 þ ∣pn

�
αn þ ∣pn�1

�
βn; ð23Þ

where {αn, βn, γn} is a set of Lanczos coefficients that are defined as:

αn ¼ hpnjL̂qjqni, βnþ1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffihupjuqi

p
, and γnþ1 ¼ βnþ1sign½hupjuqi�,

where juqi ¼ jqnþ1iβnþ1 and jupi ¼ jpnþ1iγnþ1
104. By setting

jp1i ¼ jq1i ¼ jvα0 i, the resolvent of the Liouvillian in Eq. (22) can be
expressed as a continued fraction117,131:

χαα0 ðq;ωÞ ¼
1

ω� α1 þ β2
1

ω�α2þ... γ2
: ð24Þ

In practice, χαα0 ðq;ωÞmust be convergedwith respect to the numberof
Lanczos iterations n when solving Eqs. (23) and (24) recursively.

We report in Sec. S2 in the SI the evolution of the average between
the even and odd LL coefficients αn and βn along the Lanczos chain (the
coefficient γn is essentially equal to βn and for conciseness we display
only the latter). As it was reported in previous studies104,121,188, the αn
coefficient is very small and oscillates around zero (when the batch
rotation is performed, namely when time-reversal symmetry holds, αn =
0 by construction117), while βn is approximately equal to the half of the
kinetic-energy cutoff in the wavefunction expansion (≈40 = 80/2 Ry).
We mention that the number of LL iterations necessary to converge
TDDFPT + U calculations is about 7000–8000, which is substantially
smaller than the 16,000 iterations needed to converge TDDFPT. We
attribute this difference to the fact that the + U correction widens the
band gap (see Table 1). As a consequence, the energy of Stoner excita-
tions is blue-shifted, and less electronic transitions contribute to the
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system’s response at low energies (where magnon excitations occur),
stabilizing the convergence of the Lanczos chains.

Importantly, these equations are independent of the frequency ω,
meaning that they need to be solved only once for each value of the trans-
ferred momentum q and each Cartesian α-component of the external
magnetic field. The frequency only comes into play in the post-processing
step, using the Lanczos coefficients {αn, βn, γn} to compute the spin sus-
ceptibility tensor according to Eq. (25). A small constant Lorentzian
broadening η is added to the frequency ω→ ω+ iη to regularize the cases
when the frequency of the perturbation resonates with electronic vertical
transition processes in the system (see the left-hand sides of Eqs. (11) and
(12)). Since only the transverse component of χαα0 ðq;ωÞ is needed to
compute magnons, just one or two Lanczos chains are sufficient in some
systems, depending on the system’s symmetry and the direction of the
ground-state magnetization.

Computational details
All calculations are performed using the QUANTUM ESPRESSO

distribution172,189,190. The ground-state calculations are carried out with the
PW code189 using LSDA191 as the base xc functional. Optimized norm-
conserving scalar-relativistic pseudopotentials192 are taken from the Pseu-
doDojo library193. We use a 80 Ry kinetic-energy cutoff for the plane-wave
expansion of the KS wavefunctions and a 320 Ry cutoff for the charge
density. TheBZ is sampledwith a Γ-centered 12×12× 12 k-points grid. The
spin-orbit coupling is neglected.

The Hubbard U parameters are computed using DFPT55,57 as imple-
mented in the HP code194, with Löwdin-orthogonalized atomic orbitals for
Hubbard projectors195. We employ uniform Γ-centered k- and q-point
meshes of size 8 × 8 × 8 and 4 × 4 × 4, respectively, and use kinetic-energy
cutoffs of 90 Ry for the KSwavefunctions and 360 Ry for the charge density,
providing an accuracy for the Hubbard parameters of ~0.01 eV. The U
parameters are computed iteratively ina self-consistentmanner asdescribed
in refs. 56,119, which includes Hubbard forces and stresses in DFT+U
structural optimizations196.

The magnon energies are computed using TDDFPT+U and the LL
approach, as implemented in a modified version of the turboMagnon
code165. We use ALSDA, both with and without Hubbard U. The
TDDFPT and TDDFPT+U calculations are performed at their respec-
tive optimized rhombohedral lattice parameters reported in Table 1. The
calculations employ the pseudo-Hermitian flavor of the Lanczos
recursive algorithm2,12, which includes an extrapolation technique for
the Lanczos coefficients121. A Lorentzian smearing with a broadening
parameter of 0.5 meV is used to plot the magnetic excitation spectra. All
calculations are performed without symmetries since these are not yet
implemented.

Data availability
The data used to produce the results of this work is available in theMaterials
Cloud Archive at https://archive.materialscloud.org/record/2025.41. The
turboMagnon code including Hubbard corrections is part of a customized
version of Quantum ESPRESSOwhich will be made publicly available with
the official future releases.
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