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Development of an atomic cluster
expansion potential for iron and its oxides
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The combined structural and electronic complexity of iron oxides posesmany challenges to atomistic
modeling. To leverage limitations in terms of the accessible length and time scales, one requires a
physically justified interatomic potential which is accurate to correctly account for the complexity of
iron-oxygen systems. Such a potential is not yet available in the literature. In this work, we propose a
machine-learning potential based on the Atomic Cluster Expansion for modeling the iron-oxygen
system,which explicitly accounts formagnetism.We test the potential on awide rangeof properties of
iron and its oxides, and demonstrate its ability to describe the thermodynamics of systems spanning
the whole range of oxygen content and including magnetic degrees of freedom.

Iron is one of the most abundant elements on Earth and is the primary
constituent in steels and other metallic alloys. In both its natural and pro-
cessed appearances, it is often present in the form of oxides, which develop
easily under ambient conditions. A thorough understanding of the prop-
erties of iron oxides down to the atomic and electronic levels is therefore
crucial for optimizing the production of pure iron from its ores as well as for
minimizing the impact of environmental degradation due to oxidation.

The Fe-O binary system, although it contains only a few stable com-
pounds, reveals a wide range of structural and electronic variety and
complexity1. Iron oxides are mainly found in nature in the form of three
stable minerals, namely, wüstite (FeO), magnetite (Fe3O4) and hematite
(Fe2O3), by increasing oxygen concentration.

Most atomistic studies of the Fe-O system were carried out using
Density Functional Theory (DFT) calculations. However, a faithful
description of the respective compounds requires the use of different
exchange and correlation (xc-) functionals depending on the oxygen con-
tent in the structure of interest. Indeed, standard semi-localDFT functionals
such as LDA or various GGAs predict not only Fe but also its oxides to be
metallic, which is in disagreement with experimental observations. This
discrepancy has motivated further investigations of the oxides with more
sophisticated methodologies, such as DFT + U or hybrid functionals2.

First-principles calculations face limitations regarding the size of
simulated systems and the time scales of simulations. Therefore, they are
impractical for exhaustive studies of extended defects, such as grain
boundaries, interfaces, dislocations, or kinetic processes, such as diffusion,
oxidation, and phase transformations. Atomisticmodeling of such complex
phenomena necessitates an interatomic potential that is both accurate and
efficient. However, the development of robust and transferable potentials
that would be able to capture the Fe-O system in its entirety over a broad

range of temperatures, stoichiometries, stresses, chemical potentials, etc.,
presents a major challenge.

Most of the available interatomic potentials for the Fe-O system are
based on the ReaxFF formalism3 and exhibit severe discrepancies both with
DFT and experiments in terms of structural and transport properties4.Most
importantly, the parameterization of Aryanpoor et al.5 and subsequent
models predict the three iron oxides to be dynamically unstable. An ana-
lytical bond order potential (ABOP) was developed recently6 to investigate
oxygen defects in BCC Fe and the stoichiometric wüstite phase. However,
due to its limited transferability, it yieldsnon-physical results for phaseswith
higher oxygen content, with Fe3O4 and Fe2O3 melting already at room
temperature6.

In the present work, we develop a machine-learned interatomic
potential (MLIP) based on the atomic cluster expansion (ACE)7 that
explicitly accounts for magnetism, which is crucial for a physically correct
description of the Fe-O system. The potential is fitted to an extensive DFT
database encompassing pure Fe as well as a large variety of oxygen-
containing phases.We validate theACEparametrization for awide range of
properties of both pristine and defective phases spanning thewhole range of
oxygen concentrations. We also demonstrate the ability of the model to
provide an explicit description ofmagnetic degrees of freedomandbehavior
at finite temperatures.

Results
DFT reference data
The intended applicability range of the ACE potential spans the entire
experimental Fe-Obinary phase diagram8 presented in Fig. 1a, frompure Fe
phases tohighlyoxidizedenvironments encompassing the stability rangesof
the three iron oxides.
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At low pressure and temperature, pure Fe crystallizes in a body-
centered cubic (BCC)phasewith a ferromagnetic (FM)order. This structure
is stable up to approximately 1200 K, where the BCC FMphase destabilizes
in favor of a disordered paramagnetic (PM) face-centered cubic (FCC)
phase. At higher pressures, pure Fe takes a hexagonal close-packed (HCP)
structure, which remains stable up to extremely high pressures9.

In the binary Fe-O system, up to its solubility limit, O atoms occupy
interstitial sites in the host Fe lattice. Thefirst ordered oxide above this limit,
wüstite Fe1−xO, appears in the phase diagram at approximately 50% of
oxygen and is characterized by a degree of Fe deficiency x varying between
17 and 5%10. Wüstite has a rock-salt structure (NaCl, Fm3m), with two
displaced FCC sublattices of Fe andO and an antiferromagnetic (AF) order
at low temperature. At 57% oxygen, the most stable oxide becomes mag-
netite, Fe3O4, which crystallizes under ambient conditions in an inverse
spinel structure (Fd3m) with a ferrimagnetic order. In Fe3O4, the O atoms
are arranged in an FCC lattice, with the Fe atoms occupying both the
octahedral and tetrahedral interstitial sites while having opposite spin
directions on the two sites. Above 60% oxygen, Fe2O3 is the primary stable
oxide,with a corundumstructure (R3c), anAFmagnetic order, and anHCP
underlying O sublattice1.

In terms of electronic properties, under ambient temperature and
pressure, Fe1−xOand Fe2O3 are insulators, while Fe3O4 is a half-metal1. The
distinct electronic structures add a further degree of complexity to the
structural and magnetic complexity highlighted above.

Carrying out atomistic simulations of iron oxides at the DFT level is
challenging due to a high degree of electronic correlations of the d-
orbitals on Fe atoms. A proper description of the electronic properties
thus needs to rely on a formalism that is able to incorporate electronic
correlations to some extent, for instance, via the widely used framework
of DFT+U11. However, a better agreement with experiments in terms of

electronic properties2 is counteracted by a worse description of struc-
tural and thermodynamic properties; for instance, predicting an almost
zero diffusion barrier for oxygen interstitials in BCC Fe12 or incorrect
ordering of the BCC and FCC Fe phases (see Supplementary Materials).
This is partly due to the fact that the U correction is an empirical
parameter, which is usually tuned to reproduce a given property of
interest (e.g., the electronic band gap), and is thus material-dependent2.
A common compromise to obtain properties of both pure Fe and its
oxides within DFT is to use DFT +U for oxides and a standard func-
tional, such as GGA-PBE13, for pure Fe. For instance, an empirical
mixing scheme was implemented in the Materials Project14 to obtain
formation enthalpies comparable to experimental results15.

However, in the context ofMLIP fitting, a key feature of the underlying
DFT reference data is its coherency in terms of DFT parameters. In the case
of the Fe-O system, this is primarily the xc-functional. Thus, to maintain a
consistent description of Fe atoms across the whole range of oxygen con-
centrations, a single DFT functional must be chosen. Since GGA-PBE gives
a good agreement with experiments in terms of structural properties for all
three oxides (lattice constants and elastic properties, see Table 1) as well as a
reliable description of pure Fe phases, we chose to use this xc-functional to
compute the whole DFT dataset.

Since Fe and its oxides exhibit ordered magnetic states from 0K up to
relatively high temperatures, magnetism must be accounted for in all DFT
calculations. The Curie temperature of Fe is around 1000 K, where the BCC
FM order transitions to a disordered PM state. For both Fe3O4 and Fe2O3,
the Néel temperature marking the transition to the PM state is about
950 K16,17. Forwüstite, theNéel temperature is around 200 K1, depending on
the degree of Fe depletion x18. Thus, for applications such as catalysis19 and
redox reactions below 1000 K, the explicit consideration of magnetism for
both iron and its oxides is essential. For the present ACE potential, the
description of magnetism is based on collinear spin-polarized DFT calcu-
lations. More details about the DFT parameters are given in the “Methods”
section.

Fig. 1 | Experimental phase diagram and DFT reference dataset. a Experimental
Fe-O phase diagram adapted from ref. 8 showing the stable compounds. b DFT
convex Hull (i.e., formation enthalpy ΔHf as a function of the oxygen atomic con-
centration xO) computed in this work.

Table 1 | Bulk properties of Fe and its oxides predicted by ACE
and compared to DFT calculations (with and without U
correction) and experiments (extrapolated to 0 K): lattice
constants (a0 for cubic lattices, a and c for hexagonal Fe2O3),
bulk modulus B0, and 0 K formation enthalpy ΔHf

DFT

ACE GGA-PBE +UFe = 4 eV Expt.

Iron, Fe (BCC, FM)

a0 (Å) 2.84 2.83 2.95 2.8655

B0 (GPa) 165 188 123 1649

Stoichiometric wüstite, FeO (distorted NaCl, AF)

a0 (Å) 4.29 4.26 4.31 4.3356

B0 (GPa) 181 195 164 17556

ΔHf (eV/atom) −0.95 −0.91 −1.43 −1.4123

Magnetite, Fe3O4 (inverse spinel, FeM)

a0 (Å) 8.40 8.40 8.47 8.4057

B0 (GPa) 165 172 191 18357

ΔHf (eV/atom) −1.29 −1.29 −1.75 −1.6623

Hematite, Fe2O3 (corundum, AF)

a (Å) 4.98 5.02 5.07 5.0458

c (Å) 14.06 13.90 13.90 13.7558

B0 (GPa) 156 172 191 22558

ΔHf (eV/atom) −1.30 −1.30 −1.81 −1.7123

For each structure, the lowest energy crystal structure and magnetic order are indicated (FM for
ferromagnetic, AF for antiferromagnetic, and FeM for ferrimagnetic). The DFT+U values for ΔHf are
obtained without applying the correction schemes of refs. 15,59. Experimental data are taken from
various references, indicated for each property and material.
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The phases occurring in the experimental Fe-O phase diagram pre-
sented in Fig. 1a, namely, BCC and FCC Fe, Fe1−xO, Fe3O4, and Fe2O3,
constitute the foundation for the DFT reference data. Pure oxygen is
included through sampling of its gas and liquid phases only and to a much
lesser extent compared to structures containing up to 80%oxygen. It should
be noted that the description of chemical bonding in molecular oxygen by
the GGA-PBE xc-functional is also rather poor20.

All prototype structures were distorted by applying random strains to
the unit cells to sample their elastic properties and deformation behavior.
Additionally, atoms were randomly displaced to account for thermal
vibrations. Apart from these distorted structures, the most relevant defects
were generated, including vacancies, interstitials (both Fe and O), clusters
composed of the two types of point defects, and surfaces of various low-
index orientations. Furthermore, several grain boundaries and dislocation
configurations were considered for pure Fe in its ground-state BCC
structure.

Finally, to sample awider part of the configuration space, both in terms
of atomic environments and oxygen concentrations, we also included
randomly generated structures in the training data. These structures were
constructed such that they respected constraints on their point-group
symmetry, number of atoms, and oxygen concentration21. These “random”
structures are of great importance for the parametrization of the present
ACE potential since they inform the model about out-of-equilibrium and
highly distorted configurations that are relevant for the dynamics of com-
plex defects, phase transformations, and liquid phases. It has been shown
that including such structures in the reference database drastically increases
the reliability and transferability of MLIPs22. Since the aim of the present
ACEpotential is to describe structures that are, for themost part, not known
a priori and span the whole range of oxygen concentration, it is important
that the model can interpolate between data points for a wide variety of
atomic environments. These structures make up the majority of the overall
database.

To capture the magnetic behavior, we also sampled the magnetic
degrees of freedomby considering different collinearmagnetic orders for all
prototype materials (i.e., Fe and its oxides) as well as for the random
structures. ThefinalDFT reference database is presented in Fig. 1b, showing
the formation enthalpy ΔHf of all structures as a function of the oxygen
concentration xO. It can be seen that stoichiometric wüstite (FeO) lies above
the DFT convex hull, and is thus predicted to be thermodynamically
unstable at 0 K in agreement with experiments, unlike in DFT + U
calculations2. For the non-stoichiometric wüstite, the comparison with
experiments is difficult, since the cation defect structure in Fe1−xO is
extremely complicated and still under debate10. The lowest formation
enthalpy is found for Fe2O3, in agreement with experiments23. We also
report the stability of FeO2, a compound observed experimentally at high
temperature and pressure24. Finally, we note that temperature-composition
phase transitions present in the experimental phase diagram of Fig. 1a are
not discussed in this study.

Potential parameterization
TheAtomicCluster Expansion7 provides a physically justified and complete
basis set for the description of atomic environments. Potentials based on
ACE have proven to be robust and versatile to capture different types of
interatomic interactions, including covalent25, metallic26,27 and mixed28,29

chemical bonding. ACE is also able to incorporate additional vectorial
degrees of freedom, such as magnetic moments. This was demonstrated
recently for Fe where a non-collinear magnetic ACE model30 showed an
excellent description of magnetic excitations, allowing to accurately predict
the transition temperatures fromBCC to FCCdriven bymagnetic disorder.
For a detailed description of the ACE formalism, the reader is referred to
refs. 7,26,31.

As discussed above, most materials of interest in the Fe-O phase dia-
gram show ordered magnetic states up to temperatures of around 1000 K1.
An explicit account of magnetism in the model therefore appears necessary
to reliably describe the system at various temperatures.

In this work, we incorporated the magnetic degrees of freedom in the
ACE model in a rudimentary but adequate way by using an Ising-like
description. This was done by considering three different types of Fe atoms
defined according to the sign of theirmagneticmoments: spin up (Fe↑), spin
down (Fe↓), and non-magnetic (FeNM). A threshold absolute value of 0.1 μB
was set to distinguish between these three types of Fe atoms. Such a simple
model for magnetism does not provide an accurate representation of
complexmagnetic excitations at finite temperatures, which aremostly non-
collinear. However, it allows for an explicit account of magnetism at a
computational cost and complexity suitable for large-scale simulations of
magnetic systems, where both atomic positions andmagneticmoments can
evolve. The more accurate and thorough account of magnetic degrees of
freedom30would require theuse of constrainednon-collinear spin-polarized
DFT calculations and a thorough sampling of non-equilibrium magnetic
degrees of freedom. As we aim at a general-purpose binary potential
describing a wide variety of atomic environments, the number of config-
urations that would have to be computed is currently prohibitive.

The magnetic structures are included twice in the training set, con-
sidering in each case opposite spin configurations (for instance, FM order
with all spins up and all spins down) to enforce the inversion symmetry
during the fitting procedure detailed in the next section. Since the data
augmentation only is not sufficient to strictly guarantee the spin inversion
symmetry, the interaction parameters between magnetic Fe species were
additionally symmetrized after the training. All presented results were
obtained using this potential. The complete training dataset, including the
inverted magnetic structures, contained approximately 40,000 entries.

The cutoff distance common to all interactions was set to 7.0Å, which
we find is necessary to capture the range of interactions between Fe and O
atoms in various bonding environments. The present model contains 1000
functions per element, which, including all three types of iron atoms (Fe↑,
Fe↓, and FeNM) and oxygen, results in a total of 4000 functions and 10352
parameters. The optimization of the parameters was done using the
PACEMAKER code26,31.

The overall accuracy of the potential across the entire database (in
mean absolute errors) is 20meV/atom and 73meV/Å in energies and force
components, respectively. During the fitting procedure, structures lying
within 0.1 eV/atom of the Fe-O DFT convex Hull (see Fig. 1b) were given
greater weights, resulting in an improved accuracy of 13meV/atom and
65meV/Å in energies and force components, respectively, in this region.
These seemingly large errors mostly originate from trying to fit complex
magnetic excitations with a simple model for magnetism. We will show in
the following that however large themagnitude of the reported errormetrics
seems, it does not reflect the accuracy of the ACE potential in terms of the
predicted properties.

Validation of bulk properties
In this section, we validate the accuracy of the present ACE potential in
predicting bulk properties of both Fe and its oxides by comparing the results
to both DFT data and experiments. We also compare the results obtained
with the ACE potential to the predictions of the two Fe-O interatomic
potentials available from the literature, namely, the ABOP potential from
Byggmastar et al.6 referred to as ABOP2019, and the ReaxFF potential of
Aryanpoor et al.5 referred to as ReaxFF2010.

A summaryof thebulkproperties of pureFe and its three oxides (lattice
constants, bulkmoduli, and formation enthalpies) is presented in Table 1. A
very good agreement between the properties predicted by ACE and both
DFT and experimental references is obtained in terms of lattice constants
and bulkmoduli for all fourmaterials. Themain discrepancy between ACE
and experiments, which is also reflected in the underlyingDFTdata used for
its fitting, is the underestimation of the 0 K formation enthalpies of the iron
oxides. This discrepancy can be partially resolved by using DFT+U as
discussed above. Hereby, a value of UFe = 4 eV was chosen for comparison
since it has been shown to give the most satisfactory agreement with
experiments for all three oxides in terms of electronic properties and for-
mation energies2. Otherwise, we also note that for structural properties,
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GGA-PBE, and thus the ACE potential, are in better agreement with
experiments than predictions of DFT+U.

We present in Fig. 2 the variation of the energy as a function of the
atomic volume for different crystal structures andmagnetic orders of Fe and
the three FeO, Fe3O4 and Fe2O3 oxides. We report a very good agreement
between the DFT reference and the predictions of the ACE potential, cap-
turing the hierarchy between both different crystal structures andmagnetic
orders, as exemplified in the case of pure Fe (see Fig. 2c). This complex
intertwining of phases is described by neither ABOP2019 nor ReaxFF2010,
as presented in Fig. 2a, b, respectively. These twomodels are unable not only
to differentiate between different magnetic phases but also show large dis-
crepancies in energetical ordering andequilibriumvolumesof theFephases.

The ACE predictions agree very well with the DFT reference also for
the three oxides, showing its applicability to both metallic bonding in pure
Fe andmixed bonding in the oxides.We also computed phonon spectra for
the stable polymorphs and compared them to those of DFT calculations.
These results, shown in Supplementary Figs. 2 and 6, confirm a very satis-
factory description of the vibrational properties of the ACE potential. In
contrast, ReaxFF2010 andABOP2019 give satisfactory descriptions for FeO
only. For Fe3O4, ReaxFF2010 shows a non-physical E−V dependence.
ABOP2019 predictions for Fe3O4 and Fe2O3 are less reliable since the
potential was not trained to reproduce their properties. Apart from dis-
crepancies in bulk moduli, the authors reported these two oxides to melt
already at room temperature. Finally, we found that all three oxides are
dynamically unstablewhen computedusingReaxFF2010. For these reasons,
further comparisons with ReaxFF2010 and ABOP2019 potentials will be
omitted when discussing defect properties in iron and its oxides.

Point defects and diffusion
The formation energies of vacancies and interstitials as a function of the
oxygen chemical potential ΔμO (referenced to the energy of an O atom in
molecular O2) predicted by ACE are presented in Fig. 3 for BCC Fe, Fe3O4,
and Fe2O3. Wüstite, and in particular its stoichiometric form FeO, is not
included since it is unstable at 0 K. Details about the evaluation of the
formation energies are given in the “Methods” section. It is worth noting
that in both DFT and the present ACE potential, the effect of charges is not
included. It has been shown recently that charge variations may influence

the formation energies of point defects in oxides with respect to the neutral
case, particularly for Fe vacancies and interstitials32.

The formation energyof a single vacancy inBCCFe is 2.11 eVaccording
toACE, showing a close agreementwith theDFTreferenceof 2.17 eVand the
experimental value of 2.0 ± 0.2 eV33. The formation energy of an oxygen
interstitial in BCC Fe, which prefers to occupy the octahedral sites34, is also in
verygoodagreementwith the referenceDFTvalue and the literaturedata.We
also present in Fig. 4 the binding energy between two O interstitial atoms in
BCCFe, aswell as thebindingenergybetweenoneOinterstitial atomandaFe
vacancy. These properties play a key role in the diffusion of both oxygen in
iron12,34 and in the formation of oxides in the oxygen-rich region35.

We report a very satisfactory agreement between ACE and available
DFT reference for both O-O and O-vacancy binding energies, reproducing
the strongly attractive and short-range interaction between oxygen atoms
and vacancies in BCC Fe, as well as the repulsive interaction between
neighboringoxygen interstitials. For the4thnearest neighbor sitebetweenan
octahedral O and a Fe vacancy (distance of approximately 3.5Å in Fig. 4b),
ACE predicts the configuration to be unstable and relaxes to the 1st nearest
neighbor position. The latter was also reported in another DFT study36.

Table 2 summarizes the 0 K migration barriers of Fe vacancies and O
interstitials for different pathways obtained using ACE together with
available DFT data. The migration energy of a single Fe vacancy is 0.69 eV,
in good agreement with previous DFT studies30,37.

The diffusion barrier of 0.42 eV predicted by ACE for themigration of
anO interstitial atombetween twoadjacent octahedral sites (via theunstable
tetrahedral site), compares verywellwith theDFT reference value of 0.46 eV
computed in this work as well as with the values reported in previous DFT
studies12,34,36. We also compare the diffusion barrier for a “cage-jump”, i.e.,
theOmigrationbetween twooctahedral siteswhich arenearest neighbors to
a Fe vacancy. The height of the barrier obtained with ACE is 0.56 eV, which
agrees very well with 0.59 eV reported in a previous DFT study36.

It has been suggested12 that it is necessary to include the influence of Fe
vacancies in order to explain a rather slowdiffusionofO inBCCFeobserved
experimentally. Both DFT calculations34 and the present ACE potential
show that the proximity to a Fe vacancy indeed raises the energy barrier for
O interstitial diffusion. Furthermore, since O is strongly bonded by the Fe
vacancy (see Fig. 4b), the vacancy acts as an effective trapping site that

Fig. 2 | Energy-volume for iron and iron oxides. a–c Energy-volume curves for
different crystal structures for pure Fe, namely BCC, FCC, HCP, and A15, comparing
DFT (dashed lines) with a ABOP2019, b ReaxFF2010, and c the present Fe-O ACE
potential. For the DFT data, only the magnetic ground state is plotted at each volume in
(a) and (b) since the twopotentials cannotdistinguishbetweendifferentmagnetic orders.
This is reflected in the kinks present in the DFT curves for FCC and HCP structures,

corresponding to a change in the lowest energymagnetic order. In (c), differentmagnetic
orders (AFDL: antiferromagnetic double layer; NM: non-magnetic) are shown when
comparing DFT to ACE since the potential captures magnetic degrees of freedom.
d–f Energy-volume curves for the three iron oxides: d stoichiometric wüstite FeO,
emagnetite Fe3O4, and f hematite Fe2O3 obtained with the ABOP2019 (dashed lines),
ReaxFF2010 (dotted lines), ACE (full lines) potentials, and DFT (GGA-PBE, symbols).
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influences the macroscopic diffusion, depending on the concentration of
both species and ambient conditions (temperature and oxygen activity or
pressure).

The formation energies of vacancies and interstitials in both Fe3O4 and
Fe2O3 as a functionof the oxygen chemical potential arepresented inFig. 3b,
c, respectively. As can be seen in the experimental phase diagram of Fig. 1a,
Fe3O4 is slightly off-stoichiometric at high temperatures, with a cation Fe
deficiency38. For the two Fe lattice sites in Fe3O4, the vacancy formation
energy is lower for the octahedral site than for the tetrahedral site,whichwas
also reported experimentally39 and in previous DFT studies. The energy
difference between the two sites predicted by ACE is 1.74 eV.

For interstitials in Fe3O4, there are three inequivalent sites: two tetra-
hedral and one octahedral with respect to the oxygen FCC sublattice40. For
each site, the interstitial formation energywas evaluated for both Fe (in both
spin configurations) and O. Only the results for the most favorable sites are
shown in Fig. 3. According to the ACE potential, the open tetrahedral site is
themost stable for the Fe interstitial, followed by the octahedral site with an
energy difference of 0.52 eV. The second tetrahedral site is very small, and
the Fe interstitial energy for this site is, therefore, very high. We also

investigated the influenceof the spin state of theFe interstitial. Thepredicted
energy difference between the two spin states is very small, but the config-
urations with Fe interstitial having a spin opposite to the surrounding Fe
atoms were found to be more stable than those with the same spin direc-
tions. For O interstitials, the open tetrahedral site is also the most stable
according to ACE, but the octahedral site has an energy higher by
only 0.14 eV.

For Fe2O3, we report a higher formation energy of Fe vacancy than for
Fe3O4. In Fe2O3, themost favorable site for both Fe andO interstitial atoms
is in the octahedral positionwith respect to theHCPOsublattice, whichwas
also reported in previous DFT studies41.

Figure 5 shows binding energies of different di-vacancies for pairs of
VFe–VFe, VFe–VO, and VO–VO in Fe3O4 and Fe2O3. In both oxides, only

Fig. 3 | Point defect formation energies in iron and iron oxides. Point defect
formation energies Ef as a function of the oxygen chemical potential ΔμO in (a) BCC
Fe (O octahedral interstitials only), b Fe3O4, and c Fe2O3 predicted by ACE. ΔμO is
referenced with respect to O in the O2 molecule.

Fig. 4 | Oxygen/vacancy binding energies in BCC Fe. Binding energies between
a two octahedral O interstitials, and b oneOoctahedral interstitial and an Fe vacancy
as a function of the distance between the two point defects. DFT data in (b) are taken
from ref. 34. The gray arrow at the position of 4th nearest neighbor indicates its
relaxation to a 1st nearest neighbor configuration.

Table 2 | Height of diffusion barriers (in eV) for migration of O
interstitial atoms and Fe vacancy in BCC Fe (FM order): Ooct.
−Ooct. corresponds to the jump of an O interstitial atom
between two adjacent octahedral sites; OV;1NN

oct: �OV;1NN
oct:

corresponds to the same jump but between two adjacent
octahedral sites that are nearest neighbors to a Fe vacancy;
1V1NN

Fe � 1V1NN
Fe corresponds to the migration of a single Fe

vacancy; 2V1NN
Fe � 2V1NN

Fe is the collective migration of a di-
vacancy, and 3V1NN

Fe � 3V1NN
Fe of a tri-vacancy

ACE DFT

Ooct. − Ooct. 0.42 0.46, 0.5660, 0.5312, 0.5136

OV;1NN
oct: � OV;1NN

oct:
0.56 0.57, 0.5936

1V1NN
Fe � 1V1NN

Fe
0.69 0.70, 0.6730,37

2V1NN
Fe � 2V1NN

Fe
0.67 0.6237

3V1NN
Fe � 3V1NN

Fe
0.21 0.3537
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pairs composed of one Fe andoneOvacancy havenegative binding energies
and only at short distances, indicating their tendency to bind and subse-
quently form clusters.

Energy profiles along the vacancy migration pathways are presented
for Fe3O4 and Fe2O3 in Fig. 6. Since the migration of interstitials is more
complex and might involve spin flips as the cation moves through the
material42, it is not discussed here.

In Fe3O4, the two types of Fe vacancies (tetrahedral and octahedral)
have different diffusion barriers, with the energy barrier for octahedral Fe
vacancies being lower. The results thus indicate that the vacancy-mediated
diffusion of Fe in Fe3O4 ismainly due to themotion of octahedral vacancies,
in line with experimental observations39.

For Fe2O3, Fe and O vacancies can diffuse along different paths: in the
basal planes, the pyramidal planes, and along the c = [0001] axis of the
underlying hexagonal O sublattice. For Fe vacancies, ACE predicts an easier
motion along the c axis, with a slightly higher energy barrier in the basal
planes. For O vacancies, ACE predicts an easier motion in the basal than in

the pyramidal plane. The predicted barriers and their hierarchy are in good
agreementwith recentDFT+U results32, where different charge states were
considered for each defect.

From the presented diffusion barriers, one can see that oxygen
vacancies can move more easily in Fe2O3 than in Fe3O4. Additionally, Fe
vacancies have a lowermigration barrier thanO in Fe3O4, while the barriers
for the two species have similar heights in Fe2O3.While this can be linked to
the transport properties of both species in the two oxides, it does not
represent the full picture of diffusion, which must also account for the
equilibrium concentration of defects. For instance, assuming the vacancy-
mediated diffusion of both Fe and O in Fe2O3 to be solely described by the
migration paths presented in Fig. 6b, Fe and O should diffuse at a com-
parable rate. However, as can be seen in Fig. 3c, the equilibrium con-
centration of defects depends strongly on the oxygen chemical potential. In
the O-rich region, the formation energy of the O vacancy is significantly
higher than that of the Fe vacancy, resulting in slower apparentOdiffusivity
due to the comparatively low concentration of the O vacancies. The situa-
tion will be reversed in theO-poor regionwhere faster Fe diffusivity shall be
observed. The full computation of the diffusion coefficients of Fe and O is
however not within the scope of the present work and will be discussed in a
separate study.

The transport properties of Fe and O in various compounds spanning
the whole range of oxygen concentrations from pure Fe to the stable iron
oxides is of utmost importance for understanding the mechanisms of oxi-
dation and reduction of iron and its oxides43. Both are envisioned as key
intertwined processes in the production of carbon-free energy from com-
bustion of iron/iron oxides particles and the purification of iron through
hydrogen-based direct reduction of iron oxides.

Applications
In view of the targeted applications, it is also important to ensure that the
ACE potential is able to capture finite temperature properties of the mate-
rials of interest. As in the previous sections, we focus on pure Fe and the two
stable iron oxides, Fe3O4 and Fe2O3. The lattice expansion of these three
prototypes, obtained by NPT molecular dynamics simulations under zero
pressure, is presented in Fig. 7. The magnetic order in each material is kept
fixed to that at the 0 K ground-state, namely FM and AFDL (anti-
ferromagnetic double layer) for BCC and FCC Fe, respectively, ferrimag-
netic for Fe3O4, and AF for Fe2O3 (see “Methods” for details).

Comparing to experimental data, we note that the potential is able to
accurately describe the lattice expansion of pure Fe (Fig. 7a), the under-
estimation predicted by ACE being caused by the overbinding of the GGA-
PBE functional. As for Fe3O4 and Fe2O3 (Fig. 7b, c, respectively), we note
that ACE captures well the trends in the increase of lattice parameter for
both oxides compared to experimental data. For Fe2O3, the potential
somewhat overestimates the c latticeparameterof thehexagonal cell, but still
reproduces the sharp increase observed experimentally. The slight changes

Fig. 6 | Vacancy diffusion barriers in iron oxides.Migration barriers of Fe and O
vacancies in (a) Fe3O4 and in (b) α-Fe2O3. For Fe3O4, both tetrahedral and octa-
hedral Fe vacancies are considered, both moving in a {100} plane. For Fe2O3, Fe and
O atoms moving in different planes of the hexagonal lattice are considered: in the
basal plane for both Fe and O, in the pyramidal plane for O, and along the c = [0001]
axis for Fe. Large symbols correspond to DFT data computed in this work, all other
symbols show the energy of each NEB image along the path predicted by the ACE
potential.

Fig. 5 | Vacancy binding energies in iron oxides.
Binding energies between two vacancies in (a) Fe3O4

for all combinations of O (VO), tetrahedral (VFetet:
)

and octahedral (VFeoct:
) Fe vacancies, and (b) Fe2O3

for all combinations of O, spin up (VFe"
) and spin

down (VFe#
) Fe vacancies, both obtained using the

ACE potential. In (b), different symbols are used to
avoid overlapping of configurations equivalent to
spin inversion symmetry.
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in slope visible in the experimental data correspond to the Néel transition
temperature fromorderedmagnetic states to a disordered PMstate (around
950 K for Fe3O4 and Fe2O3

1). This is not accounted for in the ACE results,
since the magnetic orders were kept fixed during the simulations.

ACE predicts BCC Fe to melt at approximately 2250 K when the
magnetic order is kept fixed to the FM state, which is an overestimation
with respect to the experimental value of about 1800 K23. As for Fe3O4

and Fe2O3, they are predicted to melt at approximately 1750 K and
1650 K, respectively, which compares rather well with the experimental
values of 1870 K and 1735 K23. It is also worth noting that the melting
point of these two materials constitutes the major identified caveat of
the ABOP2019 potential, predicting Fe3O4 and Fe2O3 to melt already at
room temperature.

This section presents a series of stringent tests designed to assess the
robustness of theACEpotential for configurations far from equilibriumand
its ability to describe the thermodynamic properties of the Fe-O system

through annealing simulations. Starting from an initially random periodic
structure containing a given concentration of oxygen xO, the system is
annealed at constant temperature and pressure during an NPT molecular
dynamics run. Additionally, Fe atoms are allowed to change their spin state
(Fe↑, Fe↓, Fe0) via semi-grand canonicalMonte Carlo swaps (see “Methods”
for details).

In the example presented in Fig. 8, the structure consists of 4480 atoms
with xO = 55% annealed at 800 K under zero applied pressure. In a short
time, the system is able to escape from the highly non-equilibrium starting
configuration and starts to order. This test not only demonstrates the
robustness of the potential, but also its ability to describe high-energy
structures which can occur, for instance, in the liquid phase. During these
simulations, we kept track of the extrapolation grade γ44 to evaluate
uncertainty and tomonitorwhether thepotential starts to extrapolate.Apart
from a few initial iterations, the potential remains reliable with γ ≤ 1
throughout the whole simulation.

Fig. 8 | Annealing of random Fe-O structures. a Snapshots of an annealing MD-
MC simulation of an initially random structure comprising 4480 atoms and a fixed
oxygen concentration xO = 55%. b Evolution of the symmetry of the underlying
oxygen sublattice as a function of simulation time obtained using a common

neighbor analysis algorithm as implemented in the OVITO software64. The times of
the snapshots shown in (a) are marked by vertical lines. c Radial distribution
function (RDF) for pairs of Fe↑−O (brown), Fe↓−O (purple) and O−O (red) after
annealing the system for 1.3 ns.

Fig. 7 | Thermal expansion of iron and iron oxides. Lattice thermal expansion
computed using the ACE potential during molecular dynamics simulations at
constant zero pressure for a pure Fe (BCC and FCC), b Fe3O4, and c Fe2O3. Results

are compared to experimental data taken from ref. 55 for Fe, from ref. 61 (circles) and
ref. 62 (squares) for Fe3O4, and from refs. 17,63 for Fe2O3. For Fe2O3, the two a (left)
and c (right) lattice parameters of the hexagonal cell are presented.
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According to the experimental phase diagram, at the oxygen con-
centration of 55% and temperature of 800 K, the equilibrium structure
should consist of amixture ofwüstite (Fe1−xO)andFe3O4.Todetermine the
nature of the system after annealing, a simple descriptor to discriminate
between different oxide structures is the symmetry of the underlying oxygen
sublattice. Indeed, for wüstite and Fe3O4, the oxygen atoms arrange on a
FCC lattice, while for Fe2O3, the oxygen sublattice isHCP

1. Under the above
conditions, we thus expect an oxygen FCC sublattice to form. As presented
in Fig. 8b, the fraction of O atoms with an FCC environment gradually
increases as the system is annealed, showing the system to anneal towards a
mixture of Fe1−xO and Fe3O4.

The radial distribution functions for Fe-Opairs, plotted inFig. 8c, show
a peak at around 2Å corresponding to the nearest neighbor distance
between Fe andO atoms. This is close to the average value between 2.1Å in
wüstite and 1.9Å/2.1Å in Fe3O4 (for tetrahedrally and octahedrally coor-
dinated Fe atoms respectively) under the same conditions of temperature
and pressure. These observations demonstrate the ability of the ACE
potential to describe a wide range of environments in terms of both oxygen
concentration and atomic structures, while accurately capturing the ther-
modynamic properties of the Fe-O system.

We present in Fig. 9 several decohesion scenarios involving different
types of bonds and bonding environments (surfaces, adatoms and mixed
interfaces). These pose stringent tests for any potential and several MLIPs
fail to predict reasonable decohesion curves, compared to more simple and
physically justified interatomic potentials26. These tests also have practical
applications, for instance in the context of fracture, surface adsorption and
interface cohesion in the cases examined here. We stress that none of these
testswere explicitly included in the training database, except the equilibrium
configuration of the Fe/Fe3O4 interface discussed below.

The rigid decohesions of the four low-index surfaces of BCC Fe ({100},
{110}, {211} and {111}) presented in Fig. 9a show a smooth behavior,
converging to twice the surface energy of each facet (see Supplementary
Materials for comparison). The {110} surface has the lowest energy, closely
followed by {100}, as also reported in previous DFT studies30,45. Now con-
sidering adatom adsorption on BCC Fe surfaces (see Fig. 9b, c for {100} and
{110} facets, respectively), the adhesion profiles at the high-symmetry hol-
low and on-top sites as a function of the separation distance to the surface
show a smooth behavior for all atomic species (Fe, both spin up and down,
and O). Most particularly, the adsorption energy of an O atom on the two
surfaces of BCC Fe predicted by ACE agree very well with previous DFT
studies on both {100} and {110} surfaces46,47. This property has been con-
sidered as one of the benchmarks for assessing the accuracy of various
ReaxFF potentials in a recent work by Thijs et al.4, where the tested para-
meterizations yielded a considerable spread in the predicted adsorption
energies compared to DFT.

We finally focus on bond-breaking environments at mixed coherent
interfaces, i.e., interfaces betweenpureFe and its oxides, or betweendifferent
iron oxides. Such interfaces are fundamental in the understanding of
dynamic processes such as hydrogen reduction, and more generally bulk
phase transformations, involving coexistence ofmultiple phases48.Modeling
of these complex structures requires an accurate description of bulk
environments in bothmaterials, but alsohighly distorted structures found at
the very interface. We considered two different interfaces: BCC Fe/Fe3O4

and Fe3O4/Fe2O3.
The orientation relationships of the two interfaces were both deter-

mined experimentally in previous works. For the BCCFe/Fe3O4 interface, it
corresponds to Fe[001]z∥ Fe3O4[001]z and Fe[100]x∥ Fe3O4[110]x

49. For the
Fe3O4/Fe2O3 interface, the orientation relationship corresponds to
Fe3O4[111]z∥ Fe2O3[0001]z and Fe3O4[11�2]x∥ Fe2O3[11�20]x

48. In the BCC
Fe/Fe3O4 interface, the relative position of the two slabs yielding the most
stable configuration of the interface corresponds to the Fe atomsof the outer
Fe3O4{100} surfaces matching the hollow sites of the BCC Fe{100}
surfaces50. For the Fe3O4/Fe2O3 interface, the relative position of the two
slabs corresponds to the position in which the two O sublattices of Fe3O4

(FCC) and Fe2O3 (HCP) match such that the outermost layers of Fe3O4

coincides with the HCP lattice of Fe2O3
48. More details about the setup and

the geometry of the interface configurations are given in Methods.
The decohesion curves giving the work of adhesion γint. of the inter-

faces are presented in Fig. 9d, showing a smooth variation as a function of
the separation distance between the two slabs. In a previous work focusing
on the Fe/Fe3O4 interface

50, we reported an adhesion energy and equili-
brium separation distance of −2.96 J/m2 and 1.9;Å, respectively, within
DFT, which agree very well with the−2.82 J/m2 and 1.8Å values predicted
by the ACE potential. The adhesion of the Fe3O4/Fe2O3 interface is pre-
dicted to be stronger than for the Fe/Fe3O4 interface, with a shorter
separation distance of 1.00 Å. This is due to the strong binding energy
obtained from merging the O sublattices of the two oxides. Additionally,
sincemost of the previous interatomic potentials fitted for the Fe-O cannot
accurately describe both pure Fe and every oxide structure, we demonstrate
the present ACE potential to be currently the only one able to study these
extended defects.

Fig. 9 | Decohesion in various environments. aRigid decohesion of various surface
facets of BCC Fe. Adatom detachment on a b {100} and c {110} surface of BCC Fe.
DFT references for O adsorption are taken from ref. 46. d Rigid decohesion of BCC
Fe/Fe3O4 (green solid line) and Fe2O3/Fe3O4 (blue solid line) coherent interfaces.
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Discussion
We developed an accurate and transferable ACE interatomic potential that
is able to describe the complexity and variety encountered within the Fe-O
system across the whole range of oxygen concentrations. Based on an
extensive DFT-computed training set, which encompasses structures
spanning a wide range of structural and chemical environments, we
demonstrate the robustness of the fittedACEpotential on a broad variety of
properties that are relevant for iron and its oxides. The focuswas putmainly
on thermodynamics, point defect properties, but also finite temperature
behavior and structures far from equilibrium. For all these cases, the ACE
predictions agree closely with DFT reference and experimental data. Given
the extent of the DFT training set used for the ACE parameterization, the
potential is expected to perform reasonably well also for the liquid phases of
the Fe-O system.

The limitations of the present ACE potential are mainly related to the
DFT trainingdata, as anyMLIP canonly be as reliable as the data used for its
training. In the case of the Fe-O system, choosing themost suitable training
data presents a challenge, since no DFT flavor is able to describe both
metallic Fe and its insulating oxides equally well. Consequences of our
choice to use the standard GGA-PBE functional are reflected by the results
presented in this work. For instance, the experimentally reported high
pressure and temperature phase24 FeO2 (cf. Fig. 1b) is predicted as not being
stable by DFT + U, in agreement with experiments, but not GGA-PBE.
Furthermore, stoichiometric wüstite (FeO) is not thermodynamically stable
at any temperature under zero pressure, but dissociates into amixture of Fe
andFe3O4.However, for the presentACEmodel this oxide remains stable at
finite pressures. Nevertheless, we believe that the GGA-PBE functional
presents the best compromise when it comes to a reliable description of
structural properties. Since the present ACE potential is aimed mainly at
studies of thermodynamic behavior, diffusion and defect properties, the
reliable description of the structure-energy relationship is of utmost
importance.

The explicit inclusion of magnetism in the Ising-like manner allows to
perform large-scale simulations where bothmagnetic and atomic degrees of
freedom can evolve dynamically at a reasonable computational cost.
Moreover, a discretization of magnetic moments allows us to avoid the
expensive sampling of magnetic moment magnitudes, which is necessary
for more flexible models30, thus enhancing data efficiency. Even though the
currentmodel does not allow for accuratemodeling ofmagnetic excitations,
it is able to capture the essential features of magnetism for both pure Fe and
its oxides. Similarly, the explicit account of charges might also be of great
importance to capture long-range interactions in the oxides, which is the
subject of future work.

Overall, we believe the presented ACE model is a state-of-the-art
interatomic potential that can be applied in complex large-scale atomistic
simulations of the technologically extremely important Fe-O system. Fur-
ther extension of the model to the ternary system Fe-O-H is currently in
progress.

Methods
DFT calculations
AllDFT calculations presented in theworkwere carried out using theVASP
package51. As discussed in the main text, the GGA-PBE xc-functional13 was
used in all calculations. Projector-augmented wave (PAW) pseudo-
potentials52 were used to describe Fe and O atoms, including 8 and 6
valence electrons respectively.We use a plane-wave energy cutoff of 500 eV
for all DFT calculations, with a Γ-centered k-point mesh of density 0.02 2 π
Å−1.Magnetism is included in all calculations in its collinear approximation
within spin-polarized DFT. Atomic relaxations were considered converged
when the maximum component of the remaining forces on all atoms was
less than 5meV/Å.

Diffusion barriers
Vacancy and interstitial migration barriers (see Table 2 and Fig. 6) were
computed using the nudged elastic band (NEB) method considering five

intermediate images linked by a spring constant of 5meV/Å. Single vacancy
and oxygen migration barriers in BCC Fe presented in Table 2 were com-
puted in a 3 × 3 × 3 supercell containing 54 atoms. The vacancy migration
barriers in Fe3O4 presented in Fig. 6a were computed in the conventional
cubic cell containing 56 atoms. Vacancy migration barriers in Fe2O3 pre-
sented in Fig. 6b were computed in a rhombohedral cell having axes
x∥[1�100], y∥[11�20] and z∥[0001] containing 120 atoms.

MD-MC simulations
Hybridmolecular dynamics-MonteCarlo (MD-MC) simulations presented
in this work were performed using the LAMMPS code53. The MD-MC
simulations were employed to equilibrate the magnetic configuration of a
given structure. To do so, we allow Fe atoms to swap between the two spin
up and spin down species handled by the ACE potential. This is performed
within a semi-grand canonical MC swap algorithm as implemented in
LAMMPS,where theproportionof spin up anddownFe atoms is allowed to
change during the simulation54. The chemical potential difference between
the two spin states, while performing the swapping attempts, is set to zero,
and the temperature for the MC swaps is set to the temperature of the
ongoingMD. A timestep of 1 fs was used for allMD simulations performed
in this work. We performed 100 MC swap attempts every 10 steps of the
MD. The initial structure used in the annealing simulation presented in Fig.
8 was generated using the BUILDCELL code from the AIRSS suite21.

Thermal expansion
The lattice expansion dependencies for Fe (BCC and FCC phases), Fe3O4

and Fe2O3 presented in Fig. 7 were obtained by averaging the lattice para-
meters of the materials during NPT molecular dynamics runs under zero
pressure. The duration of the MD runs was 100 ps after an initial equili-
bration for 10 ps. The supercells used for BCC and FCC Fe contained 2000
and 2304atoms, respectively. For Fe3O4 andFe2O3, the supercells contained
1512 and 1800 atoms, respectively. During the simulations, the magnetic
order of eachmaterial was keptfixed to its 0K ground-state as defined in the
main text.

Melting points were estimated as a temperature where the variation of
volume as a function of temperature changes slope abruptly following the
NPT procedure described above.

Defect formation energies
For point defects formation energies Ef as a function of the relative oxygen
chemical potential ΔμO, the following equation was used

Ef ¼ Edef : � Ebulk ± ðEi
ref : þ ΔμiÞ; ð1Þ

whereEdef. andEbulk are the total energies of the simulation cell containing a
point defect and the perfect bulk crystal respectively, and μi ¼ Ei

ref : þ Δμi is
the chemical potential of species i. The plus (minus) sign applies for
vacancies (interstitials).

We impose Fe and O atoms to be in equilibrium with the material
considered, enforcing the relation EFe3O4

¼ 3 μFe þ 4 μO in Fe3O4 and
resulting in μFe ¼ 1=3½EFe3O4

� 4 μO�. Similarly in Fe2O3, we have
EFe2O3

¼ 2 μFe þ 3 μO, and thus μFe ¼ 1=2½EFe2O3
� 3 μO�. These relations

then allow to plot the formation energies of point defects as a function of the
oxygen chemical potential only, as presented in Fig. 3. The convergence of
the formation energies with respect to the size of the simulation cell was
checked for each prototype material presented.

Interface structures
For the two interfaces presented in Fig. 9d, we used slab structures periodic
in the two in-plane directions with open surfaces and a 20Å-thick vacuum
layer in the direction normal to the interface plane. The thickness of the two
slabs in the direction normal to the interface was set to approximately 20Å.
The outermost atomic layers in the direction normal to the interface were
kept fixed during all subsequent calculations.
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Before evaluating the interfacial energies of the two cases, we first
searched for the relative position of the two slabs that minimized the total
energy of the interface structures. The distance between the two slabs in the
direction normal to the interface plane is then varied, and the interfacial
energy γint. is evaluated as

γint: ¼ Etot: � Eslab1 þ Eslab2
� �� �

=S; ð2Þ

with Etot. the total energy of the simulation cell containing the two slabs of
energies Eslab 1 and Eslab 2, and S the surface of the interface structure.

Data availability
The files for the ACE Fe-O potential, including sample scripts for running
different simulations, are available at 10.5281/zenodo.14499961. We also
provide in Supplementary Note 5 a detailed technical description of the
implementation of the potential and how to run different types of simula-
tions using the LAMMPS code.
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