
npj | computationalmaterials Article
Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences

https://doi.org/10.1038/s41524-025-01653-y
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Hard X-ray photoelectron diffraction:
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Photoelectron diffraction (PED) is a powerful technique for resolving surface structures with sub-
angstrom precision. At high photon energies, angle-resolved photoemission spectroscopy (ARPES)
reveals PED effects, often challenged by small cross-sections, momentum transfer, and phonon
scattering. X-ray PED (XPD) is not only an advantageous approach but also exhibits unexpected
effects. We present a PED implementation for the spin-polarized relativistic Korringa-Kohn-Rostoker
(SPRKKR) package to disentangle them, employing multiple scattering theory and a one-step
photoemission model. Unlike conventional real-space approaches, our method uses a k-space
formulation via the layer-KKR method, offering efficient and accurate calculations across a wide
energy range (20-8000 eV) without angular momentum or cluster size convergence issues.
Additionally, the alloy analogymodel enables simulations of finite-temperature XPDandeffects in soft/
hard X-ray ARPES. Applications includemodeling circular dichroism in angular distributions (CDAD) in
core-level photoemission of Si(100) 2p and Ge(100) 3p, excited by 6000 eV photons with circular
polarization.

Asan influential technique for probing the atomic structure in the vicinity of
a given emitter, photoelectron diffraction (PED) is widely used for various
investigation purposes: crystal structures, bonding geometries of atoms, and
the local environment of impurity or dopant atoms inside surfaces1–4. It is
considered analogous to angle-resolved photoemission spectroscopy
(ARPES) at the fundamental level, specifically regarding the angular dis-
tribution of photoelectrons emitted from a crystal surface. However, the
underlying physics and the investigative objectives of the two approaches
are different. The angular distribution of the emitted electrons represents
the momentum of the initial states in ARPES, while in PED it reveals the
interference of photoelectron waves from final states. The observed change
in PED intensities depends on the constructive or destructive interferenceof
all the coherently emitted electrons.Thismeans that details related to atomic
arrangements, bonding orientations, and distances, and electronic and
chemical properties are analyzed. Depending on the utilized photon ener-
gies with respect to photoelectron kinetic energies, this tool can be termed

either ultraviolet-PED (UPD) or X-ray-PED (XPD). In summary, photo-
emission can provide information about core-level electrons or delocalized
valence band electrons. Accordingly, there are core-level PED (CL-PED)
and valence-band PED (VB-PED). The main difference is that the angular
distribution in VB-PED is caused by two interference phenomena: from
primary waves emitted at different atomic sites and from the scattering of
corresponding secondary waves at neighboring sites5. At high photon
energies, XPD effects6–12 obscure ARPES data, along with other complica-
tions such as poor cross-sections, considerable momentum transfer from
photons causing a pronounced modulation of ARPES patterns, and sub-
stantial phonon scattering.

Given the significant contributions of PED (especially in the circular
dichroism in the angular distribution (CDAD) interpretation and disen-
tangling of XPD effects), the development of a suitable theoretical model of
scattering is of paramount importance. Powerful computational approaches
that address single andmultiple scattering in real space and reciprocal space
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have been developed earlier andwill be summarized and reviewed in the
section 4.1. However, these packages share some limitations. First, most
of them perform calculations in real space13–15, which might not be
convenient for high kinetic energies where the effective cluster sizes
need to be very large. Second, some models have to borrow the atomic
potential from other sources. For instance, in the MSCD code16, it is
taken from the muffin-tin potential in the database of Moruzzi et al.17,
which neglects relativistic effects. For low kinetic energy, MsSpec18

utilizes the potential file from Munich SPRKKR19,20. In the case of the
dynamical high-energy electron diffraction approach to XPD21,22, the
real and imaginary parts of the crystal potential (assumed to have 3D
bulk periodicity) are computed based on the Fourier coefficients of
atomic potentials available in various parameterizations23. Third, some
approaches are designed to cope with a specific regime of kinetic energy,
not flexibly covering the whole range from UV to hard X-ray. For
instance, EDAC24 is designed to describe diffraction at lower kinetic
energies in comparison to the method proposed by Winkelmann
et al.21,22. Fourth, although hard X-ray calculations (e.g., a chromiumKα

source)25,26 attempt to simulate XPD patterns, not all of them are
available for CDAD patterns for core levels in this regime, to the best of
our knowledge. Indeed, the TMSP code15 developed by Matsushita and
colleagues can work with circularly polarized light27 and interpret the
CDAD in terms of the rotational shift of forward focusing peaks around
the incident-light axis28,29. However, no simulatedCDAD for hardX-ray
core levels has been published. Fifth, Kikuchi diffraction30 is well-
documented in scanning and transmission electron microscopy (SEM
and TEM) with energy sources up to 100 keV, where it manifests as
electron backscatter diffraction patterns31. Nevertheless, it is challen-
ging to observe this phenomenon in photoemission spectroscopy, and
few simulations are able to reconstruct it32–34. Lastly, to accurately
represent scattering by cluster approaches, there is a high need for large
values for the maximum angular momentum lmax (the number of
scattering phase shifts). In the case of 10 keV electrons scattering from
an atomic potential with a radius of 1 Å radius, this parameter must be
increased to 10022.

In our earlier effort33, major fine features of W 3d5/2 at hν=6 keV were
relatively well reproduced by calculations. Based on this work and previous
research35, which highlighted a more than 50% contrast in the spin-orbit
doublets and the discriminant diffractogram of sub-levels in the case of
W(110), this study describes our method utilized in the above-mentioned
works in details and resolves these combined obstacles for Si(100) and

Ge(100) at hν=6 keV. Our focus will be on studying fine Kikuchi lines and
CDAD for core-level emission XPD (CL-XPD), which is more widely uti-
lized compared to its counterpart, valence-band XPD (VB-XPD)36–39.

Results
Convergence tests
This studymakes use of the layerKorringa-Kohn-Rostoker (LKKR) scheme
in the spin-polarized relativistic Korringa-Kohn-Rostoker (SPRKKR)
package,which is basedonmultiple scattering theory. The theory posits that
a system consists of atomic layers, with the scattering characteristics of each
layer being computed using a partial-wave basis set. Here,Green’s functions
are expressed in terms of spherical harmonics and radial functions, allowing
the problem to be separated into angular and radial parts. This is where the
maximum angular momentum lmax comes into play. The layers are then
connected in a plane-wavebasis to create a solid. The inter-layer scattering is
handled by expanding Green’s functions into the infinite set of reciprocal
lattice vector ~Ghkl . At this stage, it is the role played by the number of~Ghkl .
Nevertheless, calculations are carried out by the finite values of these two
basis sets. It is not straightforward to predict their proper values as the
situation relies on the experimental geometry, photonandfinal-state energy,
and atom types. As a result, the convergent process must proceed with
trial tests.

In the beginning, systematic calculations are conducted with vary-
ing numbers of~Ghkl vectors and final state partial waves (orbital angular
momenta lmax). Hundreds of separate simulations using various para-
meter sets lead to the exploration of significant elements influencing the
fine structure of CDAD. As seen in Fig. 1a, increasing the number of~Ghkl
brings more valleys, which become more sharp, besides changing the
intensity. The calculations within 49-89~Ghkl are in poor agreement with
the rest. It starts to converge from 137~Ghkl due to the common tendency.
More Kikuchi lines are introduced as a function of the number of~Ghkl in
Fig. 2. On the other hand, under lmax variation, the position of intensity
peaks and valleys relatively remain the same with respect to θ angles in
Fig. 1b. Taking a closer look, the shape of these peaks and valleys as well
as their vicinity are smoothened, leading to smearing out diffraction
patterns in Fig. 3. Convergence tests are done up to lmax = 11 and we
observe that qualitatively the position of the photoemission peaks as well
as their positions do not change for lmax > 3, except the proximity of
ϕ=4°. In an attempt to balance between accuracy and efficiency, lmax has
to be truncated at 4 based on the basis of computational time and
memory limitations.

Fig. 1 | The SPRKKR convergence test for Si 2p3/2. aThe intensity computed as a function of emission angles with different numbers of~Ghkl (from 49 to 197) with lmax ¼ 4.
b The intensity computed as a function of emission angles with different numbers of lmax values (from 3 to 11) with 101 ~Ghkl .
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Fig. 2 | Calculated total-intensity patterns as a function of~Ghkl . a–cTotal intensity for Si 2p3/2.d–fTotal intensity for Ge 3p3/2. The different numbers of~Ghkl arementioned
in the panel. Emission at the final-state energy EFinal = 5880 eV and photon energy hν = 6000 eV with lmax ¼ 4.

Fig. 3 | Calculated total-intensity patterns as a function of lmax. a–cTotal intensity for Si 2p3/2.d–fTotal intensity forGe 3p3/2. The different numbers of lmax arementioned
in the panel. Emission at the final-state energy EFinal = 5880 eV and photon energy hν = 6000 eV with 37 ~Ghkl .
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Figure 2 shows a series of total-intensity calculations ITOT= IRCP+ ILCP
(which possess fingerprints of Kikuchi bands as mentioned in the work of
Fedchenko and co-workers32,40,41) for the Si 2p3/2 (first row) and Ge 3p3/2
(second row) core levels athν=6000eV.Onecrucial impression is obviously
visible when enhancing the number of G

!
hkl such that the diffraction pat-

terns get increasingly complicated since each family of lattice planes creates
a new “Umklapp channel" in the diffractogram. The fine structure of the
pattern growsmore sophisticated in the series 25, 97, and 185 G

!
hkl-vectors,

where Kikuchi patterns vary on a very tiny k-scale. The Kikuchi diffraction
in PED is distinct from conventional electron diffraction in that the emitter
atom inside thematerial serves as the source of the diffracted electronwave.
The scattered wave is diffracted at the crystal’s lattice planes before the
scattered electrons reach the detector on the vacuum side. The Kikuchi
diffraction mechanism is distinguished by incoherent yet localized electron
sources within a crystal. PED enables the differentiation of chemically dis-
tinct emitter sites in a crystal due to the element-specific binding energies of
the photoelectrons, which is unique to the one in SEM and TEM. The
photoelectron intensities are observed as a fine structure in their angular
distributions when the measurements were conducted with high enough
angular resolution32. In the experiment, these filigree structures have not
been detected, probably due to the restricted k-resolution. Nevertheless,
there is another issue to blame for this. By reducing Bragg angles, the
distances of the electron trajectories in real space rise (see Fig. 3 in ref. 33).
The scattering cross section is big, especially for high-Z materials such as
tungsten, and the Kikuchi bands get more and more suppressed when
indices increase. Conversely, there are a finite number of contributing ~Ghkl
in the experiment.

Methodical computations of Si 2p3/2 (a–c) and Ge 3p3/2 (d–f) in
accordance with the diverse values of lmax are performed in terms of total
intensity patterns ITOT in Fig. 3. The results are obtained fromhν=6000 and
37~Ghkl-vectors. In general, themainKikuchi bands show some reduction in
intensity and spread out more both horizontally and vertically. As lmax
values change, the diffraction patterns from the background become more
spread out. Furthermore, the contrast gradually increases, particularly for
the overall intensity, making the black Kikuchi bands and bright center
stand out more against the background. lmax affects the intensity of the
backgrounddiffract as typically seen in the high-to-lowmagnitude variation
from lmax ¼ 3 to lmax ¼ 7 (Fig. 3d–f). This influence also happens for Si but
not with displayed values of lmax. In cluster approaches, this convergence
parameter is very high (e.g., 10022) and must be handled with care as the
computation time required to calculate the scattered wave function is
directly proportional to nN2ðlmax þ 1Þ3, where n represents the scattering
order, and N represents the number of atoms utilized in the cluster42.
However, in ourmethod,wedonot have to suffer from its high-value thanks

to amixed basis set of partial waves and plane waves.When using lmax ¼ 4,
it is possible to achieve satisfactory agreement between simulations and
experiments in subsection 2.3.

With the aimof further cross-checking the feasible lmax integer, inFig. 4
we utilize a cluster approach based on multiple-scattering spherical-wave
cluster basis sets from the MsSpec program18,43. The phase shifts have been
calculated by a sophisticated Hedin-Lundqvist exchange and correlation
potential44–46 so as to describe the finite electron mean free path in the final
state via imaginaryparts. The incident aswell as emission angles andphoton
source are determined identically to experiments and the one-step model
setup. We use unpolarized light and the non-relativistic mode. Being
interested in high-energy PED, the deviations from bulk physics owned by
surface atoms are sparse47. As a result, we take into account bulk-terminated
surfaces. The radius of our spherical cluster is set to 27.15Å (Fig. 4a). Here,
we investigate the test of cross-section, an intensity-related quantity, by
tuning lmax values (4, 16, and 24) in the azimuthal scan of Si 2p3/2 at θ = 5°.
Apparently, there is a gap among 3 cross-section behaviors, such as mag-
nitude overall and the shape of the curve (especially in the vicinity ofϕ= 30°
and ϕ = 60°). The result from lmax ¼ 4 seems a bit far from convergence as
compared to the other two. Even so, its peaks and valleys share good relative
positions (namely, in the surrounding of ϕ = 30° and ϕ = 60°) in common
with the rest. More examples are addressed when ϕ is in between 50°
and 60°.

Final-state energy dependence
The final-state energy EFinal is defined as the kinetic energy of the pho-
toelectrons inside the crystal and the quantity in charge of diffraction
dynamics. The expected variation amongst calculated patterns at indi-
vidual final-state energies [4690, 6690] eV is seen in Fig. 5 for Si (top row)
and Ge (bottom row), respectively. From the simulation point of view,
when energy is raised, a pronounced system of Kikuchi bands dominates
the diffraction patterns, forming a rich fine structure. Each band consists
of a projection plane sandwiched by two lines and its width is determined
by the respective reciprocal lattice vector. For consistency in comparison,
the entire calculations are designed by the identical value of momentum
range and resolution.Overall, there is an agreement concerning the width
of observed bands and the position of lines. Fine structures possess a
horizontal and a vertical mirror plane that is parallel to the [010] and
[001] directions, respectively. Another general feature is that the distinct
central zone indicated by a green dash square, can be noticed easily
regardless of final state energies.

Figure5a–d showscomputeddiffractogramsof Si 2p3/2 core-level at the
(100) plane with 161 ~Ghkl and lmax ¼ 4. Via visual inspection, there are
several noticeably rapid alterations besides the above-mentioned common

Fig. 4 | The convergence test done by theMsSpec package. aAclustermodel of Si (100). The red circle depicts the emitter. bThe cross-section calculated as a function of lmax

values for Si 2p3/2.
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behaviors. Firstly, the texture inside the central zone evolves by enhancing
EFinal. Four various symbols are found in the surroundingsof the center zone
axis [100], running from left to right: bow-tie dartboard (a), shield (b),
4-pointed star cross (c), and butterfly (d). However, all geometrical patterns
still follow 4-fold symmetry, i.e., the dartboard pattern is obtained by
rotating a bow-tie by 90°. Another shape turn can be noticed through the
distance decrease of a line pair (marked as a yellow dash with a label (1)).
Starting from4690 eV, it is definite to see the spacebetween them.Then, this
gap continuously reduces in between (b-c) and seems to become 0 at 6690
eV. Consequently, some bright spots (e.g., four magnificent bright ones
labeled (2) in (b)) become hidden. One more typical instance is the defor-
mation of the bright area (orange dotted curves labeled 3 in (a)) along
diagonal directions at four corners. These phenomena are derived from the
bound relation between the angular range and Bragg angles. In the context
where forward scattering appears overriding, the greater the final-state
energy is, the smaller the Bragg angle is. Thus, there are some shifts and re-
arrangements offineKikuchi linesmeanwhilemain features (horizontal and
vertical bands as well as their intersections) remain unchanged.

Analogously, the diffractogram of Ge 3p3/2 is analyzed in Fig. 5e–h.
Because of the mismatch related to photoelectron wavelength (caused by
different core-level binding energies), the patterns are markedly dissimilar
from those in Fig. 5a–d. The number of~Ghkl (113 in this case) is also one of
the essential causes of reshaping patterns (as discussed in Section 2.1). The
major Kikuchi grid is recognizable and aligned with the one from Si. For
consistency and convenience in qualitatively comparing with Si outcomes,
the color bar isfixed.Hence, plots are not in good contrast and it is a bit hard
to identify diffraction which is contributed by thin Kikuchi lines. Despite
that, a striking difference regarding global intensity values is captured when
bright areas are larger in general. As the energy rises, pattern adjustment is
forcibly determined by the diffraction angle. As an illustration, the angle
between two narrow fine lines which are in yellow dash (e) declines and its
vertex position moves up when switching from 4690 eV to 5190 eV. Con-
tinuouslywith the enhancement of energy to 6190 eV, the bright spot tagged
by (4) in (f) is fading. In Kikuchi photoelectron diffraction, there exists an
orientation of higher and lower intensity. This bright-dark distribution can

be interpreted in terms of the reciprocity principle and the coupling prob-
ability of photoelectron from localized emitters with outgoing wave22.

Experiments meet theories
Figure 6 displays a comparison of measured and calculated CDAD in pairs
for the Si 2p3/2. The photoelectron diffraction pattern is simulated over a
polar angle range of 0 ° ≤ θ ≤ 10° and over a full 360° azimuthal range (ϕ)
with 180points for both angles at the photon energy hν=6 keV.The pattern
centers are indicated by+. Band edges aremarked by full arrows on the left-
hand side of the figure, and band centers are marked by dotted arrows. The
CDADsignal (CDAD= IRCP - ILCP) is a difference between the intensities of
right and left circular-polarized light that emphasizes faint details in the
patterns. When this difference is normalized, it leads to a so-called CDAD
asymmetry ACDAD = (IRCP(kx, ky) - ILCP(kx, ky))/(IRCP(kx, ky)+ ILCP(kx, ky))
reflecting the symmetry behavior of CDAD. This normalized factor is a
good choice for experiment-theory comparisons due to its autonomy of the
spectrometer transmission function and the free-atom differential photo-
electric cross-section. As anticipated, the ACDAD is antisymmetric referring
to the horizontal mirror plane. This “up-down antisymmetry" is an explicit
consequence of the atomic CDAD’s symmetry (see Fig. 1 in ref. 33) and the
Kikuchi diffraction’s characteristics (see Fig. 2 in ref. 33). The crystal-lattice
mirror plane is positioned horizontally to maintain the antisymmetry. The
agreement between observed and computed intensity (a-b), CDAD differ-
ence (c,d), and ACDAD (e,f) looks quite reasonable. Particularly, for the
intensities IRCP + ILCP the principal Kikuchi bands (as labeled by black
arrows) and the 4-pointed star cross clearly show up in Fig. 6a, b. Two
elliptic shapes (marked as green) are also captured. Compared to the
measured total intensity, the contrast is lower and there are more visible
minor Kikuchi bands from calculations. The reason for these differences
originates from the lmax effect (above-mentioned in Fig. 3a–c). The issue is
solvable by increasing lmax but for the sake of clearly displaying fine struc-
tures in detail, the small converged value is opted. It is likely that the CDAD
image (Fig. 6c) shares commonly observed patterns with the total intensity
(Fig. 6a), such as a large diamond shape around the center and two ellipses
(marked as green). These similarities are alsonicely capturedby theone-step

Fig. 5 | Sequence of calculated total intensity as a function of final-state energies.
a–d The diffractogram of Si 2p3/2. e–h The diffractogram of Ge 3p3/2. Calculations
are performedwith 161~Ghkl for Si and 113~Ghkl forGe at lmax ¼ 4 andhν=6 keV. The

final-state energy EFinal is between 4.69 and 6.69 keV. All plots are made at the same
color scale. Green dash squares indicate the central zone of studied structures. The
zone axis is [100], directly out of the page.
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photoemissionmodel (Fig. 6d). The CDADdifference IRCP− ILCP depicts a
higher contrast than the sum of intensities IRCP + ILCP. However, the
4-pointed star cross, surrounding the CDAD center, is practically hidden in
the experimental image (c). From the computational point of view, this
footprint is reproduced charmingly in Fig. 6d. Several band edges are pre-
sent in agreement aswell, in particular two crossing points (yellow arrows in
(c-d)). Likewise, the latter emerges from the ACDAD patterns as the vertex of
small blue and red triangles, identified by the black arrows in (e,f). There is
no doubt that the resolution of ACDAD from measurements is not in good
quality in comparison with the two above-mentioned ones. Overall, the
consensus between the experimental and simulated ACDAD is far from
perfect. But the mirror plane and some characteristics (namely, Kikuchi
bands forming a central diamond) still emerge. Calculated spectra have
sharp features that need to be broadened to match the momentum reso-
lution of the experiment. Tomake theoretical calculationsmore comparable
to experimental data, we apply convolutions with a Gaussian function in
which the standard deviation σ = 2 (Fig. 6b*, d*, f *. For Fig. 6b*, the Perona-
Malik (anisotropic diffusion) filter is employed for ITOT to smooth the
resultswhile preserving themain spectral features.The “weight"parameterλ
is set to 1 in this case. In general, convolution steps significantly improve the
visual comparison.

To further clarify the parallels between measuring and calculating, we
conducted the same measurement as shown in Fig. 6a but with higher
resolution in Fig. 7a. Next, we examine the specifics from a quadrant of
ACDAD in the second row of Fig. 7. The superior Kikuchi bands are marked
with dashed lines in the experimented intensity (a) and ACDAD (c). These
line patterns are then mapped to the corresponding calculated ones (b, d).

The Kikuchi-band edges and crossing points take place in a well-founded
arrangement in the matching experiment (a) and simulation (b). Dark
(addressed by a dashed arrow) and bright (pointed by a solid arrow) spots
located in the corner of the diamond shape are observed in the relevant
calculation (Fig. 7b). The computed and measured patterns of the total
intensity are arranged in such a way that features can be reflected via a
mirror plane. The rough red-blue texture of experimental ACDAD is ana-
logous to the theoretical one with respect of not only color but also relative
positions.

Next, we turn our attention to the Ge(100) cases in Fig. 8 which can be
interpreted by the formalism like in Si(100) diffraction. In Fig. 8a, b, the
intensity from two light helicities are summed for Ge 2p3/2. An inset of a
higher-resolution measurement is added to the experimental pattern. The
relevant area in the simulation is depicted via a blue dashed circle. Figure 8c,
d shows the difference between these helicities while Fig. 8e, f belongs the
CDAD asymmetry. The “four-fold" geometry marked with blue curves in
the intensity difference indicates thematching. The gridmadeupofKikuchi
lines (dash dots) is superimposed on the diffractogram to conveniently
clarify the parallels between measuring and calculating ACDAD. Notable
features are easy to map between experimental and theoretical inter-
relationships: vertical (except CDAD patterns, as they are almost invisible)
and horizontal Kikuchi bands and the pattern at four corners (indicated by
green circles).More specifically, the colorflipping of the pattern fromupper
to lower corners in Fig. 8c–f is triggered by the horizontal mirror plane
which is a typical feature between CDAD and ACDAD. Besides, black and
white spots of the intensity difference (blue and red ones in case of ACDAD)
formed by several visible band edges are sighted by green arrows. Although

Fig. 6 | Comparison between measured and cal-
culated patterns of Si 2p3/2 at hν= 6 keV. The top,
middle, and bottom rows indicate the total intensity
ITOT, intensity difference CDAD and CDAD
asymmetry ACDAD. From left to right, there are
measured (a, c, e), convoluted-calculated (b*, d*, f*)
and purely calculated patterns (b, d, f). Computa-
tional results are performed at lmax ¼ 4 with 193
~Ghkl . To smooth the computed data, convolution is
applied by the Gaussian filter with the standard
deviation (σ) and the Perona-Malik filter (aniso-
tropic diffusion) with the “weight" parameter (λ).
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recognizing several systematic hallmarks, it seems we are far from reaching
good consensus in comparison. From measured outcomes (especially in
Fig. 8c, there is a generic diamond-shapedpatternwhich iswidewith a sharp
rim. Nevertheless, it appears quite differentiable in simulation. Another
distinguished discrepancy is the distorted version of the bow-shaped feature
1 (yellow dash in Fig. 8c, e). Also, we cannot ignore the fact that in CDAD
andACDADfinediffraction at theupper and lower corners is not in harmony
with respect to fine details. To enhance the comparability between theore-
tical calculations and experimental data, convolutions are applied with a
Gaussian function characterized by a standard deviation of σ as detailed in
Fig. 8b*, d*, f *.

Subsequently, we present the diffraction pattern of another core level,
Ge 3p3/2, as shown in Fig. 9. The similarities between measured and cal-
culated diffractograms are easily found. For example, the Kikuchi lines,
characterized by their very low intensity, are detected (denoted by black
solid arrows in Fig. 9a, b). In addition, the bright fourfold cross (indicatedby
green dashed arrows) is reproduced though its contrast to the background is
not as high as in experiments. The inner diamond shape surrounding the
center of this cross also appears in the simulation. The nice agreement is
further confirmed by considering the signal subtraction (Fig. 9c, d). The
faint patterns are likely symmetrized through a vertical mirror plane
separating two diffractograms. Obviously, the edges of the big diamond can
be recognized via blue dashes. In pursuit of fleshing out the similarities
between measured and calculated patterns, it is worth looking at their
ACDAD in depth (Fig. 9e, f). The agreement is not ideal overall. However, the
mirror plane and certain features (specifically the formation of the “red-
blue" hourglasses inside andoutside the big diamond) still becomeapparent.
Taken together, themain findings indicate a greater result of Si 2p3/2 andGe
3p3/2 compared to the oneofGe2p3/2.Despite owning the same information
in terms of crystal structure and period in the periodic table, it is

understandable to experience the difference between their diffraction pat-
terns due to dissimilar electron configurations and investigated core levels.
To improve the consistency between theory and experiment, the calculated
spectra are convolved with a Gaussian function of standard deviation σ = 2,
as illustrated in Fig. 9b*, d*, f *. This approach enhances the agreement
between theory and experiment.

It is distinguished between the instrument resolution and the width of
the features in a specific k pattern. The former refers to the intrinsic per-
formance limit of the experimental setup andhasbeendetermined tobe0.03
Å−1. The latter is the width of the features observed in a specific measure-
ment or image, which is affected by several factors. This width can bemuch
worse than the instrument resolutionwhen the sample quality is not goodor
the X-ray beam hits a “bad spot" on the sample. After cleaving, it is often
complicated to find a good spot. In some cases, there may also be some
misalignment, e.g., incorrect sample distance, or the photon beam is not
optimally adjusted (e.g., too large a footprint, which also spoils resolution).
Inmany cases, the statistics are not sufficient, sowehave to apply aGaussian
blur. This is analogous to thewidth of a core-level signal in comparisonwith
the resolution of an electron spectrometer. Fig. 8a and the inset of Fig. 9a are
shown with better resolution and contrast because the corresponding
measurements were done after we improved the setup and conducted the
experiment in a smaller k-range. The rest of thefigures come from the initial
measurements. The instrument resolution is at least as good as the nar-
rowest lines we observe. When lines appear broader, they may arise from
several other factors, as discussed above. It is important to note that not the
eye-catching broadest features reflect the instrument resolution, but the
narrowest lines (which may be rather weak in intensity) in the pattern.

While the overall agreement between theory and experiment remains
qualitatively reasonable, we acknowledge that some quantitative dis-
crepancies persist. From our perspective, several factors may contribute to

Fig. 7 | Comparison between measured and cal-
culated patterns of Si 2p3/2 at hν = 6 keV.
aMeasured total intensity pattern ITOT by higher
resolution, compared to Fig. 6a. b Total intensity
calculation by OSM. c, d CDAD asymmetry dis-
played by the quadrant of Fig. 6 (e, f). Computa-
tional results are performed with 193 ~Ghkl .
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these differences. First, the choice of effective potential and exchange-
correlation functional plays a crucial role.We currently use the local density
approximation (LDA) todescribe the exchange-correlationpotential, which
maynot be optimal. Previous studieshave shown that the choiceof potential
can strongly influence theoretical predictions. For example, McGovern
et al.48 reported discrepancies arising from a suboptimal Te potential, which
were later addressed by Wendin49 using the random phase approximation
with exchange (RPAE)50, yielding more accurate atomic photoionization
cross-sections for Te 4d. Additionally, while the influence of the exchange-
correlation functional is oftenminor in small systems51, its impact becomes
more pronounced in complex materials52. The LDA is known to overbind,
potentially leading to systematic deviations53,54. In our calculations, we use
the atomic spheres approximation (ASA), which is similar to themuffin-tin
approach but ensures full space-filling by allowing overlapping spheres and
introducing empty spheres in the interstitial regions. However, ASA
imposes shape-related constraints on the potential, and its accuracy can be
improved by adopting the full-potential version of the SPR-KKR code55.
Second, inelastic scattering effects may contribute to the observed differ-
ences. Inelastic scattering corrections to the elastic photocurrent (see, e.g.,
Borstel56 and Braun et al.57) are included via a parametrized, complex inner
potential. While these effects are considered in the current work, they have
not been systematically investigated. A more detailed study of their influ-
ence will be presented in a forthcoming publication58. Third, lattice vibra-
tionsmust also be taken into account.The experimentalmeasurementswere
conducted at 30 K, while our calculations were performed at 0 K. Although
this temperature is low, vibrational damping effects are still relevant. We

plan to analyze this temperature dependence more systematically using the
Debye-Waller model and the alloy analogy approach within the coherent
potential approximation (CPA) in a future publication aimed at reprodu-
cing the Si hardX-ray experiments34. Finally, crystal imperfections represent
another possible source of discrepancy. Our theoretical simulations assume
a perfect, defect-free crystal structure. However, real experimental samples
may contain hidden structural imperfections such as local strain or disorder,
which are known to significantly affect photoelectron diffraction patterns3.
These effects are not captured in our current model but are important to
consider in explaining the remaining discrepancies.

Discussion
The combination of CDAD and XPD techniques provides comprehensive
information on the crystal structure and chemical composition of the sys-
tem being studied.Most of the time, it is rarely accessible to obtain all of this
information readily. The challenges in interpreting emitted-electron spectra
evolve from the intricacy of the photoemission itself. To extract it, onemust
make assumptions about a particular physical model and apply the relevant
theoretical framework. Even so, a good qualitative analysis demands ab
initio computations, and this process may include several levels of com-
plexity. In this study, we concisely outline the interplay and importance of
XPDandCDAD.Furthermore, several standard theoreticalmodels forPED
are reviewed with an emphasis on physical content and terminology rather
than concentrating on mathematical formalism. In the context of high
photon energies, we emphasized our fingerprint that can tackle the dis-
advantages of other codes. XPD diffraction computed in reciprocal space is

Fig. 8 | Comparison between measured and cal-
culated patterns of Ge 2p3/2 at hν= 6 keV.The top,
middle, and bottom rows indicate the total intensity
ITOT, intensity difference CDAD and CDAD
asymmetry ACDAD. From left to right, there are
measured (a, c, e), convoluted-calculated (b*, d*, f*)
and purely calculated patterns (b, d, f). Computa-
tional results are performed with 177 ~Ghkl . To
smooth the computed data, a convolution is applied
by the Gaussian filter with the standard deviation σ.
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convenient to compare with momentum microscope measurements. The
atomic potential is obtained from our own code, making the XPD results
more controllable in a closed simulation loop. The observed outcomes were
reproduced in the hard X-ray regime. The upcoming Ge work concerning
the full-field photoelectron diffraction and circular dichroism texture will
complete the energy range of applications.CDAD signals and asymmetries
in themanner of CL-XPDwere simulated at 6 keV. The diffraction patterns
are significantly altered by the Kikuchi diffraction process. Furthermore,
simulating Kikuchi patterns in spectroscopy encourages additional mea-
surements and energizes the current trend in XPD59. The representation of
scattering by our approach requires smaller values for the maximum
angular momentum than others (e.g., cluster approaches), helping to avoid
computationally intensive calculations. A series of convergence parameters
(the number of~Ghkl and lmax ¼ 4) was tested. Next, the optimal values were
selected for the calculations for Si and Ge core levels, yielding fairly nice
harmony with experiments. Fine patterns are well-mapped from the total
intensity and CDAD signal. The final-state effect was systematically
investigated and had a strong influence on the pattern evolution. Thus,
careful selection and control of the kinetic energy are essential for opti-
mizing photoelectron diffraction studies. With this endeavor, we aim to
bring another tool for XPD analysis and CDAD interpretation.

Methods
Brief review of PED simulation progress
Basically, there exist three classifications for adequate PED simulation for
solids as presented in Fig. 10: cluster-based models, layer-by-layer approa-
ches, and the so-called “lattice-plane”methods.

Thefirst group (Fig. 10a) is a right call for short-rangeprobes (e.g., PED
orAuger electrondiffraction) and broken crystal symmetry (for instance, by
disorders). Because of the electron’s short inelastic scattering length, scat-
tering can be limited to a cluster of individual atoms surrounded by the
photo-emitter. Amodel canbe formulated by either single-scattering cluster
(SSC)60–66 or multiple-scattering cluster (MSC)13,67,68 methods. For com-
parison in this subset, themost precise interpretation isMSCwith spherical
waves14. Specifically, the multiple-scattering effects have to be taken into
account while investigating single-crystal because the XPD patterns origi-
nate from photoemission of ten (and more) surface layers. Inspired by the
work of Kaduwela and co-workers14 where multiple scattering (MS) is
derived from the Rehr-Albers (R-A) separable propagator approximation69

and applied for initial and final states, more CD measurements are nicely
reproduced70,71. Furthermore, the experiment-theory match is improved by
utilizing an accurate representation of the Green’s function propagator for
evaluatingMS expansion24,72. Thereafter, more indispensable modifications
and implementations come into existence as seen in the following MSC
packages: MSCD16, PAD273, MSPHD74, EDAC24 and MsSpec18. Recently,
Rehr et al.75 has discussed the development of real-space Green’s function
approach for PEDbased on the R-A formalism and boosted the importance
of sharing theoretical software among groups. Workflow tools such as
AiiDA76 and Corvus77 were proposed to enable advanced and efficient
computation of PED without requiring significant changes to the
original code.

Besides, there is another cluster code called TMSP15,78, which relies on
photoelectron holography (PEH), a rapidly growing and interconnected
field of PED. In TMSP, multiple scattering is fully employed, but

Fig. 9 | Comparison between measured and cal-
culated patterns of Ge 3p3/2 at hν= 6 keV.The top,
middle, and bottom rows indicate the total intensity
ITOT, intensity difference CDAD and CDAD
asymmetry ACDAD. From left to right, there are
measured (a, c, e), convoluted-calculated (b*, d*, f*)
and purely calculated patterns (b, d, f). Computa-
tional results are performed with 241 ~Ghkl . To
smooth the computed data, convolution is applied
by the Gaussian filter with the standard deviation
sigma (σ).
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backscattering is excluded as its intensity appears very weak and negligible
when the kinetic energy of the photoelectron is about from100 eV to several
keV. Both PEH andPEDcan be applied tomeasure the angular distribution
of core-level intensities. Nevertheless, the former is capable of performing
three-dimensional (3D) atomic reconstruction. Hence, the direct recon-
struction of the local settings of interest around an atom is obtained. In
principle, PEH comprises holography and photoelectron diffraction79. In
thismanner, the angular distributionof intensities is labeled ahologram that
is transformed into a real-space image of the atomic structure. In other
words, a hologram is a record of diffraction patterns and interference pat-
terns between two kinds of photoelectron spherical waves. The first is the
one directly emitted from the atom (emitter) where photoexcitation occurs.
The second is thewave elastically scatteredbyneighboring atoms (scatterer).
These two are the reference and object waves of optical holography in turn.
For further details, there exist many worthy reviews concerning PEH and
PED applications1,80–84 as well as their recent interrelated progress40,85–92.

On the other hand, the second class (Fig. 10b) considers a crystal as a
collection of identical layers and makes use of the translational symmetry
along surfaces, which is beneficial for describing interlayer multiple scat-
tering in afinite-depth crystal or a surface formedby inequivalent layers on a
substrate of repeat periodicity. This category is developed on the basis of
low-energy electron diffraction (LEED)93–96. Recently, the one-step model
(OSM) of photoemission57 is proposed to conduct a nicely theoretical pre-
diction of the core-level problem of W(110)33 where the final-state wave
function is represented by a so-called time-reversed LEED-state. A 50%
difference in the spin-orbit doublets ofW(110) was reported in the work of
employing circularly polarized radiation.Herein, the sub-levels of 3d and 4p
created by SOC splitting (as well as possibly via multiplet splitting and
circular polarization) have distinct diffractograms35. This generalized angle-
resolved core-level photoemission takes into account the fully relativistic
effects and experimental geometry. OSM is applicable not only in reciprocal
space but also in real space. Arising from the above-mentioned cluster
models, Krüger et al.97 suggested a real-space multiple scattering method
integratingOSMand claimed good agreementVB-PED for Cu(111), which
is comparable to the result of k-space calculations. Lately, a reasonable
comparison has been made between very low energy electron diffraction
(VLEED), CL-PED, and VB-PED for monolayer graphene by the varia-
tional embedding method, including OSM98 from the team of Krasovskii.
Even though the specifics may be somewhat diverse, diffraction patterns
overall display comparable broad elements. Based on LEED theory, it turns
out that more hybrid schemes reveal, from simple to sophisticated mod-
ifications, to elucidate complex surface structures. Deriving from tensor
LEED (a perturbation technique to high-speed computation of LEED
intensity) introduced by Rous et al.99, PED intensity is able to be computed
with a little adjustment to how photoelectron emitter atomic displacements

are handled100. CombinedwithHelmholtz’s reciprocity theorem, whichwas
initially stated for optics, the path-reversed LEED was effectively employed
for PED101. Next, it was extended to crystal surfaces with many atoms per
unit cell, leading to the fact that the outcomes are almost identical to those
from traditional forward-path computations102.

When the photoelectron kinetic energies fall into the range of several
keV, the hard X-ray photoemission diffraction signal is dominated by
scattering in the full, three-dimensional, periodicity of the crystal structure,
which results in pronounced bulk features and vanishing sensitivity to
surface effects. Tailored to this regime, a third simulation group (Fig. 10c) is
based on the dynamical theory of high-energy electron diffraction, adapted
to the case of photoelectron sources in a single crystal. The approach pre-
sented in ref. 21 uses theBlochwave approach to electrondiffraction103, with
a plane wave expansion of the diffracted electron waves in a bulk crystal104.
Thebasic buildingblocks of the theoreticalBlochwave simulationmodel are
the Fourier coefficients of the real and absorptive parts of the 3D crystal
potential with corresponding reciprocal lattice vectors, and it can be con-
ceptually advantageous that these theoretical entities are in very direct
correspondence to experimentally observed Kikuchi band features30. In the
context of Kikuchi-band theory, high kinetic energy PED patterns from
single crystals can thus bemeaningfully discussed in terms of photoelectron
reflections at lattice planes, with a Kikuchi band having a width of twice the
corresponding Bragg angle105–107. Examples of core-level XPD in the hard
X-ray range interpreted by Bloch wave simulations can be found in
refs. 22,32.

Theoretical model
The ab-initio calculations provided are based on density functional theory
with full relativistic effects, using the multiple scattering Korringa-Kohn-
Rostoker Green’s functions in the SPRKKR package19,20. In this current
research, we have freshly reformulated and generalized angle-resolved core-
level photoemission, which includes XPD effects as per the work of Schla-
thölter and Braun108–110, enabling us to cover a wide kinetic-energy range up
to the hard X-ray regime. This technique accounts for finite temperature
diffuse scattering effects, resulting in Inon_direct transitions (Eq. (4)) using the
alloy-analogymodel111. Themethodology proposed for computing the final
state in XPD differs from the standard real-space dynamical multiple
scattering computations18,24. It utilizes the layer KKR method to depict an
infinite stack of layers. Relativistic phenomena such as spin-orbit coupling
are accounted for by the Dirac equation:

½cαpþ βc2 þ VðrÞ þ βσBðrÞ�ΨðrÞ ¼ EΨðrÞ: ð1Þ

The effective potential V(r) and the effective magnetic field B(r) are
represented in this expression. Thematrix β, which satisfies the condition β2

Fig. 10 | Schematic representation of PED computational methods. a The cluster-based model. b The layer-by-layer model. c The lattice-plane model. Atoms are
represented by blue. Localized sources are indicated by red and surrounded by spherical waves. Black/blue arrows illustrate single-site/multiple scattering paths.
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= 1 is of size 4 × 4. The αk are 4 × 4 Dirac matrices which are defined by the
Pauli matrices σk (αk = σκ ⊗ σκ, k = (x, y, z)).

Ground state computations for face-center cubic Si and Ge were
conducted using the observed lattice constant112 of 5.431Å and 5.657Å,
respectively. The local density approximation and the atomic sphere
approximation were both utilized to estimate the exchange-correlation
component of the potential. The resulting self-consistent potential was
then used for further photoemission computations. The one-step
photoemission model is utilized for the theoretical examination of the
core-level photoemission process. All relevant ARPES-related aspects,
such as the experimental setup and the transition matrix elements
accounting for selection rules leading to the diffraction patterns under
investigation, are properly addressed by the fully relativistic one-step
model of photoemission. Starting from the Fermi’s golden rule, the
photocurrent is expressed by:

Iðϵf ; kkÞ ¼ � 1
π
Im

Z
dr

Z
dr0 ×Ψ�t

f ðrÞΔðrÞG1ðE; r; r0ÞΔyðr0ÞΨf ðr0Þ:
ð2Þ

The initial state is described by the imaginary part of the core-level
Green matrix:

� 1
π
ImG1ðEÞ ¼

X
Km

∣Km

� Σc

E � εKm

� �2
þ Σ2

c

Km

�
∣; ð3Þ

where Km is a relativistic core-level wave function with the energy
eigenvalue εKm

and K ¼ ðκm; μmÞ. κm and μm are relativistic indices. Σc
implies the imaginary part to the complex self-energy Σ which can be
utilized to phenomenologically explain potential damping processes of the
initial state. The core states are defined by the spectral representation of the
Green function, which is created using core-level wave functions obtained
from the atomic-like Dirac equation113.

Thedipole operatorΔ(r)mediates the coupling of thehigh-energyfinal
state with the low-energy initial states. In full formalism, it follows as:

Δ ¼ Efi A0∇þ iω
c
αA0

� �
VðrÞ þ Efi A0∇

� 	
βσBðrÞ þ Efi

ω

c
βA0 × σBðrÞ;

ð4Þ
with Efi ¼ �2 i c=½ðEf þ c2Þ2 � ðEi þ c2Þ2�. Ei and Ef are the energy of
initial andfinal states, respectively. The derivation of the expression involves
applying commutator and anticommutator rules in a similar manner to the
nonrelativistic case described in ref. 114. Herein,A0 is the spatially constant
amplitude of the electromagnetic vector potential. The scalar potentialV(r)
and the magnetic exchange field B(r) are obtained by self-consistent
electronic structure calculations performed within the ab-initio framework
of spin-density functional theory by use of the Vosko et al.115 parameteriza-
tion of the exchange and correlation potential. To account for, among
others, impurity scattering a small constant imaginary value ofV0i=0.01 eV
was used for the initial core state. For the final state, a constant imaginary
value of V0i = 1 eV has been chosen again in a phenomenological way.

The final state is represented by a time-reversed LEED (TR-LEED)
state from Pendry’s model93,94,116:

Ψ�t
f ðrÞ ¼ ϵ; kkjGþ

2 jr
� �

: ð5Þ

This study focusesexclusively on single-site scatteringwhencalculating
the final state57. It is important to note that, even in this scenario, all aspects
of kinematic diffraction are accounted for by expanding the scattering
between the layers into a plane-wave basis, such as in (two-dimensional)
reciprocal lattice vectors Ghkl. A typical example is our previous work on
angle-resolved hard X-ray photoemission6,117. It is beneficial to formally
divide the angular and radial components of the initial and final state wave

functions, which are linked by the dipole operator. The photoemission
intensity can be expressed in this manner:

Iðϵf ; kkÞ �
X
j;n

X
K1 ;K5

AfK1
Zj;n
K1;K5

A�
fK5

; ð6Þ

where AfK1
refers to the relativistic multiple-scattering coefficients. Zj;n

K1;K5

denotes the Zmatrix for an atom j in layer n, which is constructed from the
corresponding initial-state or final-state in conjunction with the dipole
operator.

On the way to the sample surface, the outgoing electron wave interacts
with the surrounding of emitters. To gain a qualitative understanding of
diffraction patterns, it is crucial to distinguish the two diffraction regimes
based on the relatively medium range of the kinetic energy of photoelec-
trons. In typical energies less than about ~300 eV, backscattering is
strong1,118 and it can be utilized in various ways to gather structural data
about atoms that are positioned “behind" the emitter when observed by the
detector14. When the kinetic energy is ~500 eV or higher, the forward
scattering (zeroth-order scattering) mode is dominant1. A while back,
Thompson and Fadley119 conducted theoretical simulations to contrast the
XPD at 1 and 10 keV for the emission of C 1s from a COmolecule oriented
vertically. This means that sharper forward scattering diffraction char-
acteristics are typically anticipated at higher energies. Nevertheless, the
higher-order diffraction characteristics are weaker. Due to the significant
kinetic energy, forward scattering is predominant in the cases under our
current discussion. This treatment is sketched via the inset in Fig. 10bwhere
single-site forward scattering is employedwithin each layer. Between layers,
multiple scattering is taken into account. To obtain better visualization, we
makeuse of surface atoms from the side view. Instead of themany scattering
paths (short blue arrows) that need to be treated in low-energy calculations,
the forward-scatteringpaths (longblue arrows) strongly prevail. In addition,
two examples for different reciprocal lattice vectors ~Ghkl illustrate schema-
tically the analog to themodelofBragg reflectionat lattice planes.Under this
regime, the diffraction pattern is mainly characterized by features resem-
bling “Kikuchi patterns", such as lines and bands typically seen in high-
energy electron diffraction. In order to favorably replicate the results from
our experiments, we utilized at least 137 ~Ghkl for this expansion in the
calculations presented here. This approach yielded results that numerically
converged with respect to the Kikuchi diffraction pattern. The angular-
momentum cutoff, a second convergence parameter of our calculations,
necessitates terminating orbital angular momenta at a specific value due to
constraints on computing time and memory. We conducted convergence
experiments up to lmax ¼ 11 and observed that for lmax > 3, the positions of
the photoemission peaks and, importantly for the current study, the CDAD
patterns remained qualitatively unchanged. We verified this convergence
test using MsSpec18, a real-space cluster approach. Undoubtedly, we are
aware that we would need to approach lmax > 30 (as calculated from the
height of the centrifugal barrier120) in order to make a quantitative com-
parison between experimental and theoretical intensities for the high kinetic
energies of electrons examined here.

Experiment
The experiments described below were performed using the novel full-field
imaging photoemission technique called momentum microscopy (MM).
Here we give a brief overview of the development of this technique and
information on the used instrument; for a detailed description, see ref. 33.
TheMMmethod is related to photoemission electronmicroscopy (PEEM),
which aims at high-resolution real-space imaging121. TheMMdevelopment
was driven by the goal of increasing the visible fraction of the k-space for
ARPES measurements. MM provides high-resolution images of the elec-
tronic structure (dispersing valence bands, and core-level patternswith their
diffraction fine structure) in momentum space. In the language of electron
microscopy, the momentum image is nothing more than the so-called
’reciprocal image’.While normalARPES analyzers typically capture angular
ranges <10° (30° with wide-angle lenses), MMs can image large intervals up
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to the full 2π solid angle at low kinetic energies. This is enabled by a strong
electrostatic field (extractor field) that collects photoelectrons over a wide
range of solid angles, forming a k-image in the backfocal plane of the
objective.

The MM family includes instruments with double-hemisphere122,
single-hemisphere123, and time-of-flight (ToF)124 energy analyzers. The
hemisphere-based instruments provide full-field (kx,ky) electron distribu-
tions, resolving 104-105 data pixels. ToF instruments simultaneously capture
a specific energy band, typically 4-8 eV wide, and can resolve > 100 energy
slices. This number is mainly limited by the photon bandwidth. The 3D
(kx,ky,EB) acquisition scheme of ToF-MMs can provide up to 106 resolved
data voxels. Momentum resolutions in the range of 0.004 Å−1, as shown in
ref. 123, can compete with those of conventional high-resolution ARPES
analyzers125. After a decade of development, the energy resolution of a
current single hemisphere and ToF MMs is 4.2 and 9 meV, respectively126.
This is sufficient for most experiments but still does not reach the sub-meV
resolution level of classical hemispherical analyzers (which are looking back
on a century of development).

XPD appears in MM experiments in the form of 2D patterns rich in
detail with filigree fine structure. In this case, the size of the observable
energy-momentumparameter space ismore important than the resolution,
since it determines the number of visibleKikuchi bands. The advantage over
othermethods is thatMMs directly observe fields of view up to >15 Å−1 and
up to very high kinetic energies. As a prototypical case, graphite has been
studied in the hard X-ray range from 3 to 8 keV32. As in a real space
microscope, the lens optics of an MM allow zooming into details for ulti-
mate momentum resolution. In addition, the instrument can be easily
switched to real-space (PEEM) imaging to locate the probing photon spot
and check the quality of the sample surface. Photoelectron diffraction in
MM has been studied over a wide spectral range, including the VUV, soft,
and hard X-rays10. Surprisingly rich patterns have been observed at kinetic
energies as low as 120 eV for Ge 2p and 3p using the hybrid MM (hemi-
spherical analyzer with ToF booster) at the DIAMOND Light Source,
Didcot, UK127. XPDappears as anunwanted effect in valence bandmapping
in the hard X-ray region. Pronounced diffraction signatures are imprinted
on the ARPES patterns. Thanks to the full-field imaging technique, the
modulations can be eliminated by multiplicative correction as described
in ref. 9.

Progress on the electron detector side towards 2D and 3D recording
has been accompanied by advances in soft and hard X-ray synchrotron
beamlines andX-ray free-electron lasers. At the beamline P22 of PETRA III
a total energy resolution (combined resolution of ToF analyzer and photon
bandwidth) of 62meVat 6 keV (resolvingpower 105)was achieved128.At the
free-electron laser FLASH (DESY, Hamburg) a similar ToF momentum
microscope is operated129 and the first time-resolved XPS and XPD
experiments with fs resolution at soft X-ray energies have been
performed130–132. These technical advances on both the source and detector
side have led to an enormous increase in the information content since the
early days when CDAD was discovered with rotating electron
spectrometers133,134, confirming theoretical models of Ritchie135, Cherepkov
and Mc Koy et al.136,137.

The CDAD measurements in subsection 2.3 were performed with
the ToF-MM at beamline P22, which provides high circular polariza-
tion. This instrument is equipped with a dodecapole energy prefilter33,
which suppresses background electrons from higher orders of the
monochromator/undulator. The photon energy was set to 6 keV, where
the circular polarization is about 90%. We used the Si(111) mono-
chromator crystal, which provides a bandwidth of about 500 meV,
being of the order of the natural linewidths of the core-level signals.
With the ToF analyzer set to the core level of interest, count rates were
up to several 106 counts per second. Under these conditions, the dif-
fraction patterns could be seen already in real time at a frame rate of 1/s.
Typical exposure times were 30 minutes for each photon helicity (RCP,
LCP) yielding the data arrays IRCP(kx, ky) and ILCP(kx, ky). The CDAD
difference and asymmetry images are derived from the equations

CDAD = IRCP - ILCP and ACDAD = (IRCP(kx, ky) - ILCP(kx, ky))/(IRCP(kx,
ky) + ILCP(kx, ky)), respectively. These quantities are determined pixel-
by-pixel after appropriate binning. In some cases, a mild Gaussian
smoothing of the raw images was employed for noise reduction.

Data availability
Access to the data that supports this study is available from the corre-
sponding author upon reasonable request.

Code availability
The code utilized for this study is accessible through the corresponding
author upon reasonable request.
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