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Optimal microstructure design of battery materials is critical to enhance the performance of batteries
for tailored applications such as high power cells. Accurate simulation of the thermodynamics,
transport, and electrochemical reaction kinetics in commonly used polycrystalline battery materials
remains a challenge. Here, we combine state-of-the-art multiphase field modelling with the smoothed
boundary method to accurately simulate complex battery microstructures and multiphase physics.
The phase-field method is employed to parameterize complex open pore cathode microstructures
and we present a formulation to impose galvanostatic charging conditions on the diffuse boundary
representation. By extending the smoothed boundary method to the multiphase-field method, we
build a simulation framework which is capable of simulating the coupled effects of intercalation,
anisotropic diffusion, and phase transitions in arbitrary complex polycrystalline agglomerates. This
method is directly compatible with voxel-based data, e.g., from X-ray tomography. The simulation
framework is used to study the reversible phase transitions in LixNiO, in dense and nanoporous
agglomerates. Based on the thermodynamic consistency of phase-field approaches with ab-initio
simulations and the open circuit potential, we reconstruct the Gibbs free energies of four individual
phases (H1, M, H2 and H3) from experimental cycling data. The results show remarkable agreement
with previously published DFT results. From charge simulations, we discover a strong influence of
particle morphology on the phase transition behaviour, in particular a shrinking core-like behaviour in
dense polycrystalline structures and a particle-by-particle mosaic behavior in nanoporous samples.
Overall, the proposed simulation framework enables the detailed study of phase transitions in
intercalation materials to enhance microstructure design and fast charging protocols.

The microstructure of electrode materials strongly influences the rate per-
formance of intercalation batteries. In addition to transport of the charge
carrier in the electrolyte phase and intercalation reactions at the
electrolyte-active material interface, transport within the active material
is a critical aspect of battery function. Besides the material-specific crystal
structure, ion transport in electrode particles is strongly influenced by the
morphology (structural appearance of crystalline materials on the
mesoscopic scale). Layered-oxides based on nickel, manganese and cobalt
(NMC) are state-of-the art cathode materials for commercial lithium-ion

cells in high-capacity applications such as electric vehicles. Typically,
NMCs form hierarchical structures of many primary crystals agglom-
erated in a spherical secondary particle (see Fig. lc-e), sometimes
referred to as meatball structure'”. Similar secondary morphologies can
be obtained for the P2-type NaxNi;;,,Mn;,,0, which is a promising
cathode material for sodium ion batteries’. Ionic transport can be altered
in polycrystalline materials through microstructure design such as tai-
loring crystallographic orientations® or introducing nano-porosity as in
Fig. 1d)’.
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Fig. 1 | Modelling nanoporous, polycrystalline agglomerates. a Nanoporous
LixTMO, cathode particle in half-cell configuration. b The model combines the
smoothed boundary method to parametrize the interface between electrolyte and
active material with the multiphase-field approach to model anisotropic diffusion in
polycrystalline agglomerates coupled with phase transitions. Secondary particle

morphologies of (c) as-prepared NCM111 and (d) nano-porous NMC111 after
spraydrying reproduced from Miiller et al.” published under a CC BY-NC-ND
licence. The NayNi;;sMn;,,0, particle shown in (e) is reproduced from Pfeiffer
et al.’ and has been published under the CC BY licence.

Mesoscale simulations are essential for understanding the structure-
property relationship between agglomerate microstructure and the effective
rate performance, which is crucial for designing materials for battery
applications’. Furthermore, reversible phase transformations during cycling
are a common phenomenon in intercalation compounds including lithium
iron phosphate (LFP), LiNiO, and many sodium intercalation
materials”"'. The nature of these materials can only be modelled and
understood if phase transformations are accounted for which is typically
done using phase-field methods'>". Ideally, meso-scale simulations need to
cover the electro-chemical intercalation reaction on complex three-
dimensional surfaces as well as the diffusion and coupled phase transfor-
mations within the polycrystalline active material.

The parametrization of a complex microstructure, such as poly-
crystallinity and porosity, in mesoscale simulations poses a challenge which
can be addressed in two ways. First, the interfaces between electrolyte, active
material and individual grains can be discretized with a boundary-
conforming mesh e.g. finite elements where the nodes are located on the
boundary. This approach relies on powerful meshing algorithms as the
quality of the ’worst element’ will determine the overall stability of the
simulation. If the domain boundary evolves over time, mesh moving
algorithms can be employed leading to an arbitrary Lagrangian-Eulerian
framework'‘. However, large changes of the geometry may lead to large
mesh distortion and a costly re-meshing becomes necessary. Another
option to parametrize the geometry is the use of a phase-field variable or
indicator function, y, which distinguishes between electrolyte (y = 0) and
active material (y = 1). The phase boundary is approximated by a diffuse but
steep transition region, where v takes values between 0 and 1, which thus
becomes a regularized indicator function representing a local volume
fraction of the active material. It can be shown that for v € [0, 1] the isoline

given by y = 0.5 corresponds to the sharp boundary problem. Therefore, the
geometry is implicitly parametrized via the phase variable and the spatial
discretization can be performed independently of the microstructure. In the
context of battery materials, the phase-field approach comes with some
additional benefits: It is desirable to perform simulations based on micro-
scopy data which is typically obtained as pixelated images. In the case of FIB-
SEM measurements three-dimensional voxel data is obtained through sli-
cing and imaging'>'®. From an implementation perspective, regular grids
combined with a finite difference discretization are straightforward to
implement and simulations can be accelerated using massive parallelization
on GPUs". Employing the pixel (or voxel) grid from microscopy image data
for the simulation of concentration evolution allows for direct comparison
of simulations with in-situ experiments.

If the regularized indicator function does not evolve but is simply used
to solve partial differential equations (PDEs) with boundary conditions on
arbitrarily shaped geometries, this approach has also been termed smoothed
boundary method (SBM)'*"”. The SBM has been introduced in the work of
Kockelkoren et al.*’ and was successfully used in subsequent works'**". A
detailed discussion of various ways to impose boundary conditions on the
diffuse domain boundary can be found in*%, where the SBM is also discussed
in comparison with similar approaches like level-set, the immersed interface
method or the ghost fluid method. In most works, the smooth transition is
imposed by a tanh-function**** which is also the 1D equilibrium solution of
a phase-field functional based on a double-well potential*'. Alternatively, the
obstacle potential can be employed™. The SBM has been employed to study
battery microstructure at both the particle and electrode level. The for-
mulation is used to couple the intercalation reaction on a complex electrode
surface with solid-state diffusion in the active material. Many works assume
Fickian diffusion and no phase evolution® . Other works cover phase
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transitions in a single particle described by the Cahn-Hilliard model, some
of them assuming purely diffusion-driven kinetics””*, some including
elastic contributions™”. The recent work by Qu et al. extends the Cahn-
Hilliard model for phase transitions in graphite on a complex porous
electrode microstructure’’. However, a model formulation which allows for
detailed investigations of polycrystalline microstructures including material
anisotropy, phase transitions and an electrochemical surface reaction on
arbitrary complex morphologies is missing in the literature.

This work combines recent advances in the simulation of battery
materials with state-of-the-art multiphase field modelling and the smoothed
boundary method. The simulation framework is formulated as a single
particle model™ to relate the rich interplay of the insertion reaction, con-
centration gradients and phase transitions with a global current and voltage
response. The underlying assumptions are fast electronic conduction, fast
reaction kinetics at the lithium metal anode and fast ion transport inside the
electrolyte as sketched in Fig. 1a. The multiphase-field method is a highly
versatile tool to study intercalation and diffusion in polycrystalline
systems®’ and materials with multiple phase transformations™*. We
combine the SBM and the multiphase-field method, stemming from dif-
ferent fields within the phase-field community, to formulate the extended
multi-phase smoothed boundary method (MP-SBM). Starting from ana-
Iytical considerations the methodology is validated and subsequently
applied to nano-porous agglomerates of lithium layered oxides LITMO,.

Results

Multi-phase smoothed boundary method

Typically, the SBM is introduced by modifying all underlying PDEs with the
indicator function y as outlined in the section “Smoothed boundary
method”. In the case of a phase transition given by Eq. (9) this would result
in a problem definition as illustrated in Fig. 2a. For a multi-phase system
with N phases, this also means modifying all N equations given by Eq. (10)
together with all PDEs for the coupled multi-physics (mass conservation,
mechanics, ...) which is a massive interference with the original model and
the corresponding simulation code. To utilize existing simulation frame-
works like Pace3D™ or MOOSE™, we seek to deploy the multiphase-field
framework “as is" while only modifying the mass conservation equation for
the scope of this work.

The two representations given in Fig. 2 are related by the following
considerations. Within the multiphase-field method, the phase-fields {¢e1ye»
¢ --.¢n} denote volume fractions and, therefore, must fulfill the Gibbs
simplex constraint, i.e., Zfi 1 $; = 1 and 0<¢; for all phases. The electrolyte
region is parametrized by @eyre = 1 — ¥ while the active material is given by
¢o + ¢p = y. Furthermore, the following relation between volume fractions
holds
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We employ the multiphase-field evolution equations given by Eq. (10) and,
to preserve the shape of the active material, all pairwise phase mobilities
Mejyte, can be set to zero which results in d¢eiye/0t = 0.

Through the analytical comparison of the two approaches sketched in
Fig. 2 (see detailed derivation of evolution equations in Supplementary

Results) the modified evolution equation for the chemical potential reads

5 N -1 N .
r= Sl [V ((Zrge)w)
a=A a=A

N ()
+Vyliy + YRy — EAC“ aaiz]

where y is the chemical potential, ¢* is the phase-specific lithium
concentration, ID* is the anisotropic diffusion tensor of phase « and jy
denotes the local intercalation flux. Note that for the generalized multi-
phase system with N phases we have introduced the two subsets of inactive
material ¢, = 37} ¢, and active material y = SN, ¢ . In the case of
one electrolyte phase and N — 1 active phases, the expressions simplify to ¢,
= Peiyte and ¥ = 1 — Peiyre. The averaged concentration in the active material

The proposed modification is directly compatible with previous
multiphase-field works and, thus, allows for the direct inclusion of aniso-
tropic diffusion in polycrystalline NMC agglomerates® and phase transitions
of the lithium layered oxide during intercalation™. Furthermore, the new
approach is directly applicable to voxel-based segmented image data (see
Fig. 3a, b) and is able to apply boundary conditions on arbitrary particle
morphologies (Fig. 3¢) to simulate constant current - constant voltage (CC-
CV) charging protocols or other dynamic loads.

Phase transitions in layered oxides

As discussed in the introduction, many cathode materials undergo rever-
sible phase transformations during cycling (LFP, LNO and many sodium
compounds). The Nilayered oxide LiNiO, transitions from a hexagonal (H)
to monoclinic (M) crystal structure at various stages of lithium content
denoted as H1, H2, H3 and M phase®’. The phase transformation to H3 at a
low lithium filling fraction is the most limiting factor in the practical
applicability of LiNiO, for multiple reasons: The phase transition at high
potentials poses a kinetic limitation at high charging rates. Additionally, the
lattice mismatch of the H2- and H3-phase can lead to mechanical stress
which contributes to degradation™”. Lastly, LiNiO, suffers from oxygen
release and an associated irreversible phase transition to disordered spinel-
like/rock-salt-like structures, especially at surfaces exposed to the
electrolyte™”. The gas release is strongly pronounced at high potentials in
the H2 and H3 phase’.

Modelling all these coupled effects poses a severe challenge. Progress
has been made on individual aspects such as the thermodynamic modelling
of surface degradation®. For the scope of this work we focus on reversible
phase transformations and their influence on rate performance. To this end
we utilize the thermodynamic framework discussed by Daubner et al.**
which relates the chemical Gibbs free energy used in phase-field models to
experimentally measured open circuit potential (V) data. In the context of
intercalation materials it is favourable to formulate the chemical free
energies and evolutions equations in terms of the local lithium site filling
fraction x* = ¢*/c.fwhere we use the concentration in the fully lithiated state
as a reference. From the lattice parameters reported in’, we infer ¢,.; = 48967
mol/m’. The average site filling fraction X in the cathode active material
volume Vis then given as X = (JxdV)/V. As the system strives to minimize its

Fig. 2 | Two possible representations of the triple
phase problem. In the diffuse boundary approach
(a) the regularized indicator function y para-
metrizes the active material and does not evolve. The
order parameter ¢ distinguishes high- and low-
concentration phases and evolves within the whole
computational domain. The multi-phase field
approach (b) employs three volume fractions ¢, ¢
and @eiyee which fulfill the sum con-

straint YN ¢, = 1.

/
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Fig. 3 | Multi-phase smoothed boundary method.
a Starting from labelled microscopy data the (b)
phase-fields ¢; can be defined. The spatial overlap of
phase-fields within the diffuse transition region is
illustrated by the blending of RGB values. ¢ The
interface between electrolyte and active material is
then implicitly defined by |Veiyc|-

a) labelled image

phase-fields
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Fig. 4 | Voc and derived Gibbs free energies for
LixNiO,. Chemical potential fits to the measured
Voc using Eq. (4) shown in (a) which results in the
free energy landscape shown in (b). Gray datapoints
in (a) correspond to experimental voltage data for
LixNiO, obtained at C/10” and in (b) to the convex
hull from DFT-based cluster expansion”. Gray
shaded areas mark the single phase regions observed
in LixNiO,.
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energy, new phases nucleate and a two-phase coexistence can be observed
which corresponds to a plateau in the Ve Within the multiphase-field
framework described in the section “Multiphase-field formulation” the
functions to express the chemical energy of lithium in the host structure
must be invertible (to express x“ as a function of chemical potential 4) which
is fulfilled e.g by a logarithmic fit

S ehem = HEX" + K[ — x2;) In(x®* — x&,.) 3)
F(xf e — x%) In(xf — x"‘)} + B%,

4)

Consequently, the chemical energetic landscape is approximated by phase-
wise fitting functions f§, ., for the given phases « = H1, M, H2 and H3. In
thermodynamic equilibrium, Gibbs free energies derived from DFT
simulations are consistent with the measured open circuit voltage V¢
which in turn means that the chemical energies can be estimated based on
Voc data. We utilize the data from the third discharge of LixNiO, at C/10
from De Biasi et al.” and fit the expression in Eq. (4) to the data points in
single phase regions as marked by the gray shaded areas in Fig. 4 a). We then
estimate the integration constants B® in Eq. (3) through the constraint that,
firstly, the phase chemical potentials in the two-phase regions must be equal
(corresponding to the black common tangent in Fig. 4 b) and the voltage
plateaus in Fig. 4 a). Secondly, the end points of the chemical energies over
the lithium fraction range X € [0.015, 0.95] should be equal to zero such that
the Gibbs free energies are comparable to formation energies and the convex
hull calculated with DFT-based cluster expansion”. The whole fitting
procedure has been performed using the curve_fit function from the scipy
package and can be found in the corresponding code repository™'.

The function fits displayed in Fig. 4a match the experimental data very
closely which is not surprising given that the discharge data has been used
for fitting. The strongest deviation is observed in the H1 phase (X € [0.8,
0.95]) where the experimentally measured charge and discharge voltage
differ significantly which could be caused by irreversible processes or a
strong asymmetry of battery kinetics even at such low rates as C/10. Detailed
function parameters can be found in the supplementary code*'. The con-
straint of fohem(X = 0.015) = fopem(X = 0.95) = 0 results in a reference voltage

u=u; +K° [ln(x“ — X)) — In(xg . — x“)} .

of Ve = 3.85 such that the open circuit voltage is given by Vo = Vier — pile.
The close match of the extrapolated Gibbs free energies with the data points
from the cluster-expanded convex hull”” is remarkable given that no prior
knowledge about the energy landscape was involved in the fitting procedure.
These results underline the thermodynamic consistency of the chosen
approach in line with the results in™.

Rate performance of dense vs nanoporous agglomerates

The diffusion in layered oxides is highly anisotropic as the lithium transport
is mainly limited to the space between transition metal oxide layers while
transport across layers can be mediated through crystal defects but is still
orders of magnitude slower. The experiments with LiCoO, thin films by
Bouwman et al.”’ show a difference of at least 4-5 orders of magnitude for the
chemical diffusion coefficients for the in-plane and out-of-plane direction
from which we infer that the diffusion across layers is negligibly small (D, =
0). We investigate dense and nanoporous polycrystalline agglomerates
inspired by the morphologies shown in Fig. 1c-e. The grains are created
using Voronoi tesselations based on random seeds within a spherical
domain. Using the multiphase-field evolution Eq. (10) without a chemical
driving force (Af iﬁem = 0), we let the grains evolve driven by curvature
minimization to generate more realistic grain morphologies and create a
diffuse transition region between the electrolyte domain and the active
material as sketched in Fig. 3. All secondary particles in this study are
assumed to have an outer diameter of 5 ym. A random orientation (given by
Euler angles &, 6, {) is assigned to every grain such that the diffusion tensor of
all possible sub-phases (H1, M, H2, H3) in a grain is given by a rotation from
the material (1-2-3) to the reference coordinate system (x-y-z) as described

in®

D, 0 0
DS, = R%E,6,0) Dy (RYE,6,0)", Dyy=|0 D 0
0 0 D,

The in-plane diffusivity is assumed to have a constant value of D) =
107" cm?/s’. The energetic barrier for intercalation is given by the standard
exchange current density jo, = FkoCpax & 1.2 A m > which has been fitted
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Fig. 5 | Charge simulations of dense and nano- . N . 4.5 R
porous agglomerates for rates of C € [0.1, 1, 2, 4]. ~ ~
The charge behaviour of NMC811 (a, b) is compared * | + 4 7(b) |
to LNO including three phase transitions (c, d). The i i
left column displays results obtained for a dense = —
poylcrystalline structure while the agglomerate with z , 2 35 4
open nanoporosity is shown on the right. Black g D % L
dashed lines represent the equilibrium voltage fits. ~ —01C—1C—2C 4C ~ —01C—1C—2C 4C
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using coupled ion-electron transfer kinetics” as described in Section
“Electro-chemical boundary condition” based on the data provided in the
Supplementary materials Figure S22 in'". Note that this factor is rather high
compared to other values found in literature® which can be explained by the
choice of IM LiClO, in ECM:DC as electrolyte while values for LiPFs tend to
be smaller by a factor of 2-5". The pairwise interfacial energies are set to yuz
= 0.1J/m** and the effect of coherency strain is not considered in the
following. A summary of simulation input parameters can be found in the
Supplementary Note 2.

In Fig. 5 we compare the voltages for a dense vs nanoporous
agglomerate (see inset pictures) subject to a CC-CV charging protocol with
C=1[0.1, 1, 2, 4] [1/h] until the upper cut-off voltage is reached.

To decouple the influence of phase transitions on the applied voltage
we also simulate the charge of solid-solution NMC811 based on the fitted
free energy and V¢ in®as a reference. Generally, a higher charging rate leads
to a higher overpotential, i.e. the applied voltage deviates stronger from the
thermodynamic equilibrium voltage Voc. As a result, the upper cut-off
voltage of 4.5V is reached at a lower average concentration of lithium X
inside the active material which can be mainly attributed to diffusion lim-
itation. The dense agglomerate structure is controlled by diffusion from the
outer surface towards the center of the particle. The misorientation of grains
coupled with the strong diffusion anisotropy leads to tortuous pathways
inside the polycrystal which additionally hinders the lithium transport. In
the case of LNO, the rate performance is strongly influenced by the
shrinking core-like phase transitions inside the agglomerate. The nano-
porosity leads to a strong decrease of diffusion overpotentials (see Fig. 5b, d)
due to the faster transport of lithium in the electrolyte phase. Furthermore,
the influence of anisotropy becomes weaker as more grains can be accessed
through kinetically favourable facets and are less restricted by neighbouring
grains. The rate performance of both materials increases such thatevena4 C
charge becomes feasible without notable increase of overpotentials.

To better understand the phase transitions in LNO, we exemplarily
show the temporal evolution of local concentrations for a 1 C charge in Fig.
6. The morphology of the agglomerate strongly influences the observed
phase transitions behaviour. As the dense particle is limited by diffusion
from the outer surface towards the center, the evolution of phases follows the
concentration gradient and, thus, can be described by a shrinking core-type
behaviour. Due to diffusion anisotropy, there are preferred sites for the
nucleation of the next phase and the shrinking core is not rotational sym-
metric. Towards the end of discharge, the M-phase can be found in the
middle of the particle (green) while H2 (light blue) and H3 (dark blue) form
rings in radial direction. The nanoporous agglomerate shows a stronger

influence of the surface reaction rate and phase nucleation. The availability
of many surface sites leads to a nucleation of new phases at energetically
favourable sites inside the agglomerate which are predominantly triple/
higher-order junctions and grain features with a high curvature. This
behaviour leads to the grain-by-grain mosaic of phase transitions observed
in the bottom row of Fig. 6.

Discussion

The complex morphology of polycrystalline secondary particles has a strong
influence on the overall battery rate performance. This effect is even more
pronounced in the case of intercalation materials undergoing phase tran-
sitions such as the lithium layered oxide LiNiO, (LNO). The derivations in
Section “Multi-phase smoothed boundary method” underline that the
multi-phase smoothed boundary method (MP-SBM) is a straight-forward
extension of standard multi-phase field methods and can be implemented
utilizing existing code frameworks such as PACE3D or MOOSE. The
proposed framework is also transferable to multi order parameter
models"*"” without further modification. Thus, the proposed methodology
leverages existing software with only minor modifications to the mass
conservation equation and the intercalation reaction.

The observed particle mosaic in nanoporous LNO represents one of
the central predictions of our simulation study. While this phenomenon has
not yet been experimentally confirmed, several lines of evidence support our
findings:

+ The rate capability experiments performed by Miiller et al.” for dense
and nano-porous NMC111 particles show a significant difference in
discharge capacities for varying C-rates. This result is consistent with
the simulation results depicted in Fig. 5. It should be noted that these
measurements utilized pouch cells with cathode thicknesses of =
100 ym, indicating that electrode porosity and tortuosity likely affect
charge kinetics at high rates which is not considered in our current
simulation study.

* Significant state-of-charge heterogeneities have been observed in
secondary agglomerates of NMC111 and NMC532, even under slow
charging conditions and extended relaxation times**. The lithiation
proceeds from the particle surface towards the center but is also
influenced by anisotropy, cracks and pores inside the agglomerate***’.

* A shrinking core behaviour has been observed for large (= 10 ym
diameter) dense particles of the biphasic LFP cathode material™.

* The transition from a shrinking core-type to a wave-like phase
transition as a function of particle size and diffusivity has been
discussed by Fraggedakis et al.”* for LCO, LFP and graphite.
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Fig. 6 | Evolution of Li concentration and phases during 1C CC-CV charge. Top
row shows a dense agglomerate where concentration gradients form in the radial
direction and the phase transitions follow a shrinking core behaviour. The
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nanoporous agglomerate in the bottom row exhibits a more homogenous lithium
distribution and follows a mosaic pattern during the phase transition. Patches of
each phase have been labelled for reference.

Fig. 7 | 3-dimensional delithiation simulation of
polycrystalline LNO agglomerate at 1C. Cut-out
yields insight into the lithium distribution and phase
transformations inside the particle. Grain bound-
aries between primary crystals are indicated by
gray lines.

* The mosaic pattern of high- and low-concentration phases identified in
nanoporous simulations closely resembles previous observations made
for ensembles of nano-sized (100-500 nm) LFP single crystals. They
typically exhibit a particle-by-particle phase transition pathway during
charging, with the majority being either fully lithiated or fully
delithiated, and only = 2 % actively transitioning at any given time™.
This active population varies with the charging rate, transitioning from
sequential particle-by-particle behaviour at low rates to concurrent
intercalation at higher rates™. Such behaviour is caused by the interplay
of intercalation fluxes and the energetic barrier to nucleate a new phase
inside a particle or grain which seems to be a general feature of phase
transforming battery materials.

Thus, our simulation outcomes for LNO are consistent with docu-
mented behaviors of other intercalation materials undergoing phase tran-
sitions, including the extensively studied LFP system. Our modelling
approach also enables the study of pulse-induced activation which has been
recently discovered for the phase transformation in LFP**, Therefore, the
proposed simulation framework not only opens avenues for agglomerate

microstructure design but also the optimization of charge protocols for the
fast charging of battery materials with phase transitions.

The extension to 3D structures is straightforward as shown in Fig. 7.
The voxel-based discretization employed in this work allows for a direct
coupling with agglomerate morphologies obtained from X-ray tomography
or FIB-SEM.

The current simulation study is limited by the assumption of perfectly
reversible phase transitions neglecting the effect of transformation strains
and other degradation mechanisms. As discussed in Section “Phase tran-
sitions in layered oxides”, LNO suffers from irreversible surface degradation,
which will be the subject of future studies. The incorporation of coherency
strains, oxygen loss, and surface rock-salt formation into the presented
multi-phase smoothed boundary framework would allow for the compre-
hensive study of LNO degradation under realistic cycling conditions. Other
limitations at high charging rates are the assumptions of charge neutrality
and quasi-equilibrium in the electrolyte phase. In porous agglomerates, the
confinement of nanopores could potentially lead to local space charges and
lithium depletion in the electrolyte inside the particle which are currently
neglected. However, the simulation of lithium migration inside the
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electrolyte based on concentrated solution theory” adds computational
complexity and the challenge of different timescales for lithium transport.

In summary, we proposed the MP-SBM simulation framework to
study the coupled effects of intercalation, anisotropic diffusion and phase
transitions in arbitrary complex microstructures. We then present a pro-
cedure to obtain the chemical free energies from experimental cycling data
close to thermodynamic equilibrium which allows us to study the reversible
phase transitions in LixNiO, for the first time. The comparison of simulated
charging in dense and nanoporous polycrystalline agglomerates yields
insight into the limiting factors for fast charging of such materials.

Methods

Smoothed boundary method

This approach has been successfully used for the simulation of biological
cells'*”’, battery materials” " and it has been described in a general sense
including Dirichlet as well as Neumann boundary conditions™. The fra-
mework is general for solving PDEs with boundary conditions imposed on
arbitrarily shaped boundaries'’. The indicator function y € [0, 1] is used to
modify the original differential equations such that the boundary conditions
are imposed on the diffuse transition region where Vy = 0. Following the
procedure in'’, we re-write the diffusion-reaction equation for the con-
centration ¢ with the indicator function y as

0
¥5. = V- (yMOV) + YRy + BCs. 5)

M denotes the chemical mobility tensor which can be anisotropic and a
function of concentration while ¢ denotes the (electro-)chemical potential.
Depending on the type of boundary condition, other terms enter the PDE,
namely for

Dirichlet BC :

PDE — iM(Vw V) = VP (©0)

NeumannBC: PDE + |Vy|jy 7
where pq is the prescribed (electro-)chemical potential on the Dirchlet
boundary, jy is the normal boundary flux and jy = 0 for a closed system.
Both values can vary spatially and/or temporally. Note that Eq. (5) was
derived under the assumption of Vy - Vc = 0 which means concentration
gradients will form 90" angles with the boundary. This assumption could be
replaced by another contact angle BC*.

Multiphase-field formulation
The motion of an interface between high- and low-concentration phases is
driven by capillary and chemical forces. For a two-phase interface, the

56,57

velocity is given by™

O(Afchem + yK) (8)

where M is the mobility of the phase boundary, y denotes the interfacial
energy and «x the curvature. The driving force Af e = U — ) —
Sohem + f them 18 defined by the difference of grand-chemical potentials. The
phase-field method approximates this moving-boundary problem through
diffuse interfaces which effectively regularizes the singularity and yields
W = My (IV¢ 18 e — (nfez (1-24,) - Vcha)) ©
for the two-phase case. The numerical parameter € has been introduced to
scale the width of the diffuse interface. Note that the prefactor |V¢,|
effectively distributes the driving force across a small volumetric region
given by the diffuse transition of the phase-field ¢, similarly to the treatment

of flux boundary conditions in the smoothed boundary method. The
gradient norm can be approximated as [V¢,| ~ £ /¢, (1 — ¢,) for the

obstacle potential which is computationally beneficial. Hence, the phase
evolution can be expressed more generally for a multi-phase system as”

4 aff aX
(& ¢o¢¢ﬁAfchem - YaﬂKocﬁ + ]aﬁ) + a_%

9, _
L= My (10)

Ba

where the curvature term K,z and additional junction forces J,4 are given by

Kaﬁ—N{vzsb Vi, + oo (8- %)] an

1
]aﬂzﬁ2y¢ﬂ¢a(yﬁy Yay)(vz‘/’ +t3 z‘/’)

The term y adds noise to enable heterogeneous nucleation of new phases and is
explained in more detail in the Supplementary Note 1. Due to the length scale
of the problem, we assume local quasi-equilibrium of chemical potentials
within diffuse interface regions p,, = pig = p. This is motivated by the fact that
grain boundaries are on the length scale of = 10 nm while the pixel resolution
of FIB-SEM or nanoCT imaging for battery materials is on the scale of
20—100 nm. Employing this constraint together with the definition of the
phase averaged concentration ¢ = > c,¢, allows for a reformulation of the mass
balance in terms of an evolution of chemical potential™*

(12)

o |:N oac*

hilsd —¢ R V- (MVu)+ R —EN:C“% (13)
ot~ |2 qu e T R ™ 2 )

Note that the chemical mobility tensor is given by the weighted sum of phase-
specific diffusivities and thermodynamic factors Ml = >~ ID*(9c®/9u)¢,,.
This approach is computationally beneficial compared to solving N coupled
PDE:s for the phase-specific concentrations c,. We assume that there is no bulk
reaction term for intercalated species while the electro-chemical surface
reaction will later be introduced via the smoothed boundary method. The full
set of equations can be derived starting from a free energy functional as given
in the Supporting information of Daubner et al.*.

Electro-chemical boundary condition

The intercalation reaction is modelled employing coupled ion-electron
transfer (CIET) theory, which unifies Marcus kinetics of electron transfer
with Butler-Volmer kinetics of ion transfer”. Assuming symmetry of the
reaction (& = 0.5) and that the ion transfer step is rate limiting, the inter-
calation current on the surface between electrolyte and active material is

43,44

given by

N = ZFko\/E(Cmax C) sinh ( k T cell 2kn T

)_ lLlSU.I'f) (14)

where F is the Faraday constant, kg the Boltzmann constant, T denotes
absolute temperature and e is the elementary charge. The reaction rate
constant k, is a lumped parameter comprising contributions from the
reorganization and ion transfer energies, the activity of Li* in the electrolyte
and a quantum mechanical prefactor®. V<, denotes a reference cell voltage
and V the applied voltage between the two electrodes under the assumption
of fast reaction on the anode side*. The assumption of galvanostatic (dis-)
charge is fulfilled by restricting the total current I

I:/ j-ndA:chaxC—rate/ 1dv (15)
a5 B

into the active material. # denotes the inward surface normal and C-rate is
the (dis-)charging rate given in 1/h. When the active material is
parametrized via the smoothed boundary method, y denotes the local
fraction of active material and the surface integral is replaced by a volume
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integral

I~ / jnIVy|dV =Fc,, C— rate/ ydV. (16)
B B

to impose the boundary condition.

Data availability

The raw data and code which has been used to create Figs. 3 and 4 can be
found on github *'. Additional data from this study can be provided upon
request.

Code availability

Code regarding methodology development and data fitting is published on
https://github.com/daubners/multi-phase-sbm*'. The software package
Pace3D was used for the generation of multiphase-field simulation data sets.
The software licence can be purchased from the Steinbeis Network (https://
www.steinbeis.de) under the management of Britta Nestler and Michael
Selzer under the heading “Material Simulation and Process Optimisation"”.
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