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Abstract

Experiments conducted onboard the International Space Station help investigate the physiological changes
that living organisms undergo in microgravity. On Earth, the two-axis clinostat serves as an alternative that
can continuously change the direction of gravity and simulate microgravity conditions by time-averaging
the gravity vector. However, its structural characteristics inevitably produce poles where gravity is unevenly
concentrated. This study conducted a quantitative analysis and comparison of pole formation across four
representative clinostat control strategies. To evaluate the poles, two quantitative indicators were defined.
The commonly used control strategies, maintaining a constant angular velocity or following a random
distribution, were found to induce severe poles. In contrast, when the angular velocity of the external motor
followed a specifically designed reciprocal sinusoidal profile, pole formation could be significantly reduced
by adjusting the ratio between the minimum and maximum angular velocities. These trends, identified
through simulations, were further validated through experiments using an inertial measurement unit.

Introduction

Gravity continuously influences all living organisms on Earth. Since the 1960s, astronauts exposed to
long-term microgravity environments have experienced various physiological issues, including abnormal
cellular functions, immune system imbalances, and muscle atrophy [1-8]. Numerous studies have been
conducted on clarifying the effects of microgravity on biological systems, including the use of the
International Space Station (ISS) to provide actual microgravity environments. However, conducting
experiments in the ISS is associated with high cost and scarce availability. Terrestrial methods, such as drop
towers and parabolic flights, have been employed to simulate microgravity environments. However, these
approaches generate microgravity only for a short duration, making them unsuitable for long-term
experiments, such as cell culture or mouse experiments for observing genetic changes. Hence, researchers
have focused on developing ground-based methods capable of delivering gravity-related stimuli
comparable to those experienced in space.

Time-averaged simulated microgravity (taSMGQG) is a foundational principle behind many microgravity
simulators. Although it does not provide actual microgravity at any given moment, it continuously alters
the direction of gravity such that its time-averaged value converges below a certain threshold (107>-107° G)
over an extended period. taSMG is physically distinct from true microgravity; nevertheless, some cell and

plant experiments have shown that its biological effects resemble those observed onboard the ISS [9-15].



taSMG is achieved using a robotic hardware called a “clinostat” or “random positioning machine” [16,17],
which comprises two perpendicular rotating axes (Fig. 1(a)); one actuator turns the outer frame, while the
other, which is fixed on the outer frame, rotates the inner frame. This setup allows the gravity vector to
point in all arbitrary directions in the spherical coordinate system defined with respect to the inner frame.
Cells or animals placed in the inner stage fixed to the inner frame can be exposed to a time-averaged gravity-

canceled environment.
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Fig. 1. Schematic of the clinostat hardware and operating principle: (a) Initial positions of Motor 1 (8 = 0°)
and Motor 2 (¢ = 0°), and changes in the inner stage orientation with respect to variations in these angles.
(b) Changes in the gravity direction vector due to orientation changes of the inner stage in the spherical
coordinate system fixed to it. The latitude of the gravity direction vector is determined by the angle 6 of
Motor 1 (purple arrow). Once the latitude is set by angle 6, the longitude is determined by the angle ¢ of
Motor 2 (orange arrow). Because of the smaller surface area of the latitude rings near the poles (0 = £90°)
relative to those near the equator (0 = 0°), a constant angular velocity of Motor 1 causes the gravity direction
vector to concentrate more densely at high latitudes. Regions near the poles, where the gravity direction
vector is more concentrated at high latitudes, are depicted with relatively darker shading.

A comprehensive review of previous clinostat development cases shows that clinostat control

algorithms must enable three key functions [17-25]. First, taSMG should converge to a microgravity level



within a limited time frame. Second, the distribution of the gravity vector should be uniform. In the spherical
coordinate system defined by the inner stage, the endpoint of the gravity direction vector must touch all
points on the unit sphere with a uniform density as time progresses. Third, randomness should be
incorporated so that the gravity vector follows a different trajectory in each trial. In most studies, the first
function has been easily achieved. However, the second function, i.e., ensuring a uniform gravity vector
distribution, is often not achieved or not carefully considered. Most previous control algorithms are limited
to using constant angular velocities for the rotation of the two actuators in the clinostat [14,17-21,26-29].
Some studies have improved the algorithm by rotating the two axes at constant speeds while reversing the
direction at randomly selected time points [17,22] or by changing the angular velocity based on a random
distribution [14,30-32]. However, in such cases, due to the kinematic characteristics of the hardware,
gravity tends to concentrate at opposing sides. In prior studies, the two regions with a concentrated gravity
were termed “poles” [22—24,33]. As discussed in the following sections, this issue cannot be easily resolved
simply by randomly adjusting the angular velocities of the actuators. Therefore, most previous studies fail
to meet the second requirement. To overcome the structural limitations of the clinostat, the addition of a
third actuator has also been proposed [34,35]. With this arrangement, the pole positions can be continuously
altered by introducing a third axis, preventing the formation of regions where gravity is concentrated.
However, the introduction of a third actuator increases the size and weight of the hardware, requiring careful
consideration in the design process. Moreover, even with the use of a third axis to spread out the pole
positions, they still need to be uniformly distributed across the entire spherical coordinate system. Therefore,
control challenges remain.

Some studies have attempted to overcome the pole formation issue using two actuators controlled by
a model-based algorithm [23,33]. TY Kim [33] applied linear and parabolic sawtooth models to prevent the
generation of poles. YJ Kim et al. [23] proposed a control algorithm that can adjust the angular velocities
of the outer actuator to follow a predefined mathematical model that accounts for the kinematics of the

clinostat. Through this approach, they achieved not only rapid convergence to a uniformly distributed



taSMG but also to a time-averaged simulated partial gravity (taSPG). Although the results, which were
validated using an inertial measurement unit (IMU), demonstrated high reliability in terms of accuracy and
time efficiency, a quantitative analysis of pole reduction was not conducted.

Manzano et al. proposed a novel control algorithm [24] as an alternative method to effectively
eliminate poles, where the gravity direction vector calculated using forward kinematics is directly
controlled. Since the configuration space defined by the motor angles is transformed into one represented
by the gravity direction vector, the pole-related issues arising from robot kinematics are precluded. Uniform
taSMG is achieved by allowing the gravity vector to move randomly between evenly distributed points on
a virtual sphere. The research group extended the algorithm by generating asymmetrically sized poles to
realize taSPG. Instead of a sphere, they assumed a virtual ellipse and positioned one of its foci at the rotation
center of the gravity vector. taSPG was achieved by allowing the gravity vector to move randomly between
uniformly distributed points on the surface of the ellipse. A higher eccentricity of the ellipse results in a
greater degree of taSPG. By adjusting the eccentricity, the authors successfully simulated the gravitational
environments of the Moon (0.17 G) and Mars (0.38 G). Although this novel method satisfies both the second
and third requirements aforementioned, it relies solely on the random movement of the gravity vector and
therefore cannot guarantee the first requirement. Since the gravity direction vector undergoes a random
motion on the unit sphere, a straightforward movement across the surface is unlikely, and local variations
tend to dominate. Therefore, the time required to reach taSMG is expected to be relatively long and unstable,
with considerable variability across different trials. Moreover, the study provides only limited quantitative
experimental data.

The various control algorithms proposed for clinostat applications lack quantitative performance
evaluations. To the best of our knowledge, no prior study has provided a detailed analysis of pole reduction.
The presence of poles causes severe nonuniformity in the gravity vector distribution, which is a critical flaw
in achieving isotropic taSMG. Most studies have either neglected this issue entirely or have only partially

addressed it. Hence, it is necessary to quantitatively analyze the degree of pole formation in the application



of existing clinostat control algorithms, in order to identify more suitable algorithms and suggest guidelines
for clinostat researchers. This study aimed to elucidate the strengths and weaknesses of representative
control algorithms for the clinostat through software-based simulations. The representative clinostat control
algorithms were chosen as four types, comprising those frequently employed in prior research together with
their improved variants: (1) angular velocity following a predefined model [23]; (2) angular velocity
following a sinusoidal pattern relative to the motor angle; (3) constant angular velocity [14,17-21,26-29];
and (4) angular velocity based on a uniform random distribution [14,30-32]. For each algorithm, both the
degree of pole reduction and the time required to reach taSMG were computed through simulations. The
control method deemed most suitable was further validated through hardware control experiments to

confirm the simulation results.

Methods

Pole Reduction Analysis

A two-degree-of-freedom (2-DOF) clinostat comprises two actuators, in which Motor 1 rotates the
outer frame (Fig. 1(a)) and determines the latitude of the gravity direction vector, while Motor 2 determines
the longitude along the latitude defined by the angle 6 of Motor 1 (Fig. 1(b)). When 6 is near 7/2 rad or
3m/2 rad, an infinitesimal angular displacement A8 covers a relatively small area, whereas near 0 rad or
rad, the same displacement A8 covers a larger area. Therefore, when Motor 1 is controlled at a constant
angular velocity, the gravity direction vector spends equal time in both the small and large area regions,
resulting in a higher density of the gravity vector near 8 = /2 rad or 3m/2 rad, creating poles in these
regions. To address this issue, Motor 1 should rotate faster near 8 = /2 rad or 37/2 rad and slower near
0 =0 rad or m rad. According to Kim et al. [23], when the angle of Motor 1 is 8, the area corresponding
to a small angular displacement A6 can be expressed as in Eq. (1). Thus, if Motor 1 is controlled to follow
the angular velocity profile given by Eq. (2) for each 6, the poles can be completely eliminated.

As = 2mcosOAO (D)
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Here, k is an arbitrary positive constant that can be determined based on the specifications of Motor 1.

However, in actual control scenarios, the angular velocity of the motor is limited, and since Eq. (2)
periodically requires an infinite angular velocity, it must be constrained, as expressed in Eq. (3). Wyax
should be determined by comprehensively considering factors such as the maximum angular velocity
provided by Motor 1 and any nongravitational accelerations acting on cells or animals cultured in the inner
stage. In [23], the value of k was set to 0.12, and w4, Wwas also set to 0.12 rad/s. Since the maximum value

of |cosB| is 1, k corresponds to the minimum value of w(6).

w() = Min(——, Wyqx) 3)

|cos@|’

As an alternative to Eq. (2), a model in which the angular velocity of Motor 1 varies as a sinusoidal
function of angle 6 can be considered. As expressed in Eq. (4), the angular velocity reaches its maximum
Wiax at 0 = 1m/2 or 3m/2, and its minimum w,,,;;, at 6 = 0 or .

w(0) = Wmax = Winin) (1 = |c0s81) + Wi, (4)

To evaluate the models based on Egs. (3) and (4), simulations were conducted. The angular velocity
was assumed to be updated at intervals of Az =0.01 s, and MATLAB® (R2024b, MathWorks Inc., Natick,
MA, USA) was used as the simulation tool. When simulating the trajectory of the gravity direction vector
during clinostat operation for a specified duration T h, the positions of the gravity direction vector were

sampled in a quantity corresponding to N, which is calculated as follows:

_ 3,600xT

N At

+1 (5)

To quantify the degree to which the gravity direction vector is concentrated at the poles, the regions
within an angle 6, ranging from 8 = /2 and 6 = 3w/2 are defined as poles. The density of the gravity
direction vectors within these pole regions is then calculated relative to the average overall density, and this
ratio is defined as the “relative pole concentration” I(6,). Theoretically, if 1(6,) has a constant value of 1

for any given 6, it indicates that the poles are completely eliminated. In Egs. (6) and (7), 0, and g4 (6)



represent the average density of the gravity direction vectors over the entire unit sphere and the density
within the pole regions, respectively. Npoe(8o) is the number of times the gravity direction vector is
sampled within the boundary of the two poles. We investigated the effectiveness of previously proposed

control algorithms by decreasing the value of 1(8,) toward 1.

Op = - (6)
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1(60) = 2= (8)

To quantify the distribution of the gravity direction vectors as a function of the latitude 6, their density
was calculated within the region between latitudes 61 and 2. The “gravity direction vector density” Dg, g,
in each region is expressed as a relative value with respect to the mean density oo (Eq. (9)). In Eq. (9),
Ng, 9, denotes the number of times the gravity direction vector is sampled within the region between

latitudes 6; and 6,.

Ng, .6
Do, 0, = — 9
61,6, 41X (cos0,—co0s0;) X0y ( )

For both models defined by Egs. (3) and (4), simulations were conducted to calculate 1(6), with the
pole angle 6, varied from 5° to 15° in increments of 1°. To calculate Dy, g,, the variable 6; was increased
from 0° to 80° in increments of 10°, while the interval between 6, and 8, was consistently maintained at
10°. In other words, the region from latitude 0° to 90° was divided into 10° segments, and the density of
the gravity direction vectors was calculated for each segment. The variable T was set to 2.0, considering
that both 1(8y) and Dg, g, become sufficiently saturated within this duration. For Eq. (3), k = 0.1 was
set so that the minimum angular velocity would be 0.1 rad/s, and 1(6,) and Dg, g, were calculated for
increasing values of wy,,,. In Eq. (4), to conduct the experiment under the same conditions as Eq. (3),
Winin Was set to 0.1 rad/s, and likewise, 1(6,) and Dy, g, were calculated for increasing values of Wy, qy.

Along with Egs. (3) and (4), the same pole analysis was conducted for two classical clinostat control



methods: one in which a random value was assigned to the angular velocity of Motor 1 (Eq. (10)), and
another in which Motor 1 was driven at a constant angular velocity w,. In this study, the angular velocity

99 ¢

profiles given by Eq. (3), Eq. (4), and Eq. (10) are referred to as “reciprocal sinusoidal profile,” “sinusoidal
profile,” and “uniform random profile,” respectively, to allow readers to understand them more intuitively.
w(0)~u(0.1, Wy, 0x) (10)

In all the four control strategies, Motor 2 was driven at a constant angular velocity of approximately

0.1 rad/s. When the rotation periods of Motors 1 and 2 form a simple integer ratio, the gravity direction

vector tends to follow repetitive, simple closed-loop trajectories. To avoid this issue, a slight deviation

(within 2% of 0.1 rad/s) was allowed.

Time Required to Reach taSMG

According to previous studies, the attainment of taSMG is determined based on a threshold of 107 G,
where 1G represents Earth’s gravity [18,19,36]. The same standard was also adopted in this study. However,
as taSMG exhibits damped oscillations rather than a monotonic decrease over time, the taSMG attainment
time is defined as the last moment at which taSMG >10° G holds. Previous studies did not clearly specify
this criterion, which remains a notable limitation. Based on prior research, taSMG was calculated using Eqs.

(11)—(13) [22—-24,37]. In Eqgs. (12) and (13), i denotes the index of the sampled gravity direction vectors.

cos@p sinfsing  —cosOsing
90,9) = RT(ORI(p) =| 0 cos8 sinf |[0 0 -1
sing —sinfBcosp cosOcose
= [cosBsing —sin@ —cosOcose]” (11)
YLy 9xi 21 gv.i 2192z
Ix,mean = ;V =, 9y mean = 11V -, 9zmean = ITZ (12)

taSMG = \/(gX,mean)z + (gY,mean)z + (gZ,mean)z (13)



Experimental Validation on Real Hardware

Based on the simulation results presented in the sections below, applying reciprocal sinusoidal profile
was determined to be the most suitable approach to comprehensively consider both pole reduction and
taSMG convergence time. Therefore, it was further validated in the experimental setup shown in Fig. 2.

The frame of the two-axis clinostat was fabricated via stereolithography 3D printing using Accura
ClearVue, a polycarbonate-like material. Two intelligent servo motors (Dynamixel XD540-T270-R;
ROBOTIS, Seoul, Republic of Korea), each integrated with a brushless direct current motor, an absolute
encoder, and a control board, were employed to drive the two-axis rotation of the inner stage. A
microcontroller (OpenRB-150; ROBOTIS, Seoul, Republic of Korea) helped control the rotational speeds
of both axes based on the encoder feedback. For Motor 1, the target speed ratios (= Wyqx/Wmin) of 1, 2,
and 5 were realized using multiples of the minimum controllable increment, 0.229 rpm. In the case of a
speed ratio of 1:1, however, the gravity direction vector tends to repeat, producing a simple closed-loop
trajectory; to avoid this, a slight deviation of up to 20% (=0.229 rpm) was allowed. Consequently, the
maximum speeds of Motor 1 (= wy,q,) were set to 1.374, 2.290, and 5.725 rpm, respectively, while the
minimum speed (= Wy,;,) remained fixed at 1.145 rpm. As the angular velocity ratio increases, the
difference between the minimum and maximum angular velocities becomes larger, requiring higher torque
from the motor. Given the limited performance of the motor, control conditions demanding high torque may
prevent the motor from accurately tracking the commanded angular velocity profile, resulting in control
errors. To exclude unmodeled errors from the experimental results, the angular velocity ratio was limited
to a maximum of 5 for clinostat operation. The speed of Motor 2 was held constant at 1.145 rpm under all
the conditions to ensure consistent comparison.

To estimate the gravity direction vector in the coordinate frame of the inner stage during rotation, two

methods were employed. First, the built-in absolute encoders (4096 pulse/rev) of the intelligent servos

recorded the angle of each motor, and Eq. (11) was applied to compute g(6, ¢) in the inner stage frame.

Second, an IMU sensor (EBIMU24GV52; E2BOX, Seoul, Republic of Korea) mounted at the center of the



inner stage measured its orientation changes (Fig. 2). In this study, to minimize the influence of non-
gravitational accelerations measured by the IMU, namely tangential and centrifugal accelerations, the IMU
was fixed at the center of rotation. In practical experiments, as the angular velocity of the rotating sample
increases, the spatial region in which taSMG remains below 103 G becomes increasingly limited,
necessitating careful selection of the angular velocity based on the characteristics of the experimental
subject. The Z-axis direction in the sensor frame (gravity direction vector) was transformed to the global
frame by applying the quaternion conjugate provided by the IMU. To minimize long-term drift and transient
noise in the IMU data, an initial offset, derived from the encoder-based angles, was applied, followed by a
low-pass filter correction. Data collection was configured so that encoder readings could be transmitted
every 10 ms and IMU readings every 16 ms, with all the measurements synchronized at intervals of 100
ms. A custom sketch, developed using the open-source processing environment (Processing 4.4.4; The
Processing Foundation, Cambridge, MA, USA), was implemented to acquire sensor and encoder data via

serial communication and save the combined data stream directly to a CSV file for subsequent analysis.
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Results

Pole Reduction Analysis

Figs. 3(a) and (b) show the pole analysis results when the angular velocity of Motor 1 follows
reciprocal sinusoidal profile. As shown in Fig. 3(a), the relative pole concentration I(6,) tends to decrease
with an increase in the pole radius 6,. For any pole radius 6, between 5° and 15°, 1(6,) gradually
decreases with increasing Wy, 4,/ Wmin ratio. When the ratio is 1, i.e., when the angular velocity is constant,
1(5°) is 14.65. As the ratio increases sequentially to 2, 5, 10, 20, and 40, I(5°) gradually decreases to
10.19, 4.48, 2.22, 1.33, and 1.05, respectively. A similar trend can also be observed for 1(8y = 6°). Under
conditions where Wy,ax/Wmin = 11.5, 1(6y = 5°) is always less than 2, indicating that the poles are
largely reduced. Fig. 3(b) shows the relative density Dg, g, in each region, after dividing the latitude of the
unit sphere into 10° intervals. For wy, 4,/ Wmin = 1, severe pole formation is evident, as indicated by
Dgo,90 = 7.34 and Dyggo = 2.47. In contrast, under the condition Wyqx/Winin = 10, the Dg, g, value
remains below 1.31, suggesting a substantial reduction in pole concentration. When Wy, g5/ Wimin = 5.75,

the condition Dgg 99 < 2 is always satisfied.
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Fig. 3. Pole analysis when the angular velocity of Motor 1 follows reciprocal sinusoidal profile: (a) Relative
pole concentration 1(6,) as a function of the pole radius. (b) Gravity vector density Dy, g, in each unit
spherical segment. Pole analysis when the angular velocity of Motor 1 follows sinusoidal profile: (c)
Relative pole concentration 1(6,) as a function of the pole radius. (d) Gravity vector density Dg, g, in
each unit spherical segment.
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Fig. 4. Gravity direction vector distribution when the angular velocity of Motor 1 follows reciprocal
sinusoidal profile: (a) Wiax/Wmin = 2, (b) Wiax/Wmin = 5. Compared with figure (a), the poles are
observed to be almost eliminated in figure (b). Distribution of the gravity direction vector when the angular
velocity of Motor 1 follows sinusoidal profile: (¢) Wiax/Wmin = 2. (d) Wiax/Wmin = 5. Compared with
figure (c), the poles are observed to be markedly reduced in figure (d). However, unlike figure (b), relatively
distinct poles remain. Distribution of the gravity direction vector (e) when the angular velocity of Motor 1



follows uniform random profile and (f) when it is constant, respectively. In both the cases, figures are
obtained with Wy,q,/Wmin = 5. However, no noticeable differences in the pole formation can be observed
in either figures (e) or (f), despite variations in the Wy, 4, /Wpin ratio. All the simulations for visualization
assumed 2 h of clinostat operation.

Figs. 4(a) and (b) show the gravity direction vectors distributed on the unit sphere for Wy, 4,/ Wmin =
2 and 5, respectively. Data were down-sampled every 0.1s over a duration of T = 2. In Fig. 4(a), gravity
vectors are observed to be densely concentrated on both sides along the y-axis, whereas in Fig. 4(b), this
concentration is nearly eliminated.

When the angular velocity follows sinusoidal profile, two major differences are observed compared
with the case where it follows reciprocal sinusoidal profile. First, with increasing Wy, 4,/ Wmin ratio, the
reduction in the pole concentration is relatively small. As shown in Fig. 3(c), the observed values of 1(6,)
do not sufficiently approach 1 even when the wy,;5/Wpin ratio is 20 or 40, indicating a noticeable
deviation. For example, even at a Wy, 4/ Wmin ratio of 40, 1(5°) remains at 1.83, which is nearly twice as
high as that in the case where the angular velocity follows reciprocal sinusoidal profile. As a result,
sinusoidal profile is clearly less effective than reciprocal sinusoidal profile for pole reduction. The second
issue is that, as the Wp,qx /W Tatio increases, Dy, g, tends to drop below 1 near a latitude of 45°, while
it increases above 1 again near a latitude of 0°. This trend becomes more pronounced as Wy, qx/Wmin
increases (Fig. 3(d)). For instance, at a ratio of 40, Dggq9o reaches 0.96, suggesting effective pole
elimination. However, this results in an excessive decrease in D450 to 0.35 and an unnecessarily large
increase in Dy 1y to 2.61. In other words, while pole formation near a latitude of 90° could be partially
mitigated, the densities in the mid-latitude and low-latitude regions decreased and increased excessively,
respectively.

Figs. 4(c) and (d) show the gravity direction vectors distributed on the unit sphere for Wy, 4/ Wimin =
2 and 5, respectively. Data were down-sampled every 0.1 s over a duration of T = 2. In Fig. 4(c), gravity

vectors are observed to be densely concentrated on both sides along the y-axis, whereas in Fig. 4(d), this



concentration appears to be partially alleviated. In comparison with the case where the angular velocity
follows reciprocal sinusoidal profile (Fig. 4(b)), two distinct poles are still evident. These findings are
consistent with the observations presented in Figs. 3(a) and (¢). For Wy,qx/Wmin = 5, the average value of
I1(5° < 60y <15°) is 1.32+0.03 times higher when the angular velocity follows sinusoidal profile,
compared with that when it follows reciprocal sinusoidal profile.
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Fig. 5. Pole analysis when the angular velocity of Motor 1 follows uniform random profile: (a) Relative
pole concentration 1(6,) as a function of the pole radius. (b) Gravity vector density Dg, g, in each unit
spherical segment. When the angular velocity of Motor 1 is controlled based on the uniform random profile,
we observe negligible difference in 1(6) and Dg, g, With respect t0 Wy /Winin (CV less than 0.35%
and 0.27%, respectively). Pole analysis when the angular velocity of Motor] maintains constant value: (c)
Relative pole concentration I(6,) as a function of pole radius. (d) Gravity vector density Dg, g, in each
unit spherical segment. When the angular velocity of Motorl is controlled at a constant value w,, we



observe negligible difference in 1(6y) and Dg, g, with respect to w, (CV less than 0.06% and 0.05%,
respectively).

When the angular velocity is determined by uniform random profile, negligible differences in the
values of 1(6,) or Dg, g, were observed with respect to the Wyqx/Wimin ratio. Regardless of the latitude
range, the variations in 1(6,) and Dy, g, due to changes in the ratio Wy,qx /Wy from 1 to 40 showed a
coefficient of variance (CV) less than 0.35% and 0.27%, respectively. Even when the angular velocity was
controlled at a constant value, no negligible differences in 1(6y) or Dy, g, were observed depending on
the angular velocity. As in the case of uniform random profile, the errors showed a CV less than 0.06% for
1(8y) and less than 0.05% for Dy, g,. Furthermore, no statistically significant (p > 0.05) difference in pole
formation was observed between the angular velocity controlled by the uniform random profile (Figs. 5(a)
and (b)) and constant value (Figs. 5(c) and (d)). Table 1 presents the detailed results of the t-test and errors
to compare pole reduction. Based on the Lilliefors test results, some data groups did not meet the normality
assumption at a significance level of p = 0.05. Given that each independent group comprised 157 samples,
Welch’s t-test was subsequently applied. Both 1(6y) and Dg, g, showed an error less than 0.04% between
the two angular velocity control methods (Table 1). As a result, controlling the angular velocity of the motor
in a random manner did not produce a meaningful difference in pole reduction, and it resulted in the

formation of poles almost the same as those observed under constant angular velocity control.

Table 1. Comparison of pole-related indices under a uniform random angular velocity and a constant
angular velocity.

I(6o)

6 7 8 9 10 11 12 13 14 15

Pole
radius (°)

p-value 0.922 0.079 0.728 0.234 0.898 0.496 0.130 0.639 0.413 0.352 0.880

Error (%) * 0.04 * 0.03 * 0.01 0.03 * 0.01 0.01 *

Dy, 0,




[61,6,] ) [0,10] [10,20] [20,30] [30,40] [40,50] [50,60] [60,70] [70,80] [80,90]

p-value 0.868 0.662 0.614 0796 0340 0.056 0930 0.637  0.705

Error (%) * * * * 0.02 0.04 * * *
*: Errors less than 0.01%

Figs. 4(e) and (f) show the distribution of the gravity direction vectors after 2 h for the cases where the
angular velocity was determined by a uniform random profile and by a constant value, respectively. The
gravity direction vectors were down-sampled at intervals of 0.1 s for visualization. Although Fig. 4(e) shows
a slightly more irregular distribution of the gravity direction vectors compared with Fig. 4(f), there is no

notable difference in pole formation. This is consistent with the results shown in Fig. 5.

Time Required to Reach taSMG
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Fig. 6. (a) Time required to reach taSMG when the angular velocity of Motor 1 follows reciprocal sinusoidal,
sinusoidal, or uniform random profiles. The minimum angular velocity wy,;, = 0.1 rad/s is fixed in all
three cases, while the maximum angular velocity wy,,, is varied from 0.1 to 4.0 rad/s. The blue shading
around the blue solid line represents the standard deviation when the angular velocity of Motor 1 follows
uniform random profile. (b) Time required to reach taSMG when the angular velocity of Motor 1 follows a
constant value w,.

The time required to reach taSMG was calculated for each case where the angular velocities followed



reciprocal sinusoidal, sinusoidal, or uniform random profiles (Fig. 6(a)). The calculations were performed
with Wy, qx/Wimin varying from 1 to 40 in increments of 0.025 (W, = 0.1 rad/s). Figs. 7(a)—(c) show
examples of the time-averaged gravity for Wy,qx/Wmin = 5. When uniform random profile was applied,
variations across trials were observed, and the results were obtained by repeating the simulation 10 times.
When the angular velocity was kept constant, the time required to reach taSMG was calculated as the
velocity varied from 0.1 to 4.0 rad/s (Fig. 6(b)). Fig. 7(d) shows an example of the time-averaged gravity
for the case with an angular velocity of 0.3 rad/s. As a representative example, we selected the case where
the angular velocity of Motor 1 was 0.3 rad/s because it was equal to or close to the mean angular velocity
of the other models in which wy,,, and w,,;,, were 0.5 and 0.1 rad/s, respectively.

In the case of sinusoidal or uniform random profile, the time required to achieve taSMG gradually
decreased with increasing w;,,,, reaching less than 2 h (Fig. 6(a)). Under a constant angular velocity
control of Motor 1, the time required to achieve taSMG progressively decreased with increasing angular
velocity, requiring less than 1 h to reach taSMG beyond 0.575 rad/s (Fig. 6(b)). In contrast, when applying
reciprocal sinusoidal profile, we found that the time required to achieve taSMG decreased to less than 6 h
once Motor 1 reached 1.1 rad/s or higher. However, a further increase in wy,,, did not reduce the taSMG

time, which remained nearly constant (Fig. 6(a)).
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Fig. 7. Temporal change in the magnitude of the time-averaged gravity when the angular velocity of Motor
1 follows (a) reciprocal sinusoidal profile, (b) sinusoidal profile, and (c) uniform random profile, and when
itis (d) a constant value. The red dashed line represents the 107 G threshold, and the green marker indicates
the point at which the time-averaged gravity value permanently falls below the threshold. In (c), the shape



of the graph varies depending on the trial.

Experimental Validation on Real Hardware
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Fig. 8. Distribution of the gravity direction vectors after 12-h clinostat operation under different angular
velocity ratios: (a—c) correspond to the case where the Wy, gy /Wmin ratio is 1.2, (d—f) represent the case
with a ratio of 2, and (g—i) show the results for a ratio of 5. Simulation results are indicated in blue, encoder-
based measurements in orange, and IMU-based measurements in green.



As shown in Fig. 8, with increasing Wy, 4,/ Wmin ratio, the degree of pole formation decreases, which
is consistently observed in the simulation results as well as in the encoder- and IMU-based measurements.
Moreover, for each angular velocity ratio, the results from the simulation, encoder-based measurements,
and IMU-based measurements showed no noticeable differences.

To quantitatively analyze the degree of pole formation, numerical metrics were computed (Fig. 9). The
relative pole concentration I(6,) showed an excellent agreement between the simulation and both encoder-
and IMU-based measurements across all angular velocity ratios of 1.2, 2, and 5. In both the measurement
types, the average errors were 1.56% and 1.74%, respectively (Figs. 9(a)—(c)). The average error between
the encoder- and IMU-based measurements was 0.38%. Similarly, for the gravity direction vector density
Dg, 6, the average errors with respect to the simulation were 1.41% and 1.38% for the encoder- and IMU-
based measurements (Figs. 9(d)—(f)), respectively. The average error between the encoder- and IMU-based

measurements was 0.27%.
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Fig. 9. Pole metrics based on clinostat experimental results: (a—c) present 1(6y) for Wy, qx/Wmin ratios of



1.2, 2, and 5, respectively. (d—f) show Dg, g, for the same respective ratios. Due to the angular velocity
resolution limitations of the Dynamixel used as Motor 1, the experiment was conducted with a ratio of 1.2
instead .of 1. Therefore, the simulation results for an ideal ratio of 1 are also shown in (a) and (d) for
comparison.

The clinostat experimental results also confirmed the simulation results: the degree of pole formation
decreased with increasing Wy, g/ Wmin ratio. Based on the IMU measurements, /(5°) decreased from
13.59 to 9.89 and 4.37 as the ratio increased from 1.2 to 2 and 5, respectively (Figs. 9(a)—(c)). Similarly,
Dgo,90 decreased from 6.87 to 5.00 and 2.21 (Figs. 9(d)—~(f)). In the local region near 90° latitude, the
quantitative indices of the pole were greater in the simulation results than in the experimental results. For
the simulation results, when Wy, 4,/ Wpin ratios were 1.2, 2, and 5, the values of 1(5°) were 13.90, 10.19,
and 4.48, respectively, and the Dgg 9o values were 6.97, 5.11, and 2.25, respectively (error vs. experimental
results: approximately 1%-3%).

A slight difference was observed in the convergence behavior of the time-averaged gravity over time
compared with the simulation (Fig. 10). Both the encoder- and IMU-based measurements closely matched
the simulation results up to approximately 30 min, but thereafter, the experimental data deviated from the
simulation and did not converge to 0 G, showing a persistent offset instead. The simulation results crossed
the 1072 and 107 G thresholds after 0.50 and 5.05 h, respectively. In contrast, the encoder- and IMU-based
measurements crossed the 1072 G threshold after 0.58 and 0.80 h, respectively, but did not reach the 10 G
threshold thereafter. The actual clinostat operation results reached a saturation point corresponding to an
offset after approximately 2 h. The encoder- and IMU-based measurements maintained offset levels of

approximately 2.7x107 and 5.8x1073 G, respectively.
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Fig. 10. Temporal changes in the time-averaged gravity vector. The dash-dot and dashed lines indicate the
102 and 1073 G thresholds, respectively. In (a), the brown curve shows the time-averaged gravity measured
using the encoder of Motor 1, while in (b), the brown curve shows the result based on IMU measurements.
In both (a) and (b), the blue graphs represent the simulation results used for comparison. Points where the
experimental and simulation results cross the thresholds are marked with pink and green circular markers,

respectively.

Discussion

This study investigated how the gravity vector distribution acting on the internal stage of a clinostat is
affected by different angular velocity control strategies applied to the motor that rotates the outer frame. An
ideal clinostat algorithm should provide a uniform distribution of the gravity direction vector [23,24], and
therefore, regions of concentrated gravity known as poles should not appear. Both reciprocal sinusoidal and
sinusoidal profiles, which are aimed at reducing the duration for which the gravity direction vector remains
in pole-forming regions, effectively contributed to pole reduction. However, a comparison between Figs.

3(a) and (c) showed that reciprocal sinusoidal profile is more effective in reducing these poles and that in



the case of sinusoidal profile, increasing the Wy, 4,/ Wmin ratio to suppress the poles resulted in undesirable
distortions in the gravity direction vector density, with an excessive decrease in the mid-latitude regions
and an excessive increase in the low-latitude regions (Fig. 3(d)). The application of reciprocal sinusoidal
profile accurately compensates for the latitude-dependent variation in the area on the spherical coordinate
system formed by the infinitesimal change in the rotation angle of Motor 1 (Fig. 1(b)). The only remaining
limitation that prevents complete elimination of the poles is the angular velocity constraint wy,g, .
sinusoidal profile only approximates Eq. (2) without any analytical justification, resulting in distortions due
to the differences between the two equations.

However, when the angular velocity follows reciprocal sinusoidal profile, the time required to reach
taSMG is significantly longer compared with that when it follows sinusoidal profile (Fig. 6(a)). In the latter
case, the time to reach taSMG gradually decreased with increasing Wy, 4,/ Wmin, Whereas in the former
case, it no longer decreased beyond approximately 5.9 h. This is because, in the case of sinusoidal profile,
the angular displacement, expressed as an integral of w(68) with respect to 8, increased linearly with
increasing Wy, qx/Wimin, Which in turn continuously reduced the time required to traverse the same angular
displacement. In contrast, in the case of reciprocal sinusoidal profile, even if w;,,, increased, the resulting
increase in the angular displacement remained relatively limited. As a result, applying sinusoidal profile
was relatively more advantageous in terms of the time required to reach taSMG.

In terms of pole formation and the time required to reach taSMG, reciprocal sinusoidal profile and
sinusoidal profile each have their respective advantages and disadvantages. However, considering previous
taSMG-based experimental designs on cell cultivation (=1 day) [18,19,36,37] or rat observation (=12 h)
[30,31], the inability to shorten the time to reach taSMG below approximately 6 h is not considered a critical
issue. In principle, clinostat-based studies are conducted over relatively long durations, compared with
parabolic flight or drop tower experiments. Unlike the taSMG arrival time issue, pole formation results in
anonuniform gravity vector distribution on the specimen inside the inner stage, which cannot be overlooked.

From the perspective of the specimen, it experiences gravity concentrated in the directions where the two



poles are located, and the pole issue cannot be concluded as resolved, simply because the gravitational
forces in these two directions are canceled out by their physical vector summation. In conclusion, applying
reciprocal sinusoidal profile is more appropriate than applying sinusoidal profile in clinostat-based
experiments.

Even when the angular velocity of Motor 1 was determined based on uniform random profile, the pole
issue remained entirely unresolved. A statistical analysis confirmed that the extent of pole formation was
identical to that observed when the angular velocity was maintained constant (Table 1). It is possible to
mistakenly assume that controlling the angular velocity based on a random distribution would resolve the
pole issue. While the use of randomly selected angular velocities helps prevent the formation of repeating
closed-loop trajectories of the gravity vector [17,22,30,31], a quantitative analysis revealed that the degree
of pole formation was still identical to that observed under a constant angular velocity. According to latest
reports, it is necessary to either control the angular velocity of the motor rotating the outer frame based on
reciprocal sinusoidal profile [23], or apply forward kinematics to transform the configuration space [24].
When the angular velocity is determined by a uniform random distribution, varying the range of the
distribution has no effect on pole formation (CV less than 0.35% and 0.27%, respectively for 1(6,) and
Dg, 9,)- Even when the angular velocity is kept constant, the extent of pole formation does not depend on
its value (CV less than 0.06% and 0.05%, respectively for 1(6,) and Dg, g,). In conclusion, with regard to
pole elimination, the control based on reciprocal sinusoidal profile has a clear comparative advantage over
the other control methods investigated in this study.

When the angular velocity was controlled according to uniform random profile, randomness was
involved, resulting in variations in the taSMG arrival time across trials. With an increase in the Wy, g5/ Wimin
ratio, the mean taSMG arrival time consistently decreased, and for conditions with a ratio of 2 or higher,
values similar to those obtained by applying sinusoidal profile were obtained (Fig. 6(a)). This is because,
in both sinusoidal profile and uniform random profile, the average angular velocity of Motor 1, or its

expected value, is (Wyqx + Wiin)/2, and therefore, the predicted position of the gravity direction vector



after a certain elapsed time is the same. Applying uniform random profile is advantageous for ensuring the
validity of the cell or animal experimental results because it ensures the non-repetitiveness of the trajectory.
However, the issue of the robustness of the taSMG arrival time should also be considered. If the exposure
time of cells or animals to the time-averaged gravity is not sufficiently long, taSMG may not be achieved
in certain trials.

When the angular velocity of Motor 1 was controlled at a constant rate, the taSMG arrival time was
the shortest. Even when comparing the conditions in which the average angular velocity of Motor 1,
calculated as (Wyqx + Winin)/2 for reciprocal sinusoidal and sinusoidal profiles, matched the constant
angular velocity w,, the constant angular velocity control still resulted in faster taSMG arrival (Figs. 6(a)
and (b)). When applying sinusoidal profile, the taSMG arrival times were 3.89 h and 2.37 h for w4y
values of 0.5 and 1 rad/s, respectively, with w,y,;, = 0.1 rad/s. In contrast, when the angular velocity was
controlled at constant values of w, = 0.3 rad/s and 0.55 rad/s, the arrival times were 1.97 and 1.02 h,
respectively, which were shorter, despite the same average angular velocity being applied. This is believed
to be because, in the absence of velocity changes, the symmetry of the gravity direction vector is established
more quickly, allowing faster taSMG arrival. As a result, controlling the angular velocity at a constant rate
is the least favorable for pole formation, along with applying uniform random profile, but it is the most
advantageous in terms of the taSMG arrival time. Therefore, the most widely used control strategy, which
maintains a constant angular velocity, may require experimental validation to confirm that variations in the
uniformity and non-repetitiveness of gravity vector changes experienced by the subjects do not alter
physiological responses.

The actual clinostat hardware control results were validated to confirm whether the trends observed in
the simulation were consistent with the measurement results. The experimental results were doubly
validated using two methods, one estimating the gravity vector from the encoder angle data of the motor
and the other directly measuring the gravity vector using an IMU. Both the relative pole concentration

1(8y) and the gravity direction vector density Dy, g,, which are quantitative indicators for assessing the



degree of pole formation, showed that the encoder and IMU measurement results closely matched the
simulation results (error < 1.8%), with a negligible error between the two measurement methods themselves
(error < 0.4%). This not only confirms that the trends derived from the simulation results are accurately
maintained in the actual hardware control but also suggests that in future experiments, the simulation and
encoder-based measurement methods can sufficiently replace the IMU measurement results.

There is a slight discrepancy between the simulation results and the experimental measurements in
terms of the convergence trend of the time-averaged gravity over time. In the simulation, the time-averaged
gravity calculated using Egs. (11)—(13) continuously decreased, reaching below the 107 G threshold.
However, in the actual experiments, both the encoder- and IMU-based measurements exhibited offsets of
approximately 2.7x107* and 5.8x107 G, respectively, and did not show further decreasing trends. Both the
measurements showed a tendency for the time-averaged gravity values on the y-axis not to converge,
indicating that this was not simply an instrumentation error. There was a slight distortion causing Motor 1
to rotate the outer frame marginally faster in a specific direction. Although this distortion is a minor error,
which is difficult to detect in a single rotation, it accumulates over the 12-h clinostat operation and manifests
as a significant error in this experiment, which requires a very precise level of convergence (107 G). As
shown in Fig. 1(a), Motor 2, which drives the rotation of the inner frame, is mounted at one end of the outer
frame, resulting in an offset of the outer frame’s center of mass toward the Motor 2 side rather than along
the rotation axis. To minimize the stall torque imposed on Motor 1 by bringing the center of mass of the
clinostat hardware closer to the rotation axis, a counterweight was installed. However, complete
compensation was not achieved. After detaching Motor 1 mounted on the outer frame, the stall torque was
remeasured, and a value of 0.063 Nm (=0.5Nx0.126m) was obtained. Consequently, the torque required
from Motor 1 differs depending on whether Motor 2 is moving downward or upward. Although the
controller embedded in the Dynamixel minimizes such errors, they remain significant for achieving the
highly precise condition of 107 G. A technical approach can be considered to eliminate this error. First, the

taSPG algorithm [23], which creates an imbalance in the formation degree of the poles on both sides, can



be applied to tune the system so that the pole opposite to the direction of greater gravity vector accumulation
becomes slightly more dominant. The second approach is to design a three-axis clinostat. In this study,
slight error accumulation occurred in both Motors 1 and 2 due to factors, such as actuator manufacturing
precision; however, the distortion from Motor 2 did not manifest as an issue in the experimental results. On
examining the third column of the rotation transformation matrix in Eq. (11), we find that the first and third
rows, which determine the x and z components of the gravity direction vector, include the angles of both
Motors 1 and 2 multiplied together. This causes any minor distortion in one motor to be dispersed by the
other motor. However, the y component includes only the angle of Motor 1; therefore, the small error in the
angle directly led to distortion in the experimental results. Such offsets can be mitigated by adding the one

more axis such that each component is related to the angular displacements of two or more motors.

Data availability

These data that support the findings of this study are available from the corresponding author upon

reasonable request.
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