npj | parkinson’s disease

Article

Published in partnership with the Parkinson’s Foundation

https://doi.org/10.1038/s41531-025-01112-x

Systematic review of prognostic models in

Parkinson’s disease

M| Check for updates

YanLi®'

, Millie McDonald-Webb?, David J. McLernon', Carl E. Counsell' & Angus D. Macleod ®'

Predicting outcomes for people with Parkinson’s (PwP) can enable better information provision,
personalised treatments, and enhanced trial design. It is unclear what prognostic models are optimal
for use. We systematically reviewed previously published prognostic models for PwP, assessed
quality, and made recommendations. We searched MEDLINE and EMBASE for studies developing/
validating models predicting clinical outcomes in PwP. We assessed risk of bias and applicability using
the PROBAST tool. We screened 1024 references and identified 25 studies (41 prognostic models).
The most common outcomes were falls (11 studies), dementia (7) and motor complications (4). Most
models made short-term predictions (60% <2 years). All studies had concerns about bias, e.g.,
inadequate population details (n = 16), suboptimal methods for missing data (n = 21), and no external
validation (n = 22). 13 models had sufficient information to be used in practice. Further development
and validation of prognostic models is needed which follows existing guidelines to reduce risk of bias.

Parkinson’s disease (PD) is a progressive disorder, which often leads to poor
outcomes, including falls, dementia, and shortened survival. Being able to
predict individualised risk of such outcomes in PD has many advantages: (i)
informing people with PD (PwP) how they may be impacted; (ii) improving
recruitment, randomisation, and analysis of randomised controlled trials;
(iii) enabling clinicians to offer targeted personalised treatment to PwP; and
(iv) allowing case-mix correction when comparing outcomes over different
hospitals or regions"”. These benefits can best be realised with prognostic
models. A prognostic model is a statistical tool which combines an indivi-
dual’s characteristics to predict the probability of a specific outcome within a
period of time.

Given the importance of model validation, it is important to clarify
related terminology. Internal validation involves resampling from the same
development dataset to test the model performance in the underlying
population, while external validation involves assessing model performance
in another independent dataset’. Calibration and discrimination are mea-
surements of model performance in validation. Calibration refers to the
agreement between predicted risks from the model and observed outcomes.
Three popular methods to assess calibration are mean calibration (overall
observed outcome fraction/average predicted risk), calibration slope
(assesses under or over prediction in high/low risk PwP), and calibration
plots’. Discrimination refers to the model’s ability to distinguish predicted
risk between PwP who developed the outcome and those who did not, often
measured with the C-statistic’.

To date, there has been no published systematic review of prognostic
models in PD. A systematic review of studies which identified PD subtypes

using cluster analysis has been published’, but the aim of these studies is to
make group-level, rather than individualised predictions. We therefore
performed a systematic review of studies of prognostic models in PD to
comprehensively describe existing prognostic models, assess their metho-
dological quality and make recommendations for use in clinical practice.

Results

We identified 560 papers in MEDLINE and 1087 papers in EMBASE and
one paper was identified outside the formal search strategy. We removed
569 duplicates and excluded 994 papers by abstract and title screening. 84
papers were selected for full text screening. 25 papers’ "', comprising 41
prognostic models, were eligible for inclusion (see Fig. 1).

Study populations and designs

15 studies (60%) were published since 2015">!"141372023332731 " and one
before 2010° (Table 1, Fig. 2). Most studies included European (40%)*'>'*"*!
71920202528 North American (12%)'****, Australian populations (12%)""'%*,
or a combination of these (16%)"*'***”". 20 studies (80%) were prospective
observational cohort studies’™""*"71*2422%31 and 7 studies (28%) were
inception cohort studies'*'>'"******** Models from 7 studies (28%)"*">'**
?7? had a defined time-point at which they could be used (i.e. at diagnosis or
in early PD) (Table 1). 18 studies (72%)"~">'"®'%*%"! recruited PwP at
various disease stages or did not define which PwP were recruited, so we
were unable to identify which time-points in the disease course the models
were designed to be used. However, one model” recruited PwP with disease
durations ranging from 0 to 30 years and included disease duration as a
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Fig. 1 | PRISMA flowchart of included studies. (
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predictor variable in the model, so could potentially be used throughout the
disease course if adequately validated.

Outcomes of study

The most common prognostic outcome was falls/recurrent falls, which was
predicted in 11 studies (44%)"''>!>61719202 7 studies (28%)'>!%1%23272%!
predicted cognitive impairment/dementia, 4 studies (16%)'*'**** predicted
motor complications, 3 studies (12%)""'>"’ predicted freezing of gait, 3 stu-
dies (12%) predicted imbalance'>'*", 2 studies (8%)"**’ predicted functional
disability, 2 studies (8%)**** predicted a composite poor outcome, and single
studies predicted depression'’, mortality”, fracture risk™, difficulty doing
hobbies'’, and several other symptoms and signs'**’. The follow-up dura-
tion over which predictions were made varied from 3 months® to 12 years™,
most of which were <2 years (60% of models) and 4 studies'******* had 5 or
more years’ follow-up (Table 1).

Predictors in study

The number of predictors per model ranged from 3 to 998 (Table 1).
17 studies comprising 24 prognostic models (59%) used variables which were
simple to collect in clinical practice, but 7 studies comprising 11 prognostic
models (27%) included predictors that are not always routinely available in
clinical practice, such as DAT imaging measurements, CSF biomarkers, or
genetic polymorphism data (supplementary Table 1)"*'*'***%”*! In one
study, 6 models (15%) were based on smartphone features and the corre-
sponding app/analysis pipelines are not available for routine use in clinical
practice”. 8 studies dichotomised or categorised continuous/discrete
predictors™ *'>'*17*2231 " Across 24 studies with 35 final models which spe-
cified the predictors, the most common predictors were age/age at onset
(n = 25),sex (n = 15), and original or Movement Disorder Society Revision of
the UPDRS (n=12) (supplementary Table 2). In Fig. 3 we showed the
percentages of predictors included in the models for the two most common

npj Parkinson’s Disease| (2025)11:266


www.nature.com/npjparkd

Article

https://doi.org/10.1038/s41531-025-01112-x

uondasul-uou

syow 9 SN (uesw) g7/ S 4 gcl S0¢ siied aA13oadsoid a Ellelisny 2.€10¢ Ined
uondaoul-uou
syuow z| SN (ueew) g/ ze el A% vyl S|[e} JuaLInoey aA0edsoid a Buoy BuoyH 17102 e
FEEA 29l ‘A
‘6L :d PN 9/1:a N
8'6 ‘A 8:A8:AWIN 88:AWSL:AWIN K4SIR
sieak g ‘€9L:QEN  8:A8:Q:EN 8LAOEL:A:EW ‘9/1:a:eN  Aouspusdep/yresq N
o1dn:a‘sieek  Qqd pasoubelp (ueipawl) - A R AN 8 € ‘261 A ‘861 Aouspuadaq g\ uondaoul (n) AemioN
gLordn:a AmeN (ueipaw) |1 :@ ‘8N A8:Qg8LN AI6:d 8L ‘a 28N Aureron :28LIN an0adsoid A+Q @xMn  8L02 PosIOEN
Aouspuadap
‘uswuredw aAiHuboo
‘salqqoy Buiop Aynoiyip
‘Aungessul [eanysod aseasIp Ales
syjuow g ad Aues (ueow) g'g 0 "xoidde 866 bo-LL 1€2 ‘Yeb Jo Buizesy) ‘sied anj0adsoid a Mn 66102 01
}9SUO WOoJ} Sieak
0} Ulyim enuswisp
CILAL8L 6 A LA LA pue juswuredul adoing
siesh oL SN SN d 6:d 891 :d osel:a anyuboo [eqojn PaXIN A+a 3 BOLIOBWY N g ZH0C NN
uondaoul-uou
syuow 9 SN (uesw) ¥ SI:28IN € %14 GELCRIN slled ‘28N aA1109ds0id a uspamg ,,910¢ wioypur]
uoldasul-uou
sywow 9 SN (uesw) |'9 3 6t 14 oclt siied aA13oadsoid a Ellelsny 2,010 19
ad pasoubelp uondaoul
$}99M 002 AimeN (uesw) 271 9 S 0¢ 29 eisauisAg aA1109ds0id A MN 6102 Aoy
ad pasoubelp uopdaoul
sieah g AmaN (ueipaw) 40 9L [T 9 kAR uoissaidaq aA0adsold a edoingpuegn +,,0202 ND
€L eN L1 2N ¢¢ e S|[e} JusNodYy gIN uondaodul-uou
syow 9 SN (uelpaw) 9 6L N LETHN Ce LN €S slied LN aA130adsoId a Aley 610z luosensn
subis pue
uoliyewuojul oN SN uoljewojul oN VN 6¢ 8clL-L 0ge swoydwAs sjdiny SN a 808919 2,C10C soyodJexy
9L 2N ¥ 2N oA\l Gl 2N yeb jo Buizesly ;g uondaoul-uou .18L0C
syjuow yg-9 SN (uesw) g9 9C N VLN LEHN LELIEIN ueb jo Buizealy (LN aA1308ds01d a elessSny  susuel zjeoby3
uondaoul-uou
syuow 9 SN (uesw) 9'9 44 4 PAS (VA3 slied aA130ads0Id a SN 0,G+0g ueounQg
uolydaoul-uou
Jeak | SN (uelpaw) 9 'l Sl 8l 6G slled aA1109ds0id a nied s910¢ olpoisny
uofdaoul-uou
syow g SN uoljewiojul oN 4 b 44 €9 siied aA3oadsoid a MN ¢+00C UINqusy
uondaour-uou
syuow g SN (uesw) gg'9 8L :C8LN 9t ‘28N 78 ‘28N 6¢¢ 2R IN S|[ej Jusnody g8 LIN aA1109ds0id a lizeig ,910¢ eplBwly
dn-mojjo}
Jo uoneinp |apow ayy sieal uj
10 8wo9IN0 Buisn Joy juswinioal je qol0eMepn 4S40301paid qSIUdAD 2dAy
Jo awiy jurod-awi ] uoneanp aseasiq Jad sjuang JO JaquinN jJosaquinN  azis sjdwes q(S)owooing HoYyo9 jo adA} Apms Anunop JeaA /loyiny

aseas|( s,uosunjied ui sjppow asouBo.d Jo mairal oewalsAs ay) ul papnjoul saipnis Jo ubisap jo Aewwng | | ajqeL

266

npj Parkinson’s Disease | (2025)11


www.nature.com/npjparkd

Article

https://doi.org/10.1038/s41531-025-01112-x

“Jaded suo ul sjgpow a|diynw sjeubissp ‘Jussaid aisym ‘siequinu [eniul,
*(Burepdn jspow yym Aew)

UONEPI[EA [9POW [BUISIXS A ‘BIEp Juspuadapul Ul UOFEPI[EA [BUISIXS UM Jusudojaasp [9pow uoiolpaid=A +  ‘eyep juspuadapul Ul UOIEPI[EA [eUI}Xe INOUHM Jusdojaasp [opow uoiolpaid=q :(849) 1sI¥09Ud SINYYHD Uo paseq saipnis Buljjepow uonolpaid jo sedA ],

*UOI}EPI[EA [A ‘[BL} [0)UOD PSSILIOPUES

DY ‘pailels Jou SN ‘e|qeoldde Jou N ‘uoleulweX] 81eIS [eJUSIN-IUIA TSI ‘9IS [BIUSI JO JUBWSSassY Alep|3 Xese|ppIN SWYIA ‘usuuiiedul sAUBOD plit (O “Jeguunu [9POoW j “AUeA PUE UYSOH ARH ‘Adeisy) Jusweoe|dal suiwedoq | 4@ ‘luswdojanap Asp

sJeak J g:awn

uoydaoul-uou

dn-mojjo4 uesiy SN (ueew) g'g 4 9z s 9lg enuawieq 8A1308ds0Id a €910 YINOS RYANIAIN
Syjuow gg SN (ueew) |'g Sl 8 zk 9L oouefequ| annoadsoiey a SN 0el 10T Buepy

ad Aues Juswiyeal}
syjuow yg payeanun (uesw) L VN S SN SS. edoponas) Jo} pesN 104 a SN 622 10T Buem

(yresp Jo

dd pasoubelp (ueaw) €70 :A 801 :A ‘enuswiap ‘Ayjiqelsu) uondaoul AN A
sieah g AimeN (ueaw)g'0:d 9V:A‘6E€:A yLIA LA G9 A PS:a M| awooNno a)sodwo) aAj0adsold A+Q ‘SpuepeYIBN :d 49102 J8008S|eA
ad pasoubelp uondaoul

sieah g AmeN  (uesw) syuow £¢°0 e 22 2s 06g wswuredwi aaiubo) aAoadsold a a|dun 122102 Beiyos
$}99M 80C—vEL SN (uesw) g VN S SN SN (VN) seisauiysAq 104 a a|dmniy ¢ +0g eadeyos

sieah |, BISOUNSAQ H9EN

awy dn ¢6'L ‘PBEN 0S ‘REN 96 ‘Y REN LEC ‘PBEN suonenionj}
-MoJ|04 UBIPS\ SN uoljewojul oN ¢ 28N 0G ‘29N 0cl :2eIN LEC 28I JOION 2R LIN aAnoadsosey a BIUSAOIS  ,610¢ Mosuspay

sysu ainjoely diH ;2N uondeoul
sieah  abelony SN uoljewsoul oN VN 9z SN LLyy 28l siso10doalsQ : LN aA0adsold a MN 2102 Slemnod
(€2
enuswaq
(602) 65 elusweqg
IO ‘(5°6) 09110\
9sIn0dD uoluboo 80¢ :uonuboo Bluswag uodaoul-uou +:0202
sieah g—|  @seasip 8|0y (uesw) [ewlIoN 22 [ewlIoN /28  ‘IDIN ‘uomuboo [ewioN aA3oadsold a (S8 eyosaidbuoyd
dn-mojjo}
Jo uoneinp |apow ay} sieal ul
10 awo2No Buisn 10} juswilnIoal Je qol9euepn 4S40301paid ESUETE) 2dfy

Jo awi} julod-awi} uoneinp aseasiq Jad sjuang J0 JaquinN joiaquinN 9zis ojdwesg q(s)owoono Hoyo9 jo adA} Apmig Anuno) Jea, /loyiny

aseasi( s,uosunjied ul s;ppow dnsouboud Jo malnaa onews)sAs auyy ul papnjoul saipnis Jo ubisep jo Alewwng | (penunuod) | sjqel

266

npj Parkinson’s Disease | (2025)11


www.nature.com/npjparkd

https://doi.org/10.1038/s41531-025-01112-x

Article

outcomes (falls/recurrent falls [13 models] and cognitive impairment/
dementia [7 models]). We question the usefulness of previous falls as a
predictor of future falls, as was the case in 11 models”*"*'”*"** because once
PwP have started to fall, the fracture risk is already present and physiotherapy
interventions for falls and balance are already indicated.

Study sample sizes

5 studies (20%) had fewer than 100 participants®*'*">** (Table 1). Only
4 studies (16%) had an events per variable (EPV) of at least 10'*'”'** (Table
1), the usual rule of thumb for minimum EPV required for Cox or logistic
regression modelling”’, and many of the other studies had EPVs much less
than 107>1H1»1416192327283031 4 studies (16%) didn’t give information about
the number of events'®*****’ (Table 1).

Model development

12 studies (48%) did not provide information on the number of participants
lost to follow-up’™'>!>1820:2224262%31 and 11 studies (44%) didn’t report the
number of participants with missing data”"'>'*~7212224*! (gupplementary
Tables 3 and 4). 10 studies (40%) gave full information of missing data
(number and imputation method)”'**'*!%%**>72% The most common
method of handling missing data was complete case analysis (28%)”'*'"*'>'%*
>¥. 2 studies (8%) handled the missing data with multiple imputation
(Table 2). 8 studies (32%) transformed continuous predictors into dichot-
omous or category variables”'*'*'*'7*****! and 10 studies (40%) selected

14,28
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won Ml || “ I‘ || |
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Fig. 2 | Number of studies and models by years.
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table 1 and 5).

12 studies (48%) used logistic regression and 3 studies
(12%) used machine learning (decision trees, XGBoost, and random forests)
to build the prognostic model'>**"”. None of the machine learning models
reported key predictor importance (e.g., SHAP values) or provided suffi-
cient details for independent validation.8 studies (32%) didn’t account for
censoring and simply excluded censored participants in the analysis®"*"*'*"
7212728 10 studies (40%) used time-to-event survival analysis to build the
prognostic models: 6 studies used Cox regression”'*****’". Other studies
used a frailty Cox model'®”’, Weibull parametric survival model” and a
dynamic prediction model” (Table 2). Three studies reported checking the
proportional hazards assumption in survival analysis™'*** (Table 2 and
supplementary table 5).

analysis (supplementary

8-11,13,14,16,17,21,22,27,28

Model evaluation and performance

Two studies'*” that aimed to externally validate previously published
models did not use the original model equation to make predictions for PwP
in their validation dataset’. Therefore, these 2 studies'*” were not truly
external validation studies. We classed these studies as model development
in the PROBAST assessment (Tables 1 and 3).

Internal validation and model equation assessment only applies to
model development studies (n = 24) (Table 1). 7 studies (28%) didn’t per-
form internal validation®"""*"*, 7 studies (28%) didn’t provide clear
information about whether internal validation had been applied in all model
development procedures or not'*'*'********! and 3 studies (12%) used split
data methods'*** (supplementary Table 6). 15 studies (60%) used cross-
validation or bootstrap resampling to assess optimism in model
performance”'>!3!1¢18-202223272931 (qupplementary Table 6). Only 3 studies
(12%) performed both internal and external validation after model
development'***** (supplementary Table 6). One study” didn’t give the
number of events in the development and validation datasets (Table 1).

3 studies (12%) didn’t evaluate model performance®**' (supplemen-
tary Table 7). 12 studies (48%) reported internal discrimination perfor-
mance but did not report calibration performance”>'*'*"**=***>*! and one
external validation study' reported the discrimination performance with-
out reporting calibration (Table 2). 6 studies (24%) used the Hosmer-
Lemeshow goodness-fit-test to assess the internal calibration
performance’'"'”**”” (supplementary Table 7). One study (4%) used both
calibration plot and slope to present models’ internal and external

Outcomes: Cognitive impairment/Dementia (N=7 models)

Age/Age at onset Years of education

Fig. 3| Proportion of models including the most commonly used predictors (data shown for the two most frequent model outcomes; variables appearing in less than a third of

the models are not shown).
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Table 3 | Summary of risk of bias and applicability in PROBAST

Risk of bias Applicability
First author/Year

Participants Predictors Outcomes  Analysis | Participants Predictors = Outcomes
Almeida 20167
Ashburn 2001 8
Custodio 2016 °
Duncan 2015 ©

Ehgoetz Martens
2018 ¢

Exarchos 2012 12
Gervasoni 2015 3

Gu 2020
(XGBoost) *

Gu 2020 (Logistic
regression) 14

Kelly 2019 5
Kerr 2010 ¢
Lindholm 2016 7

Liu 2017 (Model
development) 8
Liu 2017 (Model
validation) 8

Lo 2019 %

Macleod 2018
(Model
development) %
Macleod 2018

(Model validation)
20

Mak 2014 2%
Paul 2013 2

Phongpreecha
20202

Pouwels 2013 2
Redensek 2019 %
Schapira 2012 %
Schrag 2017 %7

Velseboer 2016
(Model

development) 2
Velseboer 2016

(Model validation)
28

Wang 2017 °
Wang 2017 3
Ye 2017 3!
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Guide to colour shading in the following PROBAST tables.

Low/Low concern

calibration performance™, one study (4%) used calibration plot to present
models’ internal and external calibration performance™ and one study (4%)
used calibration plot to present models’ internal calibration performance'*
(supplementary Table 7).

Model reporting

9 studies (36%) including 13 models (32%) gave sufficient information for
the models to be used in clinical practice'™'*'******* (Table 2). 10 studies
(40%) did not report the intercept or baseline hazard’™'*'>'"1#2*>*! 5 studies
(20%) did not provide the model equation or sufficient details to replicate
the model'>"**"*** and one study provided a plot of estimated coefficients

instead of giving specific values'’.

Risk of bias/applicability

We found 8 studies (32%) which had inclusion and exclusion criteria that
would be broadly generalisable to unselected populations with PD'*'>!#-202
7% (supplementary Table 8), which had low concern of applicability (sup-
plementary Table 9). 16 studies (64%) lacked details of important aspects of
study design (e.g. recruitment methods/dates, diagnostic criteria)”*'*"'%!
7212325262931 and 7 studies (28%) had selection concerns that could bias the
studies towards healthier participants (e.g., excluding on the basis of
comorbidities, older age) raising concerns about generalisability or risk of
bias™>'*">***! (supplementary Table 8, 9 and 10).

Supplementary Table 11 contains the risk of bias results relating to the
predictors studied. One study (4%) had risk of bias in the predictors as they
used a retrospective cohort without stating how subjective predictors (e.g.,
depression, olfactory dysfunction) were measured™. 7 studies (28%) inclu-
ded predictors that may not be routinely available in clinical practice, such as
CSF biomarkers or imaging data'*"*'******! g0 these models may not be
feasible in clinical practice, especially in resource-poor settings.

For the risk of bias relating to the outcomes in studies, one study (4%)
had unclear risk of bias as it didn’t state the outcome definition'” (supple-
mentary Tables 12 and 13). Outcome definitions in 2 studies (8%) may have
been biased by determination with knowledge of predictor information as
the outcome definitions were subjective’™ (supplementary Tables
12 and 13).

Discussion
We identified 25 prognostic model studies, comprising 41 prognostic
models, which have been published with the aim of predicting the indivi-
dualised risk of future outcomes in PD. A wide range of clinical outcomes
were used in these studies and the most common outcome was falls/
recurrent falls. Most models made short-term predictions. None of the
prognostic models had low risk of bias. The common analysis issues leading
to risk of bias were potential mishandling of missing data including incorrect
missing data imputation (potentially leading to biased predictions and
biased model performance); selecting predictors using univariable screening
and risk of overfitting from low EPV ratios (leading to both biased model
performance from over-estimated discrimination performance and also
biased predictions due to overestimation in those at higher risk of the
outcome and underestimation in those at lower risk of the outcome™); and
the lack of external validation (leading to potential bias in model perfor-
mance if used in different populations). Many of the included studies did not
provide sufficient details of the models to enable use in clinical practice or
research.

The review showed that some studies omitted to give basic information
about the study population, which made it difficult to assess selection bias

High/High concern

Unclear/Unclear concern

and applicability. Other studies had selection biases which led to study
populations being skewed towards healthier subjects. Most studies were
performed in Europe, the United States and Australia, so non-Caucasian
populations are under-represented.

Half of the studies didn’t report the number of participants lost to
follow-up. As PD is slowly progressive, there will often be losses to follow-up
with long follow-up durations. Most models had too many predictors for the
number of events, which carries a high risk of overfitting’>*, and therefore
high risk of poor performance.

The recommended method for handling missing data when data are
missing at random is multiple imputation®’. Missing at random means that
systematic differences between the observed and missing data can be
explained by associations with the observed data®. In this scenario, using
single imputation or deleting participants with missing values and con-
ducting a complete cases analysis may cause a selection bias. 12 studies did
not mention anything about missing data®>''>!%171921:24263031 "8 studies
deleted observations with missing data or used single imputation with no
justification'®'>'>!$2%222527 3 studies assume missing at random but deleted
missing data””’, 1 study imputed missing data with Restricted Boltzmann
machine with adequate justification, and 2 studies used multiple impu-
tation with no justification'**. Researchers should be aware that multiple
imputation may lead to biased results when data is not missing at random
and that a complete case analysis may be appropriate even when data are not
missing completely at random™.

Time to event models assume that censoring is uninformative, i.e., that
the probability of being censored is independent of the outcome (i.e. the
probability of getting the outcome in those who are censored is the same as
those who remain under follow-up). An example of the probability of being
censored being related to the outcome is patients who drop out having more
severe disease than those who remain under follow-up. The missing survival
times would likely be systematically shorter than survival times in those who
remain, resulting in biased estimates. In our review we only found one
paper’ that reported the number of patients lost to follow-up. There were
only 4 patients lost to follow-up and the reason for the loss was not stated.
While it is not clear whether this censoring was uninformative, the small
number lost means it is unlikely to bias the predictions. All other studies that
used time-to-event methods to account for censoring did not provide
information about censored patients. We suggest that researchers report the
number of patients censored before the end of study (i.e. non-administrative
censoring) and if possible, provide reasons why. Methods to account for
informative censoring include using inverse probability weights in the Cox
model or joint models, which should be considered in studies with higher
rates of loss to follow-up” ™.

None of the studies considered competing risks in their analysis.
Competing risks occurs when one or more events precludes the occurrence
of the event of interest. Ignoring them can result in biased predictions.
Competing risks can be accounted for using methods such as stratified Cox
regression or the Fine and Grey model”.

Several studies dichotomised or categorised continuous variables
which may lose information and reduce predictive performance™*'. Most
studies selected predictors inappropriately with univariable analysis or
backward/forward selection. A predictor which has no association with the
outcome in univariate analysis, may become statistically significant in the
multivariable analysis due to confounding™®. It is recommended that
known clinically important predictors should be included in the modelling
regardless of statistical significance™. This is because selection of predictors
based on statistical significance such as backward/forward selection
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methods can lead to model overfitting, miscalibrated risks, and biased
predictions™. In our view, the selection of predictors should primarily be
based on clinical knowledge rather than solely on statistical significance. We
recommend that researchers collaborate with clinicians to select predictors,
combining clinical and statistical expertise. If it is known from previous
research or clinical knowledge that a predictor is associated with the out-
come, even if not statistically significant, it should still be included in the
analysis*.

The performance of most prognostic models was unclear and many
lacked external validation, which is essential before a model can be applied
in clinical practice*’. Half of the studies only reported discrimination per-
formance by C-statistic which provides limited information (a high
C-statistic may still lead to poor estimation of absolute risk*). Ideally a
prognostic model would predict an individual’s risk of a specific outcome
within a period of time. However, two papers’* stratified patients into
different risk groups rather than estimate individual predictions. In such
cases, reporting only the C-statistic may be sufficient. However, for the other
10 studies'>'*'%!>***>2¢22! which did develop a model to provide individual
predictions then the C-statistic is not enough to assess predictive perfor-
mance. Without also assessing calibration performance, we cannot deter-
mine how well the predicted probabilities align with observed outcomes.
Calibration performance is critical for ensuring that a prognostic model’s
predictions are accurate and reliable, which is essential for clinical decision-
making. For calibration performance, most studies only used the Hosmer-
Lemeshow test which has limited statistical power to evaluate
miscalibration™. 3 studies used calibration plots or slope to present their
model’s calibration performance as recommended and no study used the
gold standard approach (flexible calibration plot) to assess calibration®.

While prognostic factor studies only need to report the estimated
coefficients of predictors, a prognostic model study must report additional
details (e.g. the constant) so that the model can be replicated by independent
researchers to perform external validation or for clinicians to predict
probabilities in clinical practice. 8 studies’ models gave full model details
although another study’s model presented an online risk calculator, which
could be applied in clinical practice.

None of the included studies had low risk of bias, as per the PROBAST
criteria, so we cannot recommend any models without reservations. It is
vital that models are externally validated to demonstrate generalisability
before use in contexts other than the local geographical context in which it
was originally developed®. Only 3 studies with external validation reported
sufficient information for the models to be used by other researchers or
clinicians, and therefore could be considered for use in practice, ideally
following further validation work'*****. These models all had some concerns
about bias relating only to the analysis domain (potentially leading to bias in
predictions and in model performance).

The first of these is the prognostic model predicting risk of dementia by
ten years by Liu et al."® who performed individual-participant-data meta-
analysis of nine prospective cohorts with a very large sample size using a
frailty Cox model to account the heterogeneity between studies”. The study
didn’t report calibration performance and used complete case analysis for
missing data. We recommend that calibration is fully assessed in future
validation studies for this model. Another issue about the model’s use in
clinical practice is the fact that predictor information was collected at widely
varying disease durations, without a variable for disease duration in the
model, so it is unclear when it is valid to use this model, although the
majority (61%) of participants were recruited within two years from diag-
nosis. Although measures of disease severity may account, to a degree, for
differences in disease duration, rates of disease progression over time vary
substantially between individuals. Therefore, a combination of a disease
duration variable together with disease severity is important in a prediction
model’. Further work to clarify the validity in inception cohorts is needed.

The second is a set of prognostic models predicting functional
dependency, mortality, or a composite outcome “death or dependency” by
Macleod et al.*’. This study developed parametric survival models in a UK
incidence cohort and performed external validation in a Norwegian

incidence cohort. This model had reasonable discrimination and showed a
calibration plot with lower baseline risk in the Norwegian cohort. The
authors reported recalibrated values of the model which could be used in the
Norwegian setting. Concern about risk of bias relate to the use of univariable
analysis for predictor selection, and low events per variable ratios in the
validation cohort. Further validation of this model in a larger cohort would
therefore be useful.

The third is a prognostic model to predict a composite poor outcome at
five years from diagnosis by Velseboer et al.”’, developed in an inception
cohort in the Netherlands using logistic regression, with external validation
in a UK incidence cohort. The model demonstrated good discrimination
(C-statistic 0.85) and adequate calibration (calibration slope 1.13) in
external validation. There were some concerns about risk of bias due to their
use of logistic regression, which does not account for censoring, and the low
events-per-variable ratio raising concerns about overfitting. Further vali-
dation in larger cohorts would again be useful.

These models may be of use in research, for example in stratification in
clinical trial randomisation, for adjustment for confounding in analysis of
randomised controlled trials, or for case-mix correction. However, the use of
prognostic models in clinical practice can potentially lead to harms as well as
benefits so we hesitate to recommend their use for individual prog-
nostication for PwP, given their limitations, without further external vali-
dation followed by rigorous testing to ensure any benefits of using model
predictions in clinical care are not outweighed by harms.

This is the first systematic review of prognostic models in PD that
aimed to make individual-level predictions. The main strength of this review
is that we assessed studies’ quality rigorously using the PROBAST checKklist.
Other strengths include identifying studies with all types of clinical out-
comes, not using language restriction, and using a comprehensive search
strategy in multiple databases, displaying the results of the screening process
using a PRISMA flow diagram.

There are also limitations of this review. The main limitations are lack
of searching of grey literature and not contacting other authors for missing
information in the included reports. Due to the time taken to perform this
review and prepare it for publication, the searches are now over three years
out of date. An updated search carried out on 05/02/2025 found 1118
additional papers in MEDLINE and EMBASE, representing a 104%
increase, so future work is needed to update this review.

None of the prognostic models we identified had low risk of bias for all
aspects of the study design so there is clearly a need for further prognostic
modelling studies in PD. There is clear guidance for carrying out prognostic
models, including a reporting checklist (TRIPOD)** and practical guidance
for assessment of prognostic model performance and clinical usefulness’,
and these should be considered in the design, analysis, and reporting stages
of future prognostic modelling studies. We would draw attention to recent
research regarding sample size calculations for prognostic modelling
studies®”.

To enable prognostic models to be used in clinical settings, regardless of
the prediction performance, we recommend researchers give full details
about their data source (recruitment methods and dates, diagnostic and
inclusion/exclusion criteria) and clear definitions of outcomes and pre-
dictors. We strongly recommend researchers present the full equations of
prognostic models so they can be replicated or used by others. It is also
important that researchers reporting prognostic model development make
clear what time point in the disease course the models are to be used (e.g. at
diagnosis or at another specified time point). Furthermore, to enhance the
feasibility of clinical use of prognostic models, we recommend researchers
choose predictors that are routinely available in clinical practice, unless there
is clear additional prognostic value of particular biomarkers that are more
expensive or invasive to collect. When models are used in clinical practice it
is important to evaluate the impact of the model. We did not find any papers
describing the use of prognostic models in clinical practice or evaluating the
impact of any prognostic model in PD.

In conclusion, there are many methodological shortcomings in existing
prognostic model studies in PD and many were published with insufficient
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detail to allow them to be used by other researchers or clinicians. We have
made recommendations for the limited use of three prognostic models that
have been externally validated but these all have some concerns about risk of
bias and are probably not appropriate for individual use at present without
further evaluation. There is therefore a pressing need for further prognostic
model development and validation studies using high quality methodology
to ensure low risk of bias and for clinical use of high-quality models to be
evaluated thoroughly before widespread use.

Methods

Literature search

We searched MEDLINE (1946 to latest update) and EMBASE (1947 to latest
update) on 20 Feb 2021 to identify primary articles that developed and/or
validated prognostic models in PD. The search strategy is detailed in Sup-
plementary Appendix 1.

Eligibility criteria
We sought to include all published studies of prognostic models in PD
predicting clinical outcomes. We did not set inclusion/exclusion criteria
relating to timing or definition of outcomes other than to exclude models
predicting surrogate measures of outcomes such as measurement scales (e.g.
impairment or cognitive scales) or imaging changes. No language restriction
was applied.

PD subtyping studies which did not aim to make individualised pre-
dictions were excluded. We also excluded prognostic models for use in
highly selected groups of PwP, such as those with deep brain stimulation.

Screening process

References were imported into Endnote and de-duplicated. Two reviewers
independently reviewed titles and abstracts for eligibility (YL, MM). The full
text papers of the articles were obtained for relevant studies or where rele-
vance was unclear from the abstract. Full text papers were assessed by the
same two reviewers independently. Disagreements on inclusion/exclusion
of full text papers were discussed with a third or fourth reviewer (ADM,
DJM). Reference lists of included papers were reviewed to identify any
relevant papers missed from the database searches.

Data extraction

Two reviewers independently performed the data extraction and recorded it
in an electronic data collection form using Microsoft Excel (YL and either
MM, ADM, or DJM). Any disagreement was discussed with another
reviewer (ADM or DJM). The data extraction form was based on CHARMS
(CHecKlist for critical Appraisal and data extraction for systematic Reviews
of prediction Modelling Studies) checklist™ and risk of bias assessment using
PROBAST (Prediction model Risk Of Bias ASsessment Tool) checklist®.
We categorised models into three groups (model development only; model
development with external validation; and external validation with or
without model updating) and extracted 10 domains based on the CHARMS
list from each model:

(1) Study location and data source;

(2) Recruitment methods, diagnostic criteria;

(3) Inclusion/exclusion criteria;

(4) Outcomes predicted, follow-up duration, losses to follow-up;

(5) Prognostic factors;

(6) Sample size, events per variable;

(7) Missing data frequency and methods for dealing with missing data.
(8) Model development methods;

(9) Model performance: internal validation methods, results of calibration,
and discrimination.

Model evaluation: whether external validation was done and results of
external calibration and discrimination.

(10)

Synthesis
We assessed the risk of bias and applicability of published prognostic models
using the PROBAST tool and tabulated key aspects of study design, model

development, model validation, and risk of bias. We tabulated the most
commonly used prognostic factors from the studies. We made recom-
mendations about the usefulness of existing prognostic models. Lastly, we
made recommendations for future prognostic model development.

Registration

The protocol of this systematic review is registered in PROSPERO inter-
national prospective register of systematic reviews. The registration number
is CRD42021247039. All data collections were presented in the
supplementary file.

Data availability

For this systematic review we did not have access to the patient data from the
original studies. We extracted information from the published articles of the
included studies. The information extracted from the published articles of
the included studies is available in this published article and its supple-
mentary information files.
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