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Speech-based detection of early psychosis is progressing at a rapid pace. Within this evolving field, the Accelerating Medicines
Partnership® in Schizophrenia (AMP® SCZ) is uniquely positioned to deepen our understanding of how language and related
behaviors reflect early psychosis. We begin with detailed standard operating procedures (SOPs) that govern every stage of
collection. These SOPs specify how to elicit speech, capture facial expressions, and record acoustics in synchronized audio-video
files—both on-site and through remote platforms. We then explain how we chose our sampling tasks, hardware, and software, and
how we built streamlined pipelines for data acquisition, aggregation, and processing. Robust quality-assurance and quality-control
(QA/QQ) routines, along with standardized interviewer training and certification, ensure data integrity across sites. Using natural
language processing parsers, large language models, and machine-learning classifiers, we analyzed Data Release 3.0 to uncover
systematic grammatical markers of psychosis risk. Speakers at clinical high risk (CHR) produced more referential language but fewer
adjectives, adverbs, and nouns than community controls (CC), a pattern that replicated across sampling tasks. Some effects were
task-specific: CHR participants showed elevated use of complex syntactic embeddings in two elicitation conditions but not the
third, underscoring the importance of the language sampling task. Together, these results demonstrate how computational
linguistics can turn everyday speech into a scalable, objective biomarker, paving the way for earlier and more precise detection of

psychosis.
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INTRODUCTION: THE POTENTIAL OF LANGUAGE AS A
BIOMARKER

Psychosis is often indicated by distinct changes in speech,
characterized by patterns of language that suggest illogical
thinking, limited content, and loose associations (Andreasen'™
The early appearance of these language patterns during the
prodromal phase indicates that they may potentially serve as early
indicators of psychosis®®. In recognition of its importance,
assessment of spoken language has been incorporated into
standardized diagnostic tools for psychosis, including the Positive
and Negative Symptoms Scale (PANSS)’; the Structured Interview
for Psychosis-Risk Syndromes (SIPS)® and the Comprehensive

Assessment of At-Risk Mental States (CAARMS)®. Additionally, tools
have been developed for the direct assessment of atypical
language production, such as the Scale for the Assessment of
Thought Disorder, Language and Communication (TLC)' the
Thought Disorder Index (TDI)'°, and the thought and language
disorder (TALD) scale'".

The value of language biomarkers has recently been enhanced
with the advent of natural language processing (NLP) and artificial
intelligence (Al) techniques. Early demonstrations of these
methods have shown how they can facilitate the identification
of early psychosis through the analysis of discourse coherence and
syntactic complexity’®>'3, semantic density and content'¥, and
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Fig. 1 AVL processing pipeline. Files collected by the sites are uploaded to a secure cloud storage system. Raw files are separated into
combined audio, diarized audio, and video files, which are sent to feature processing services or servers to produce transcripts, acoustic
analyses, and facial analyses. The results of quality checks, conducted at the initial submission of the files to the data aggregate server and
later, after the files are processed for features, are sent to the data visualization platform DPdash for QA/QC monitoring. Finalized files are sent
to the NIMH data archive (NDA), which conducts the final curating of the data prior to releasing it to the collaboration server for further

analysis, and to the general research community.

speech connectedness'®. Furthermore, computational methods
have successfully extracted psychosis indicators based on
prosodic features, speech pauses'®'”?, and even facial expressions
and movements'®'®, Notably, NLP and machine learning (ML)
have played a crucial role in identifying linguistic indicators of
psychosis across phylogenetically distinct languages, like English
and Mandarin Chinese, suggesting the possibility of deep-seated
markers of the condition across diverse linguistic systems2°.

While promising, the demonstrated benefits of automated
approaches in the extraction of spoken language and facial
expression biomarkers have been based on small-scale studies,
which are vulnerable to the risk of statistical overfitting. There is
thus a pressing need to collect language samples on a larger scale.
The pursuit of such comprehensive sampling is crucial for the
identification of robust and repeatable language biomarkers. This
endeavor is supported by the Accelerating Medicines Partnership®
in  Schizophrenia (AMP® SCZ) initiative. This project is a
collaborative effort involving two specialized research networks
focused on collecting data from individuals at clinical high risk
(CHR) for psychosis—the Psychosis Risk Outcomes Network
(ProNET), which operates across 28 sites, and the Prediction
Scientific Global Consortium (PRESCIENT), active across 15 sites.
The third project, the Psychosis Risk Evaluation, Data Integration,
and Computational Technologies: Data Processing, Analysis, and
Coordination Center (PREDICT-DPACC), is dedicated to the
aggregation, processing, and analysis of the data. This includes
the construction and maintenance of servers and software
platforms, along with rigorous quality assessment and control
(QA/QC) monitoring.

In this paper, we describe the methodologies and automated
processing systems developed for extracting language samples
from a large-scale international cohort, encompassing a diverse
range of languages. We focus on the standard operating
procedures (SOPs) developed for eliciting spoken language, as
well as for capturing facial expressions and speech acoustics
through both in-person and virtual audio-video recordings. These
procedures include an in-depth description of interview strategies,
recording equipment, and digital platforms, a discussion of
software packages for the initial analyses of these novel
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biomarkers, a review of the QA/QC measures implemented to
ensure data quality, and a summary of the training programs and
certification processes used to prepare study staff. Lastly,
preliminary findings are reported to show how different interview
styles may yield different kinds of information. The latter suggests
that certain interview methods might be especially effective for
extracting distinct information critical to the early detection of
psychosis.

AUDIO/VIDEO/LANGUAGE (AVL) PROCESSING PIPELINE

The collection of language samples, facial expressions, and speech
acoustics is made possible by means of an AVL processing
pipeline. The main parts of this pipeline are depicted in Fig. 1.

The pipeline starts by gathering audio and video samples from
the various data acquisition sites. The collected data are then
uploaded to cloud storage. Once there, the data are transferred to
aggregation servers managed by the ProNET and PRESCIENT
research networks, which are then harmonized with each other by
the DPACC. At this stage, the data undergo quality control checks,
which are subsequently forwarded to the data visualization
platform, DPdash. Following quality control, features are extracted.
Multi-speaker audio files are transcribed by a transcription service
using human transcribers, video files are processed for feature
extraction by an audio/video (A/V) server, and diarized, single-
speaker audio files (see below) are analyzed for acoustic features.
The outcomes of these feature extraction processes are con-
solidated on the aggregation servers and subsequently submitted
to the National Institute of Mental Health (NIMH) Data Archive
(NDA) for analysis on a collaboration server by researchers in the
project and the broader research community. The original raw A/V
files are stored on the aggregation servers and are not distributed
to the broader research community without special case agree-
ments with the NDA to preserve anonymity.

Types of language sampling

At the data acquisition sites, three distinct types of language
samples are systematically collected, each fulfilling a specific role
within the study and adhering to detailed, standardized protocols.
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The first type is the PSYCHS, a semi-structured clinical interview
that captures responses directly related to questions assessing
psychosis risk. The second type is an open-ended qualitative
interview designed to gather spontaneous and narrative language
samples, offering deeper insights into participants’ expressive
capabilities. Lastly, participants record daily diary entries indepen-
dently, providing regular snapshots of their everyday language
use and behaviors. Comprehensive descriptions of each language
sample type are provided below.

PSYCHS clinical interview. The Positive SYmptoms and Diagnostic
Criteria for the CAARMS Harmonized with the SIPS (PSYCHS)
clinical interview is a semi-structured interview and constitutes the
primary assessment tool for the AMP SCZ project. It is used for
case identification, positive symptom ratings, and the determina-
tion of the primary outcome of psychosis transition. The PSYCHS
harmonizes two widely used measures in clinical high-risk
research: the Structured Interview for Psychosis-Risk Syndromes
(SIPS)® and the Comprehensive Assessment of At-Risk Mental
States (CAARMS)?!, which have been foundational tools in the
field for over two decades. The PSYCHS assesses 15 distinct
positive symptoms categorized into three primary groups:
attenuated delusions, attenuated hallucinations, and attenuated
thought disorder. The interviews are led by trained and certified
research assistants and include a mix of verbatim inquiries and
semi-structured follow-up queries (see also in this volume for
more detail?2. The duration of these interviews varies depending
upon participants’ symptoms and communication style, ranging
from 30min for those who do not have many symptoms
(including community controls [CCs]) to over 2 hours for those
who experience many psychotic-like symptoms. These interviews
are conducted at multiple time points during the study: at
screening/baseline and at 1, 2, 3, 6, 12, 18, and 24-month follow-
ups, as well as upon confirmed transition to psychosis. The
standardized structure across time points makes these language
samples well-suited for longitudinal analysis. Although the full
interview is recorded, only the first 30 min are transcribed
manually. This duration was chosen as a balance—long enough
to yield a meaningful sample of linguistic behavior but
constrained to remain within budget. A potential limitation of
the PSYCHS is its tendency, particularly in controls, to prompt
denials of symptoms rather than elicit richer expressions of
personal experiences or conversational speech.

Open-ended qualitative interviews. Open-ended interviews are
conversational interactions in which participants have the free-
dom to select topics they find relevant to their experience. This
approach aligns with the phenomenological interview techniques
developed by Davidson and colleagues?®, in which the inter-
viewer's role is to enable a natural, expansive conversation,
remaining neutral to avoid influencing the participants’ responses.
The primary objective is to delve into the participant’s personal
narrative, drawing out anecdotes and encouraging spontaneous,
unrestrained dialog. In this setting, the participant is regarded as
an expert on their own life, while the interviewer acts as a
facilitative witness, prompting the participant to provide in-depth
insights into their lived experiences. Such interviews are distinct
from therapeutic interactions, as they neither seek to achieve
specific goals nor induce changes. These Open interviews are
conducted both at baseline and during the 2-month follow-up. In
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Release 3, 915 participants completed baseline interviews and 461
completed the 2-month follow-up. The average interview length
was 17.59 min (SD = 4.73) at baseline and 17.35 min (SD =5.12) at
follow-up. The inherent flexibility of such open-ended interviews
allows for the capture of content that may be overlooked in more
structured PSYCHS interviews, due to their prescriptive nature.

Daily diaries. Daily diaries represent a distinctive form of
language sampling, consisting of audio-only recordings captured
on smartphones. Participants are prompted to record a diary entry
once per day at the conclusion of their ecological momentary
assessment survey (see also, this volume?*). Although participants
may record more than once per day, only the first entry is
transcribed. To keep file sizes manageable for mobile data plans,
each entry was limited to 4 min. Across both ProNET and Prescient
sites, 1281 participants generated 17,346 English-language diary
entries, with an average length of 1.81 min (SD = 0.631). Because
of their spontaneous nature, daily diaries offer the potential to
capture richer and more varied insights into participants’ everyday
experiences, revealing nuances that scheduled interviews might
otherwise miss.

Methods for recording AVL samples

Interviews are recorded using two distinct methods, tailored to
the interview’s setting (onsite or remote) and type (open-ended or
PSYCHS). This dual-method approach is summarized in Table 1.
Given that the project started during the Covid-19 pandemic, as
much flexibility for remote data collection is included as part of
the protocol and left to the discretion of the sites. The choice of
recording technology is influenced by the need to conduct
acoustic analyses, which require audio files that feature only one
voice. The process of isolating individual voices in an interview is
known as diarization and is readily accomplished in online
platforms like Zoom, where audio inputs from different speakers
are naturally segregated by different input machines. Critically and
uniquely, Zoom allows these audio streams to be saved to
separate but synchronized audio files.

Open-ended interviews, which tend to elicit more natural
conversations than the more structured PSYCHS interviews, were
exclusively conducted using Zoom to benefit from its diarization
capabilities. For onsite interviews, this meant having the
interviewer and participant in separate rooms to maintain audio
separation. Remotely conducted PSYCHS were always conducted
via Zoom, but for onsite interviews, interviewers were given a
choice between Zoom and a handheld digital recorder to enhance
ease of recording. At the time of this publication, Zoom was used
at the data acquisition sites three times more often than the
handheld recorders, though some sites opted to use only the
recorder.

While the digital recorder is less intrusive, it does not support
recording facial data or diarization of speech streams. Never-
theless, as open-ended interviews already provide rich data for
facial and acoustic analysis, capturing these data from the PSYCHS
interviews was deemed optional. The 1 EVISTR digital recorder was
recommended to sites as it can save recordings in WAV format at
1536 kbps and has a Micro USB port for efficient charging and
downloading.

To optimize the sound quality in the recording of Open
interviews, it was recommended that sites purchase two

Table 1. Recording method for onsite and remote open-ended and PSYCHS interviews and diaries.
Open-ended Interviews PSYCHS interviews Daily diaries
Onsite Zoom (video and audio)  Handheld recorder or Zoom (audio only) -
Remote  Zoom (video and audio)  Zoom (video and audio for ProNET network; audio only for PRESCIENT Network)  MindLAMP (audio only)
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WirelessFinest Monaural Headset Headphones with Microphones
and a USB plug, one for the participant and the other for the
interviewer, along with alcohol wipes for cleaning the microphone
headsets after each use. Zoom Audio settings are changed to
record voice with the highest fidelity possible and Recording
settings are changed to enable the collection of diarized audio.
Detailed instructions on these settings are available in the study’s
SOP available on the Accelerating Medicines Partnership Schizo-
phrenia (AMP SCZ) website (www.ampscz.org).

For daily diaries, participants used the MindLAMP app on their
smartphone. This is detailed in the companion paper on digital
phenotyping in this special issue, led by Drs. John Torous and
Justin Baker. This approach takes advantage of the widespread
availability and user familiarity of smartphones, making the
recording process both convenient and accessible. It also enables
the collection of natural speech samples, capturing participants’
spontaneous responses in real-world contexts outside of struc-
tured conversations. While these responses may not explicitly
address classic symptoms of psychosis, they can still potentially
offer valuable insights into participants’ thought processes
by revealing the topics they choose to discuss when speaking
freely without prompts or an interlocuter.

Processing of language, facial, and acoustic data types

Once interview recordings are completed, study staff at each site
manually upload the files to designated cloud storage systems.
ProNET utilizes Box (www.box.com) for this purpose, while
PRESCIENT employs MediaFlux (https://www.arcitecta.com/
mediaflux/). These cloud storage systems function as portals,
enabling acquisition sites to securely upload data into the AVL
pipeline.

Before processing the interview files, details of the interview
session must be entered into databases managed by either
REDCap or RPMS applications. REDCap run sheets are used by the
ProNET research network, while RPMS run sheets are used by the
PRESCIENT research network. These run sheets capture a variety of
variables, including the recording environment (e.g., large/small
room, outdoors, car, other), recording mode (remote or onsite; in
the same or separate rooms), digital recording method (zoom,
digital recorder, or other), type of device used by the participant
(laptop/desktop, phone/tablet), any deviations from the estab-
lished protocol, and the perceived quality of the recording.

With consent provided and documented and the run sheets
filled out, the primary audio and video files undergo a preliminary
quality control (QC) analysis as described below. This analysis,
using specific programs detailed in the subsequent sections,
focuses on key aspects such the length of the interview
(0-80 min), the overall decibel level (40-90dB), the number of
faces detected in the video, and the percentage of frames
containing two faces. The complete list of these features and their
acceptable ranges can be found in Table S1. Any discrepancies or
values falling outside the predetermined acceptable ranges are
highlighted in the DPDash dashboard, triggering warning emails
to study staff. The dashboard, managed by the DPACC, is closely

monitored by study personnel, facilitating timely interventions at
acquisition sites when necessary. (The dashboard is further
described in detail in a companion paper in this special issue on
the study-wide data flow, processing, and visualization, led by Drs.
Sylvain Bouix and Justin Baker.) For the interview audio files to be
transcribed, they must meet certain criteria, including a minimum
duration of 10 min and a decibel level of at least 40 dB. Similarly,
daily diary audio files must be at least 40 dB.

The process of collecting and processing interview files and
daily diaries thus involves multiple parallel processing streams,
each dedicated to analyzing different aspects of the data-
language, speech acoustics, and facial expressions. Each of these
streams employs a distinct set of programs and adheres to specific
QC protocols, ensuring comprehensive and thorough analysis of
the various data types.

Language processing

The language processing stream of this project involves several
critical steps, including language identification, transcription,
redaction of sensitive information, and quality control. Transcrip-
tion is handled by the HIPAA-compliant transcription service
company TranscribeMe! using human transcribers.

Language identification. Initially, the language of each interview
has to be identified before transcription. This is accomplished
using a look-up table, which specifies the language spoken at
each acquisition site. The identified language is added to the
audio file’s filename, ensuring it is directed to the appropriate
team of transcribers at TranscribeMe!l. The languages in this
project include English, German, Danish, Korean, Cantonese,
Mandarin, French, Spanish, and Italian. Of note, there are a few
sites (e.g., Montreal), for which more than one language (e.g.,
English or French) may be used.

Transcription process. The transcription of audio files encom-
passes both Zoom recordings and digital recorder files from
PSYCHS in-person sessions and is conducted in a “full” verbatim
style. This approach captures speech in writing with the greatest
possible accuracy, preserving utterances exactly as spoken. As
such, the transcripts include filler words, grammatical errors, and
nonlinguistic utterances. Each speaker is sequentially labeled (e.g.,
S1 and S2) according to the order in which they first started to
speak in the interview, with S1 typically being a research team
member. The transcripts are also detailed with timestamps at the
second-level accuracy. The transcript is divided into entries, with
each entry representing a change in the speaker. For illustrative
purposes, a fictional example of an open-ended interview
transcript, demonstrating this format, is provided in Fig. 2.

Redaction of identifying information. Human editors from Tran-
scribeMe! carefully review the transcripts for protected health
information (PHI) and personally identifiable information (PII).
This includes names, geographic details smaller than a state,
specific dates related to individuals, contact information, and

S1: 00:00:30.345 So how have things been going for you lately?

S2:00:00:33.043 Good.

S1:00:00:35.019 Good? What kinda things have you been up to?

S2:00:00:38.524 Um, well, uh, I don't know. Not much.

S1:00:01:02.706 Not much? How about, like-- what kinda stuff did you do this summer?
S2:00:01:13.123 I went to {REDACTED} with my family.

S1:00:01:15.864 Oh, yeah. What kinda things did you do there?

S2:00:01:22.435 Well, we went to the lake, and we, like, we, we paddle boarded there, and we

swam with my g-grandma--

Fig. 2 A fictional example of an open-ended interview transcript complete with speaker labeling, timestamps, verbatim encodings, and

redactions.
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Fig. 3 Audio files undergo a series of processes to identify acoustic features. Zoom allows the audio from each speaker to be saved to
separate files, here labeled Recording file 1 and Recording file 2. These files are then renamed S1 and S2, corresponding to the order in which
the participants speak, with S1 designating the first speaker and S2 the second. During a pre-processing step, a step function is used to
identify valid speech signals. The resulting recordings are used to extract two types of acoustic features: low-level descriptors (LLDs) and
higher-level ‘functional’ features, the latter of which represents global properties of a participant’s acoustic signal.

any unique identifying numbers (see Supplemental Materials for
the PII/PHI redaction guidelines used in this project). Redacted
information is initially marked with curly brackets, which are later
replaced with the word “REDACTED.” To avoid introducing
inconsistencies or artifacts into the dataset, redacted words are
not replaced with descriptive placeholders (e.g. replacing
‘Atlanta’ with {CITY} or a different city like {CHICAGO}), as such
substitutions could affect measures of interest such as vague-
ness, concreteness, and conceptual coherence. Preliminary
findings suggest that large language models (LLMs) interpret
the symbol ‘{REDACTED} as indicating omitted content, and
therefore it is unlikely to significantly impact analyses involving
LLMs. An analysis of the AMP SCZ Release 2 data revealed that
only 0.17% (SD =0.0038) of words were redacted, suggesting
minimal potential impact on overall results. Interestingly,
redactions were significantly more frequent in Open interviews
(M=0.00278, SD=0.000135) than in PSYCHS interviews
(M =0.000830, SD=0.000099), t(19,997)=11.853, p<0.001,
indicating that participants disclosed more PIl during Open
interviews than during PSYCHS interviews.

Quality control and transcript review process. Once the transcripts
are generated and stored on a TranscribeMe! server, they are
downloaded back to the aggregate server data lake as part of the
AVL pipeline. Here, further QC measures are applied, assessing
aspects such as the percentage of redacted utterances, inaudible
words (i.e., words that the transcribers could not identify), number
of speakers, number of words per speaker, and the total number
of conversational turns (see Table S1 for a full list of the variables
and the range of acceptable values). Values outside the
established acceptable ranges are highlighted in DPdash mana-
ged so that they can be easily detected by study staff.

As an additional layer of QC, the first ten transcripts from each
site are sent back to the Box and Mediaflux cloud storage services
for further review by staff at the data acquisition sites. These
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additional checks confirmed that the transcription service’s Pll/PHI
redaction guidelines were applied reliably. If any instances of
missed PHI/PIl were identified during the review process, feedback
was provided to TranscribeMe! to help prevent similar errors in the
future.

Speech acoustics processing

The processing of speech acoustics in this project is designed to
provide a relatively full characterization of each speaker’s acoustic,
prosodic, and voice quality features. The extraction of these
features is based on the diarized audio files (one for each speaker
in the interviewer) generated from the open-ended and PSYCHS
Zoom interviews.

Acoustic preprocessing. The audio files are first converted to WAV
format at 44.1 KHz using the ffmpeg library. Praat (Version 6.3.17%>;
is then employed to detect silences and sounds, setting a minimum
pitch threshold of 75 Hz and a silence threshold of —25 dB. Silences
under 200 ms are not classified as pauses but are labeled as speech.
Further, since the assignment of pauses by one speaker depends on
the voice activity of the other speaker, no pause is assigned
following an interruption when the other speaker is actively talking.
While the interruption or speech sound is still considered a valid
signal, it does not result in a subsequent pause.

The voice and pause signals from all participants are further
aligned to ascertain which segments are relevant for feature
extraction, utilizing binary step functions to avoid the misattribution
of pauses. This process creates individual audio files for each
speaker, as well as an audio file containing all participants present
during the interview (see Fig. 3).

Feature extraction/generation. For the extraction of acoustic
features, we utilize Praat v6.3.17%°> and openSMILE-python
v2.42%%. The feature set includes a combination of
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Fig. 4 Face processing involves a sequence of four stages: face detection, landmark detection, face pose detection, and action unit detection.

ComParE_2016%" and eGeMAPSv02?8, covering four domains:
cepstral (e.g., mel frequency cepstral coefficientslMFCC]), spectral
(e.g., harmonicity), prosodic (e.g. loudness variation), and voice
quality (e.g., jitter). This composite feature set has proven effective
in characterizing CHR individuals'”. The extraction process is
twofold. Initially, low-level descriptors (LLDs) are extracted every
10 ms in 20 ms windows, including labels for each participant based
on their speaking time (see Fig. 3). This approach facilitates
integration with other modalities, such as video features used to
specify facial expressions. Secondly, global features, or ‘functionals,
are extracted for each participant, representing summary statistics
of the LLD features (N=6443) over the entire duration of the
interview.

Additional temporal features are computed, focusing on speech
tempo given its relevance to emotion analysis and negative
symptoms in CHR individuals'®, as well as the detection of syllables
along with their duration?®. These examinations involve analyzing
the distribution of pause durations with respect to eight functional
measures including median, interquartile range, 5th and 95th
percentiles, skewness and kurtosis, and total number of samples’®.
Speech rate and articulation rate are also calculated, with and
without pauses.

Post-processing. Upon completion of preprocessing and feature
extraction, two sets of files are generated for each recording: one
containing all LLD features (N = 85 features) for all participants in a
speech task and a second CSV file for each participant with the
functional features (N=6461 features). This comprehensive
analysis provides a detailed characterization of the acoustic
features of participants’ speech.

Facial feature extraction

The extraction of facial features is designed to accurately capture
and characterize the nuanced facial movements of participants
during the interviews. This process, specifically applied to Zoom
video files, is carried out through a four-step sequence, as
illustrated in Fig. 4.

Ethics declaration. The individual depicted in the identifiable

image included in this manuscript is an author of the paper and
has provided informed consent for the publication of their image.
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Face detection. The first step involves detecting faces in each
video frame using MediaPipe’s (version 0.9.2.1) Face Detection
algorithm3°, an approach that supports multiple faces—a crucial
feature for interviews with two or more participants. To ensure
complete coverage of detected faces, we adjust the facial regions
of interest (ROIs) by stretching their width and height through a
scalar factor, thereby avoiding any improper cropping and
ensuring full facial coverage.

Landmark detection and face pose detection. The extraction of
facial landmarks and poses involves two processes. Firstly, a dense
estimate of the 3D surface of the face is computed from 2D
coordinates in the image plane. MediaPipe’s Face Mesh algo-
rithm3! implementation of this process results in 468 landmarks.
Second, a similarity transformation (translation, rotation, and
isotropic scaling) is used to estimate the orientation of the face,
and hence its pose.

Action unit detection. The last module in the pipeline estimates
the intensity of facial muscle actions (action units), which are
components of basic facial expressions and emotions32. This
module is implemented using Py-Feat’s (version 0.5.1) XGBoost
model. Since Py-Feat modules work with a sparser landmark
representation (N = 68), we provide a subset of the 468 detected
landmarks from MediaPipe to Py-Feat.

Algorithm choices. The choice of face-processing software is
guided by the need to balance efficiency and accuracy. While
MediaPipe offers robust solutions for the initial stages of our
pipeline, it does not offer a solution for the generation of facial
action units. To fill this gap, we incorporated Py-Feat. Py-Feat
could have been used for the initial stages of the pipeline, but its
execution time is not optimal. We also evaluated OpenCV’s
solvePnP for face pose detection (https://opencv.org/). While
solvePnP is fast, its performance is less reliable than other
programs tested. Due to this and the fact that face pose is already
embedded in MediaPipe’s Face Mesh, we opted for the latter
algorithm. Our pipeline thus integrates what we determined to be
the best modules from different toolboxes.

Integration of facial and speech features. To effectively combine
facial features with speech-based data, we use all of the frames in
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the video to extract facial features in 40 ms windows, which is
possible because the videos are recorded at a rate of 25 frames
per second. The extracted data includes coordinates and
dimensions of face ROIs, confidence levels for face detection,
head orientation angles (pitch, roll, and yaw), and the intensity of
action units, with the exception of action units 7 and 20 due to
poor estimation. For each window, we also know the frame index,
and the number of faces detected. The detailed analysis of
features are aligned with features generated from language and
speech acoustics to enable a cross-model characterization of the
communicative context. It is worth mentioning that this cross-
model integration is not available at our data submission to the
NDA, but it could be straightforwardly achieved by a researcher
with access to the data by using the provided timestamps.

MITIGATING THREATS TO DATA QUALITY

The AVL processing pipeline is a complex system susceptible to
various challenges. These challenges can range from recording
issues like echoes and microphone malfunctions to procedural
errors such as incorrect Zoom settings or file misplacements. To
address and minimize these challenges, we implemented two
primary strategies: comprehensive training and vigilant monitor-
ing of the AVL pipeline.

Training and certification

Training sessions for conducting Open and PSYCHS interviews are
organized in a group format across all sites. These sessions cover
not only the interview techniques but also standard data
collection procedures as outlined in the SOP. Key aspects of this
training include equipment setup, optimizing video and audio
settings, and data uploading protocols.

Interviewers are instructed to use study identifiers instead of
participant names during recordings to protect participant
identities. They are also guided to pause rather than stop
recordings during interviews to maintain continuity. For interviews
conducted over multiple days, the pipeline considers only the first
session. Even if the interview questions are continuous, sessions
held on different days represent inherently distinct language
samples, as symptoms and mood can fluctuate over time. Simply
concatenating these sessions could negatively impact statistical
analyses examining relationships between different parts of the
interview.

Post-training, staff undergo individual certification processes,
which assess their proficiency in interview techniques and
adherence to SOP procedures. Knowledge of settings is verified
through demonstrations, and open-ended interview style compe-
tency is evaluated using mock interviews scored against a specific
rubric (see details in Supplemental Materials, Table S2). PSYCHS
competency is assessed separately, as described in the companion
paper in this special issue on clinical assessments?2,

Manual and automated quality control

To safeguard data quality, we developed an automated organiza-
tion, processing, and quality control of the data system. The code
for this system flags major upload issues such as missing files from
one of the modalities, incorrect file formats, or missing metadata,
which are then corrected manually. If no fatal flaws are discovered,
it maps the interview date to a study day corresponding to the
number of days since the participant consented to study
participation. This format prevents revealing potentially identifi-
able real-date information while maintaining an invertible
mapping to the stored raw data. The QC variables calculated for
language, speech acoustics, and facial processing are displayed on
the DPdash system, using color coding for easy identification of
potential issues. Regular summaries of these data are circulated
among project staff for central monitoring. Additionally, weekly
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QC meetings involving the two research networks and the DPACC
are held to review reports and troubleshoot and strategize
solutions.

ETHICAL CONSIDERATIONS

The collection and analysis of audiovisual data in the AMP SCZ
study necessitates careful consideration of several ethical issues.
These include privacy concerns, potential bias, partnerships with
individuals and communities, data ownership, and maintaining
equity and inclusion, especially in the face of possible biases in
computational models.

Privacy considerations

Given that the data will be stored at the National Institute of
Mental Health Data Archive (NDA) and made available to the
wider research community, there are considerable privacy
concerns. To minimize the risk of identifying individuals, the raw
audiovisual data are not stored. Instead, tools such as PRATT,
OpenSMILE, MediaPipe, and Py-Feat are utilized to extract
standard acoustic and facial expression variables. Although
cepstral (vocal) features and facial landmarks could potentially
identify individuals, reconstructing someone’s identity from these
variables is highly challenging. Furthermore, all transcripts
processed by TranscribeMe! are thoroughly de-identified prior to
archiving. The process is augmented by manual spot-checks at
each site to ensure that any PHI or Pl is effectively redacted.

As advancements in computational tools emerge, revisiting
some of the original raw audio and video files for further analysis
could be considered. Such re-analyses could be achieved through
direct collaboration with the research networks. Alternatively, to
allow for such future analyses, we aim to implement in
coordination with the NDA a privacy-preserving Federated
Learning approach>>. Such an approach would allow for additional
fine-tuning of the features extracted and could be used to
improve the models by providing only abstract information as in
the current approach, but in an iterative learning framework>*.

Partnership and data ownership

The AMP SCZ consortium includes a diverse group of stake-
holders, including individuals with lived experiences (see also in
this volume®*: and partnerships with organizations such as the
National Alliance on Mental lllness (NAMI). These collaborations
have been instrumental in shaping the design of our study,
underscoring our dedication to inclusive research practices. To
ensure data transparency and availability, we publish SOPs on the
AMP SCZ website and facilitate access to the data via the NDA.
Moreover, participants are provided access to their personal data,
including smartphone data and daily diaries, further emphasizing
our commitment to transparency and participant engagement.

GRAMMATICAL PROFILING OF THREE LANGUAGE SAMPLE
TYPES TO DISTINGUISH CHR FROM CC INDIVIDUALS

Research has consistently demonstrated that the language
produced by individuals with schizophrenia differs systematically
from that of healthy controls>3*%*”. Two of the most widely
replicated linguistic features are the overuse of pronouns—
particularly first-person singular forms—and reduced syntactic
complexity, especially a lower frequency of embedded
clauses®®41, These patterns have been observed across a broad
range of clinical populations. Pronoun overuse has been reported
in individuals with schizophrenia**=**, schizophrenia-spectrum
disorders*, individuals experiencing first-episode psychosis
(FEP*=%8  and individuals with formal thought disorder®. This
convergence suggests that elevated pronoun use—especially of
the first-person singular—may represent a transdiagnostic marker
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Fig. 5 Pipeline for extracting grammatical features, syntactic dependencies, and parts of speech from language samples to assess their ability

to distinguish CHR individuals from CCs.

across the psychosis continuum. Likewise, reductions in syntactic
complexity have been documented in chronic schizophrenia®®->2,
schizophrenia-spectrum disorders®, first-episode psychosis>3, and
in formal thought disorder’*>>. These findings indicate that
disruptions in grammatical organization may serve as an
additional candidate biomarker of psychosis risk.

Despite the consistency of these findings, most studies have
focused on individuals in later stages of illness. For linguistic
features to function as early indicators of psychosis, it is essential
to determine whether they are also present in CHR—those who
exhibit early signs of vulnerability but have not yet transitioned to
full psychosis.

A notable study by Corcoran et al'% found that pronoun usage
predicted conversion among CHR individuals. Interestingly, rather
than overusing pronouns, CHR converters showed a reduction in
overall pronoun use. Similar reductions have been reported in
other studies***>>, Furthermore, inconsistencies remain regard-
ing whether elevated pronoun use is limited to first-person forms
or extends to second- and third-person usages>°4%>’, Inconsis-
tencies have also been observed in measures of syntactic
complexity. These divergences raise two key issues. First, while
increased pronoun use and reduced syntactic complexity are
frequently observed, they are not universal®®. Second, such
discrepancies may reflect differences in clinical subgroups—or
variation in language elicitation methods.

NLP techniques, including automated grammatical parsing,
offer scalable tools for examining referential and syntactic
patterns across large language samples. In the present study, we
apply these tools to investigate pronoun use and syntactic
complexity in individuals at CHR for psychosis. Unlike prior studies,
which primarily focus on individuals with established diagnoses,
our emphasis is on those at elevated risk but who have not yet
converted. Detecting these features in CHR individuals—even in
attenuated form—would support their use as early linguistic
markers of illness onset. Crucially, our study also allows us to
examine the influence of task type on the measurement of these
markers. Prior studies of pronoun use have employed a range of
elicitation methods, including spontaneous monologues*?, emo-
tionally evocative narratives*®, open-ended interviews'?, free
speech®, picture description tasks*®, autobiographical and dream
narratives**>8, and structured interviews>®. Studies of syntactic
complexity have used similarly diverse tasks, including structured
interviews*'°%%, narrative retellings>, picture-sequence descrip-
tions38>1535460 and free-form conversations®2,

These tasks differ in cognitive demands, emotional salience, and
discourse structure, all of which may influence language produc-
tion and the reliability of derived linguistic markers. A strength of
the present study is its use of multiple language-sampling
contexts—including structured interviews, open-ended inter-
views, and audio diaries—enabling a more rigorous test of the
robustness and task sensitivity of linguistic features associated
with psychosis risk.
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Methods

Participants. Language samples were collected from participants
enrolled in the Accelerating Medicines Partnership® Schizophrenia
(AMP® SCZ) project. All participants completed PSYCHS assess-
ments, open-ended interviews, and audio diaries. Transcripts were
obtained from AMP SCZ Public Data Release 3.0 and are available
through the NIMH Data Archive (NDA) via the AMP SCZ public
website. The dataset includes 172 individuals identified as being
CHR and 43 CC participants. All participants provided oral and
written informed consent in accordance with institutional review
board guidelines. The project was approved by the governing
institutional review board at each site and is registered at
clinicaltrials.gov (NCT05905003).

Procedures. The full pipeline for language sampling, processing,
and subsequent NLP and ML classification is depicted in Fig. 5. The
process begins with the collection of recorded language samples.
Manual transcription is conducted on the first 30 min of the
interview by trained human coders by the HIPAA-compliant
transcription service company TranscribeMe!. As shown previously
in Fig. 2, the transcripts are partitioned by speaker. The person
who speaks first is labeled S1, and the person who speaks second
is labeled S2, and so on. In further analyses, the labels S1 and S2
are identified with respect to their role in the conversation.
Typically, S1 is the interviewer and S2 is the interviewee, but this is
not always the case. The process of assigning conversational roles
is conducted using the LLM, LLaMA 3, based on 70 billion
parameters®', run locally on an offline machine (i.e., no data were
shared with Meta). LLaMA 3 is provided with sequences of
conversation between speakers and asked to determine whether
S1 is the interviewer and S2 is the interviewer or S1 is the
interviewee and S2 is the interviewee. LLaMA 3’s answers to these
yes-no questions are consequently used to assign the conversa-
tional roles of interviewer and interviewee to the labels ST and S2.
When LLaMA 3's judgments were compared against those of a
human, it performed with greater than 98% accuracy on a set of
200 transcripts.

After assigning speaker-role information, we proceeded with
the extraction of linguistic features. Transcribed speech samples
from both CHR and CC participants were processed using the
Stanza NLP toolkit®2. The feature set included all syntactic and
lexical variables identified by the parser that appeared with non-
zero counts in at least half of the participants, resulting in a total of
102 linguistic features. Of these, 77 features were derived from the
Universal Dependencies (UD) framework, a cross-linguistic initia-
tive that provides a consistent set of syntactic categories and
dependency relations for grammatical annotation®®. The remain-
ing 24 features were based on the Penn Treebank (PTB) part of
speech tagset, which was developed to annotate English corpora
with fine-grained lexical and syntactic categories®. A complete list
of the extracted features, along with their corresponding tags and
illustrative examples, is provided in Appendix A.

To assess whether the frequency of linguistic features differs
between CHR and CC participants, it is essential to account for
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Fig. 6 ORs for grammatical features, syntactic dependencies, and parts of speech across three language sample types—PSYCHS
interviews (blue), open-ended interviews (green), and audio diaries (audio). An OR of 1 indicates no association with CHR status. ORs
greater than 1 suggest that higher feature values are associated with increased odds of being classified as CHR, while ORs less than 1 indicate

uyn

a negative association. Features marked with an “x” were statistically significant based on the Wald z-test.

variation in interview length. This was accomplished by comput-
ing standardized residuals, a widely used approach for evaluating
cell-level differences in contingency tables. In this context, the
frequency matrix is structured with participants as rows and
linguistic features as columns, where each cell represents the
observed count of a specific feature for a given participant. To
normalize these counts, we first compute the raw residuals by
subtracting the expected frequency from the observed frequency
in each cell. However, raw residuals are not directly comparable
across cells, as their magnitude depends on the scale of the
expected count—an absolute difference of 10 may be meaningful
in one context but negligible in another. To address this, each raw
residual is divided by the square root of its expected frequency,
yielding a standardized residual. This transformation adjusts for
cell-wise variability and allows residuals to be compared on a
common scale. Under the null hypothesis of independence, these
standardized residuals approximately follow a standard normal
distribution®”, enabling the use of parametric statistical methods
in subsequent analyses.

With standardized residuals computed, logistic regression was
used to evaluate how well each linguistic variable, on its own,
could predict whether an individual was classified as CHR or CC.
For each feature, an odds ratio (OR) was calculated to indicate the
change in the odds of being CHR associated with a one-unit
increase in that feature. An OR greater than 1 suggests that higher
values of the feature increase the likelihood of CHR classification,
while an OR less than 1 indicates a decreased likelihood of being
CHR (and thus a higher likelihood of being CC). The statistical
significance of each feature was assessed using the Wald z-test
applied to the regression coefficient. A significant result provides
evidence that the feature is reliably associated with CHR status.

Results and discussion

Figure 6 illustrates how specific linguistic features relate to the
likelihood of an individual being classified as CHR for psychosis.
The figure shows ORs for grammatical features, syntactic
dependencies, and parts of speech across three different types
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of language samples: PSYCHS interviews (blue), Open interviews
(green), and audio diaries (orange). An OR of 1 suggests no
association with CHR status and values greater than 1 indicate that
higher values of a given feature increase the odds of being CHR,
while values less than 1 imply that higher values of the feature are
associated with lower odds of CHR status and increased odds of
being CC status.

As predicted, CHR individuals produced more pronouns than
CC. This increase was not limited to a single type of pronoun but
extended across a broad range of grammatical features, suggest-
ing a widespread alteration in how CHR individuals refer to
themselves and others in speech. Across at least two elicitation
methods—PSYCHS interviews, Open interviews, and audio diaries
—pronoun-related features yielded ORs greater than 1. In other
words, higher pronoun usage was more typical of CHR individuals
and reduced the likelihood of classification as CC. Several specific
linguistic features supported this pattern. The personal pronoun
(PRP) category showed strong effects in both the PSYCHS and
Open interviews (p < 0.00001 and p = 0.000315, respectively), with
a marginal trend in the Diaries (p=0.09923). Similarly, the
personal/possessive determiner (Prs) category was significantly
elevated in CHR speech in the PSYCHS (p <0.00001) and Open
interviews (p = 0.00029), though not in the Diaries (p = 0.19902).
Features marking grammatical case reinforced the trend. Use of
nominative case (Nom) pronouns—typically indicating subject
position—was significantly higher in CHR speech in both PSYCHS
(p <0.00001) and Open interviews (p = 0.00271), but not in Diaries
(p =0.52264). Accusative case (Acc) pronouns—marking object
position—were significantly elevated in all three contexts:
p =0.00082 (PSYCHS), 00059 (Open), and 0.00267 (Diary). Other
features added support, especially in the PSYCHS samples. Neuter
gender (Neut) and third-person perspective (P3) both reached
strong significance in PSYCHS (p <0.00001 for each), though
effects were weaker or nonsignificant in the Open and Diary
samples. Not all pronoun-related features followed this pattern.
First-person (P1) and second-person (P2) pronouns did not differ
reliably between CHR and CC groups. For P1, p-values were
0.18292 (PSYCHS), 0.09683 (Open), and 0.83267 (Diary); for P2,
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Table 2. Mean number of words, sentences, and words per sentence for each interview with associated standard deviations.

Group N Words (M + SE) Sentences (M * SE) Words/sent (M + SE)
PSYCHS CHR 172 2192.81+103.12 256.06 £ 8.76 8.51+0.391

cC 43 1209.26 + 160.04 185.05+ 1245 5.55+0.464
Open-ended CHR 172 2249.22 +118.09 186.26 £ 6.23 12.28+0.372

cC 43 2556.12 £ 137.69 202.05+10.72 12.98 + 0.427
Audio diary CHR 172 6373.29 £ 1014.64 507.14 +79.36 12.85+0.273

CcC 43 4140.14 £ 1265.84 347.81+£111.41 11.70 £ 0.658

none of the effects reached significance. This finding diverges
from meta-analyses by Elleuch et al. (2025), which reported
increased first-person pronoun use among individuals with
schizophrenia®®. Additionally, the UD PRON tag showed only
marginal significance in the Diary samples (p = 0.05234) and was
nonsignificant in PSYCHS (p=0.13901) and Open (p =0.75338)
interviews. Despite some inconsistencies across individual features
and contexts, the overall direction of effects across multiple
grammatical categories—PRP, Prs, Nom, Acc, Neut, and P3—was
largely consistent: greater pronoun use was associated with
increased psychosis risk. This convergence suggests that altera-
tions in pronoun usage may reflect deeper disruptions in
perspective-taking and discourse structure, potentially serving as
a meaningful linguistic marker of emerging psychopathology.

Contrary to expectations, we found evidence for higher—not
lower—syntactic complexity among CHR individuals. However, as
we discuss below, this effect likely reflects differences in the
amount of language elicited from CHR and CC participants across
the different elicitation methods. The strongest indicators of
increased complexity were grammatical features associated with
syntactic embedding. Four features stood out: markers (mark),
adverbial clausal modifiers (advcl), infinitive forms (Inf), and open
clausal complements (xcomp). In addition, increases in the use of
verbs (VERB & VB) offered indirect support for heightened
syntactic complexity, as embedded structures require additional
verb phrases. In all cases, ORs exceeded 1.0, indicating that more
frequent use of these features was associated with higher odds of
CHR classification.

For example, marker dependencies (mark)—significant in both
the PSYCHS (p = 0.0107) and audio diary conditions (p = 0.02082)
—typically involve subordinating conjunctions such as “that,” as in
“He says that the party will be canceled.” Adverbial clausal
modifiers (advcl), which were also significant in PSYCHS
(p =0.02015) and diaries (p =0.00967), appear in constructions
like “She left because she was tired,” where the embedded clause
modifies the main clause. Infinitive constructions (Inf) were
elevated in CHR speech in both PSYCHS (p = 0.04103) and audio
diaries (p =0.00769), as in “She hopes to win the competition.”
That same sentence also illustrates an open clausal complement
(xcomp)—which reached significance in PSYCHS (p = 0.00606)—
where the verb “win” is syntactically dependent on the matrix verb
“hopes.” Finally, CHR individuals used more verbs than CC
participants, as indicated by increased frequencies of the VERB
part of speech tag in PSYCHS (p=0.0088) and audio diaries
(p =0.04265), and of the base verb form (VB) tag in PSYCHS
(p =0.04552) and diaries (p = 0.01256).

In contrast, several other embedding-related features, where
differences might have been expected,showed no evidence of
differential usage between CHR and CC individuals. These
included clausal subjects (csubj), nominal relative clauses (acl:-
relcl), relative pronouns (rel), and clausal complements (ccomp).
The one exception was csubj, which reached significance in the
open interviews (p = 0.03548) but not in the PSYCHS (p = 0.43062)
or audio diary conditions (p = 0.41783). Notably, all of these non-
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significant features were associated with ORs below 1.0. Had they
been significant, they would have suggested reduced syntactic
complexity among CHR speakers. One possibility is that these
features are beginning to decline in CHR speech—consistent with
prior reports of syntactic simplification—but have not yet
diminished enough to yield statistically robust effects.

Where significant differences did emerge, the grammatical
profile pointed to increased syntactic complexity in CHR speech.
However, this interpretation is complicated by differences in
speech quantity. During the structured PSYCHS interviews, CHR
participants were considerably more talkative (see Table 2),
producing an average of 2193 words and 256 sentences,
compared to 1209 words and 185 sentences for controls. This
greater output naturally inflated their average sentence length—
with 8.51 words per sentence for CHR vs 5.55 words per sentence
for controls—with all group differences highly significant
(p <0.0001). In contrast, CHR and CC participants produced similar
amounts of language during the open-ended interviews: approxi-
mately 2249 words and 186 sentences for CHR, and 2556 words
and 202 sentences for CC. With output essentially matched, no
group differences in sentence length or syntactic complexity were
observed. The audio diaries fell in between. Although word and
sentence counts were comparable, CHR participants produced
slightly longer sentences (12.9 vs 11.7 words), an effect that was
only marginally significant (p = 0.071).

Greater syntactic complexity in CHR speech seems to arise
chiefly when CHR and control participants differ in how much they
say. During PSYCHS interviews, CCs often answered probes like
“Have you ever felt suspicious of other people?” with a terse “No.”
The parser tagged these single-word replies as interjections (INTJ,
e.g., uh), accounting for their higher frequency in control speech
in the PSYCHS (p < 0.0001). CHR participants, by contrast, typically
offered longer, more nuanced answers; that extra verbal output
appeared to introduce more embedded clauses and other signs of
syntactic elaboration.

Not every grammatical feature was amplified in CHR speech;
several, in fact, declined. Adjectives appeared less often: in the
Universal tagset (ADJ) this drop reached significance in the Open
interviews (p =0.021) and the audio diaries (p =0.015), and the
same pattern held for the PTB tag JJ (p=0.034 and 0.008,
respectively). The adjectival-modification dependency amod
echoed the decline in the Open interviews (p =0.013). Adverbs
showed a similar contraction. Both the Universal ADV tag and the
PTB RB tag fell significantly in PSYCHS (p =0.032 for both) and
even more sharply in the open interviews (p <0.001), while the
advmod dependency confirmed the reduction in the open
interviews (p =0.006). Nouns, too, thinned out: overall noun
frequency (NOUN) decreased in the open interviews (p = 0.042)
and trended downward in the diaries, and plural nouns (NNS)
were notably lower in PSYCHS (p=0.050) and in the diaries
(p =0.017). Together, these converging reductions—in nouns,
their adjectival modifiers, and adverbs—point to a broader
attenuation of descriptive detail in CHR speech.
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Overall, there was a moderate degree of consistency in the
prevalence of linguistic features across the different language
elicitation methods. As shown in Fig. 6, ORs from the PSYCHS and
Open-ended interviews were strongly correlated, r(99) =0.577,
p <0.0001, indicating substantial agreement. A similarly strong
correlation was observed between Open-ended interviews and
Audio diaries, r(99) = 0.468, p < 0.0001. In contrast, the correlation
between PSYCHS and Audio diaries was weaker, though still
statistically significant, r(100) =0.217, p=0.029. These findings
suggest that while there is meaningful overlap in the linguistic
patterns captured across tasks, the method of language elicitation
can substantially influence which features are detected.

CONCLUSION

The language sampling methodologies implemented in the AMP
SCZ demonstrate how large-scale language collection efforts can
be successfully carried out. The initial analysis of data generated
through this initiative illustrates how grammatical profiling may
be used to identify individuals at risk for psychosis.

A particularly robust and consistent finding was the increased use
of pronouns among CHR participants. This elevation remained
statistically significant even after adjusting for overall speech volume,
suggesting that it was not merely a by-product of verbosity. Notably,
the increase extended beyond first-person pronouns. CHR individuals
showed elevated usage across a broad set of grammatical categories
—including personal, possessive, nominative, accusative, neuter, and
third-person forms—indicating a generalized disruption in referential
processes and perspective-taking rather than a narrowly focused
amplification of self-reference.

In contrast, the evidence for increased syntactic complexity
among CHR individuals was more context dependent. While initial
analyses pointed to greater grammatical elaboration, particularly
through embedded clauses and subordinating constructions, this
effect was largely confined to settings where CHR participants also
spoke more. When verbal output was more closely matched, as in
the open-ended interviews, no meaningful differences in com-
plexity were observed. These findings suggest that syntactic
complexity may be driven more by task structure and speech
volume than by inherent grammatical differences.

Together, these results support two central conclusions. First,
pronoun overuse emerges as a stable and context-independent
linguistic marker of psychosis risk. Its presence across elicitation
contexts and independence from speech quantity suggest it may
reflect a fundamental shift in language use during early illness
stages. Second, syntactic complexity should be interpreted with
caution. Although it may appear elevated in certain contexts, this
effect is likely a by-product of greater verbal engagement rather
than an intrinsic linguistic feature of CHR individuals. As psychosis
progresses and speech becomes more limited, syntactic complex-
ity may diminish, consistent with previous findings in chronic
psychotic disorders. Further, participants included in this study
contributed all three language samples, including daily diaries.
However, those who declined to complete diaries may represent a
subgroup characterized by reduced verbal output, and, in turn,
reduced complexity, which was not captured in this analysis.

Beyond the rise in pronouns and certain embedded-clause
constructions, CHR speech also shows marked decreases in
content words—most notably adjectives and adverbs, and to a
lesser extent nouns. These changes are likely interdependent:
fewer nouns reduce opportunities for adjectives to serve as
modifiers and may encourage substitution with neuter pronouns
such as it in place of missing referents. The combined decline in
adjectives, adverbs, and nouns—paired with a surge in pronouns
—suggests a shift away from words whose meaning is inherent
(e.g., nouns, adjectives, and adverbs) toward words whose
meaning depends heavily on context (e.g., pronouns). Even the
observed increase in syntactic complexity may be partly
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compensatory, as speakers lengthen sentences and embed more
clauses to express ideas that would otherwise rely on a richer
stock of precise content words.

Ultimately, the findings underscore the potential of everyday
language as a non-invasive and scalable marker of emerging
psychopathology. Advances in NLP and Al now enable the
identification of such subtle features. By combining robust
collection protocols with computational analysis, this study
demonstrates the feasibility of using speech as a clinically
informative biomarker—one that may help identify individuals
at risk for psychosis well before overt symptoms emerge.
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