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Predicting new unseen data using only wastewater process inputs remains an open challenge. This
paper proposes lifelong learning approaches that integrate long short-term memory (LSTM), gated
recurrent unit (GRU) and tree-based machine learning models with knowledge-based dictionaries for
real-time viral prediction across various wastewater treatment plants (WWTPs) in Saudi Arabia.
Limited data prompted the use of a Wasserstein generative adversarial network to generate synthetic
data from physicochemical parameters (e.g., pH, chemical oxygen demand, total dissolved solids,
total suspended solids, turbidity, conductivity, NOo-N, NOs-N, NH,4-N), virometry, and PCR-based
methods. The input features and predictors are combined into a coupled dictionary learning
framework, enabling knowledge transfer for new WWTP batches. We tested the framework for
predicting total virus, adenovirus, and pepper mild mottle virus from WWTP stages, including
conventional activated sludge, sand filter, and ultrafiltration effluents. The LSTM and GRU models
adapted well to new data, maintaining robust performance. Tests on total viral prediction across four
municipal WWTPs in Saudi Arabia showed the lifelong learning model’s value for adaptive viral particle

prediction and performance enhancement.

Reclaimed wastewater is becoming increasingly important to circumvent
water scarcity', particularly in regions with constrained access to natural
water sources. As a climate-resilient resource, treated wastewater can help
reduce dependency on traditional water sources. Accurately predicting and
assessing the removal efficiency of viral particles in municipal wastewater
treatment plants is necessary for effective health risk management, the
prevention of food contamination, and the maintenance of the ecological
integrity of water resource recovery processes. Strict water quality mon-
itoring is necessary to guarantee its safety when reusing it. However, viral
particles are very small, which makes them more difficult to remove than
other biological contaminants in conventional wastewater treatment, and
they must be monitored to ensure the effectiveness of the treatment and the
safety of the reclaimed water. Methods used in wastewater-based epide-
miology are tedious, highly specific, and time consuming™, underscoring
the urgent need for more advanced and efficient monitoring approaches.
These methods also do not reflect the measurement of the wastewater

process variables in real-time streaming, as the water samples are collected
on-site and then measured in off-site laboratory analysis™. Soft-sensor
algorithms based on accessible physicochemical water quality measure-
ments must be developed to accurately predict and monitor viral particles
and to support plant operators in water resource recovery facilities (WRRFs)
in alleviating these issues.

Efforts have been made to develop model-based and learning-based
methods to describe the physicochemical and biological interactions
between water-quality parameters and bacterial cells or viral particle con-
centrations, and to assess these concentrations’™'. However, developing
model-based estimation approaches presents several challenges, including
difficulties related to accurate system identification and process model
representation. To address these issues, data-driven approaches can bypass
traditional analytical and model-based design techniques by learning
input-output relationships and capturing dominant patterns in wastewater
treatment plants (WWTPs) (see, e.g>*'**", and references therein).
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Machine learning (ML) algorithms have found extensive application in
diverse domains and contexts'*>'. These ML algorithms, including linear
regression, ensemble learning, decision trees, and neural networks, have
proven particularly promising for processing input-output relationships
from data and performing predictions. In the context of WWTPs, some
studies have specifically focused on the quantification and estimation of
bacterial concentrations and viral particle estimation using data-driven
methods. For instance, the authors in refs. 5,10 proposed ML models based
on ensemble learning, decision trees, and neural network algorithms to
effectively estimate bacterial concentrations. The authors in ref. 11 proposed
data-driven modeling based on a linear regression model, artificial neural
network, and random forest to estimate two indigenous viruses—PMMoV
and Norovirus GII—in a pilot-scale municipal anaerobic membrane was-
tewater bioreactor to verify their corresponding log reduction value (LRV).
These data-driven methods have been demonstrated to improve water
quality monitoring and improve the estimation performance of micro-
organism concentrations from influent and effluent wastewater processes.

In previous studies, model development has often been limited by an
isolated learning framework that relies on training, testing, and validating
models using only historical data while intrinsically assuming a strong
correlation between input and output datasets. This assumption often
breaks down when applied to new datasets that were not used during model
development. Moreover, isolated learning strategies are vulnerable to pro-
cess drifts caused by distribution shifts and differing time scales of unseen
datasets in various WWTPs. Factors such as environmental variability,
uncertainty in sensing (e.g., sensor drift and faulty sensors in different
treatment processes), variability in water quality input parameters, and
equipment degradation introduce significant uncertainties and distribution
shifts. Model generalization must be enhanced during deployment to ensure
consistent and reliable performance.

Model generalization plays a critical role in streaming process pre-
diction and the estimation of machine learning algorithms. It enables the
mitigation of distribution shifts and process drifts in diverse systems and
ensures reliable forecasting of previously unseen datasets. In wastewater
process modeling, the development of soft-sensing models that learn local
and global time series remains an open problem”’. Recently”, introduced a
calibration framework employing an out-of-distribution (OOD) general-
ization approach to address unbalanced distribution problems across dif-
ferent WWTPs by enhancing the data’s statistical distributional shift. This
approach effectively handles unseen datasets not encountered during model
development, thereby enhancing the model’s generalizability across differ-
ent WWTPs. However, this OOD method relies on confidence intervals of a
high probability measure of the data that need to be optimized to ensure that
the retraining phase occurs when new incoming samples contain new dis-
tribution information.

An alternative approach is streaming process prediction through an
incremental learning of predictive models on a batch-by-batch basis,
leveraging knowledge base adaptation. The lifelong learning framework (see
Text 2.2, Supporting Information) is a procedure that combines predictive
models and knowledge base adaptation™ . The efficient lifelong learning
algorithm (ELLA) and streaming modeling are well-known and effective
traditional lifelong learning methods that have been proposed for regres-
sion, classification, and decision-making problems involving online mod-
eling and control adaptation tasks (see’” and references therein). These
lifelong learning methods based on local and global knowledge transfer tasks
performed well, assuming that input and target output data are known.
However, the output measurement information is generally hard for most
industrial process applications to measure in real time. For instance, the viral
particle counts in wastewater treatment plants (WWTPs) are often mea-
sured offline via laboratory analysis and take a few hours. Streaming
modeling can adapt well in tracking the changes in system dynamics present
in most process dynamic characteristics, including wastewater matrices in
WWTPs, by updating the predictive model state and parameters compared
to ELLA™ . However, the streaming prediction performance fails when the
output is unknown and significantly degrades when the measurement

output is delayed due to its inherent local nature and nonadaptive design™.
The authors in ref. 25 proposed an effective lifelong learning based on linear
regression models. The core idea of this framework lies in integrating input
features in a dictionary learning that are updated over time, thereby
achieving the unsupervised knowledge transfer prediction of new data
batches without immediate output data™. This method allows new batches
to be predicted quickly using only process inputs before the corresponding
output measurements arrive, making it suitable for most industrial process
modeling and prediction characterized by time-varying dynamics and
feedback delays™. However, the linear regression models might not fully
capture the inherent complex dependencies and nonlinear dynamic chan-
ges such as transients and process shifts in WWTPs. Therefore, developing
an accurate and online adaptive predictive model that learns only new input
batches by knowledge transfer before the actual measurement output is
received, thereby providing a long-term time dependency while capturing
underlying nonlinear patterns, is essential for viral particle prediction
in WWTPs.

The main objective of this work is to enhance the model generalization
capabilities of the isolated learning models for new unseen WWTP datasets
that might encounter distribution shifts and process drifts in different
treatment processes using the lifelong learning framework. First, we
extended the existing linear lifelong learning to nonlinear lifelong learning
by integrating long short-term memory (LSTM, see Text 2.1.4, Supporting
Information), gated recurrent unit (GRU, see Text 2.1.5, Supporting
Information) and tree-based ML algorithms as predictors and base models.
This extension utilized the model adaptation mechanism by tailoring the
input features of the new unseen datasets to the LSTM and tree-based
knowledge base models to estimate the concentration with their corre-
sponding predictor models. Second, we conducted a comprehensive com-
parison of four ML models—partial least square (PLS, see Text 2.1.1,
Supporting Information), extreme gradient boosting (XGB, see Text 2.1.2,
Supporting Information), category boosting (CatBoost, see Text 2.1.3,
Supporting Information), GRU, and LSTM—to accurately predict total
virus (TV), adenovirus (AdV), and pepper mild mottle virus (PMMoV)
concentrations across two distinct wastewater matrices. Third, we validated
the model adaptation performance based on LSTM for predicting TV, AdV,
and PMMoV across different wastewater matrices, including conventional
activated sludge (CAS) process effluent (aerobic), sand filter effluent (sand),
and ultrafiltration effluent (MBR). Finally, we conducted model adaptation
tests for predicting TV particle concentrations across three wastewater
treatment processes (i.e., influent, aerobic, and sand) in four different
WWTPs (Plant A, Plant H, Plant P1, and Plant P2) that were geographically
located at different sites.

This work makes significant contributions to the existing literature.
The proposed lifelong learning-based LSTM and GRU models demon-
strated considerable adaptability across various sewage treatment plant
datasets and conditions. Despite the evident disparities in feature distribu-
tion among datasets from different sewage treatment plants, the model
progressively comprehended and adjusted to the data distribution of each
plant through multiple iterations of adaptive learning, thereby achieving
knowledge transfer and predictive optimization across different datasets.
This capability allows the model to sustain strong predictive accuracy and
flexibility in complex situations characterized by significant variations in
process drifts and data distributions. The findings of this work address the
potential to develop soft-sensors capable of handling static datasets while
simultaneously self-updating in response to dynamic and evolving data
environments, hence ensuring robust and efficient real-time viral particle
prediction across WWTPs.

Results

Brief overview of the lifelong learning framework

The lifelong learning framework comprises two key components: a local
machine learning (ML) predictor module and a knowledge-based adapta-
tion module incorporating a coupled dictionary learning representation
(Fig. 1). The limited available real data will be expanded using the WGAN
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data generator (Fig. 1A) and fed to the local predictor. The local ML pre-
dictor module is constructed with the historical water quality input and
virus particle output batches (Fig. 1B). This module is used to encode the
water quality inputs as feature vectors. The local ML predictor used his-
torical input-output batches to build a predictive model. Genetic algorithm
and Lasso were used to find the best feature combination. However, the
optimal feature combination that contains all the input features was retained
and selected for the model adaptation phase due to its advantage of
streamlining the viral particle prediction from the influent to different
effluent wastewater matrices and WWTPs. The knowledge transfer scheme
for local predictor reconstruction occurs when new batches arrive, and only
process inputs are provided”. The knowledge-based adaptation module
operates in batches and adjusts the feature representation of the input data
through coupled dictionary learning, thereby indirectly affecting the pre-
diction ability and learning process of the local predictor. The predictor
parameters and input feature vectors are decomposed into a sparse com-
bination of a shared dictionary to facilitate knowledge transfer (Fig. 1B).
When a new batch arrives, the local predictor is trained again only on the
process input data, and the loss index is evaluated. The knowledge transfer
scheme for local predictor reconstruction occurs when the above is com-
pleted. The model is dynamically adjusted according to the batch by con-
tinuously updating the sparse coefficients and the corresponding matrix to
complete the adaptive adjustment and dictionary update. The dictionary is
used to represent the feature space associated with each task, and to provide
shared knowledge and mapping between tasks. Each column of its matrix
represents a feature combination of a specific task. When it is updated, it
changes the representation of the input data in the feature space, thereby
affecting the way the local prediction model interprets the data in the

subsequent adaptation process. The input feature vector and prediction
parameters are transformed through a sparse matrix to generate a new
representation for sparse linear combinations. The local predictor model is
used to calculate a sparse coefficient vector, which represents the importance
and weight of the input features or prediction parameters in the sparse space.

The input features and prediction parameters are represented as the
product of a sparse matrix and sparse coefficients to achieve sparse linear
combination decomposition. After a few batches have been learned in a
supervised manner using the full water quality input and virus concentra-
tion datasets, we then construct the knowledge transfer scheme (Fig. 1B) for
newly arriving batches, providing only the water quality input data that
relies on a shared dictionary learning scheme that is updated over time
(Fig. 1C).

In the first model adaptation case, the influent and CAS effluent
(aerobic) were considered for the performance comparison of the
lifelong learning models for predicting various viral particle con-
centrations. Here, the MODON influent is utilized for the model
development and the aerobic dataset was used as new unseen testing
set data to evaluate the online prediction (i.e., model adaptation)
performance of the proposed lifelong learning models. In the second
case, we generated additional sand and ultrafiltration effluent datasets
generated by the WGAN through their actual datasets to develop the
model adaptation models across the wastewater matrices (aerobic,
sand, and MBR) and test their performance results. In the third case,
the lifelong learning models were developed via the baseline MODON
AeMBR based on various wastewater matrices (influent, aerobic,
sand) to perform model adaptation on TV concentrations across
different WWTPs (Plant A, Plant H, Plant P1, Plant P2).
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Fig. 1 | Flowchart detailing the lifelong learning strategy for online prediction of
total virus particles and specific viral subpopulation concentrations across dif-
ferent wastewater matrices and WWTPs. The flowchart includes three compo-
nents: A the data generation of the water quality and virus particle concentration of
the influent treatment process using the WGAN, B the streaming process that
combines the local predictors, the knowledge base models, and the reconstructed
local predictors, and C the unseen testing datasets and the model adaptation results
with the baseline influent treatment process for the three case studies: case 1
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illustrates the comparative results of the lifelong model adaptation performance
from the baseline MODON influent to the MODON aerobic treatment process using
the four local ML predictor algorithms; case 2 shows the model adaptation perfor-
mance results for predicting a) TV, b) AdV and ¢) PMMoV viral particles from the
MODON AeMBR influent across different MODON wastewater effluent matrices;
and case 3 illustrates the model adaptation performance results for predicting TV
viral particles from the MODON AeMBR treatment processes across

different WWTPs.
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Table 1| Performance comparison of different lifelong local predictors for predicting total virus and specific viral genera across
the aerobic treatment process

Model Set Total Virus Adv PMMoV
R2 RMSE MAE SMAPE R2 RMSE MAE SMAPE R2 RMSE MAE SMAPE
PLS Train 0514  0.263 0.198 2.139 0.814 0.304 0226  2.092 0.754  0.426 0.322 2.282
Test 0.602 0.231 0.171 1.854 0.841 0.276 0.202 1.876 0.770  0.436 0.336 1.790
Adaptation (aerobic) 0970  0.017 0.012 0.203 0.910 0.235 0.181 0.259 0.938  0.201 0.149 0.255
XGB Train 0.971 0.064 0.044 0.479 0.989 0.073 0.052 0.805 0.988  0.093 0.066 0.509
Test 0.726  0.191 0.132 1.422 0.864 0.255 0.187 1.765 0.851 0.351 0.252 1.123
Adaptation (aerobic) 0.629  0.065 0.050 0.613 0.659 0.470 0.358  0.624 0.673 0.551 0.408 0.613
CatBoost Train 0.820 0.160 0.115 1.237 0.920 0.199 0.147 1.140 0.918 0.246 0.186 1.265
Test 0.723 0.192 0.136 1.464 0.855 0.347 0.261 1.368 0.853 0.347 0.261 1.125
Adaptation (aerobic) 0.719  0.057 0.042 0.523 0.741 0.412 0.313  0.572 0.732 0.505 0.362 0.563
GRU Train 0.863  0.140 0.093 0.973 0.925 0.193 0.129  0.938 0.944  0.203 0.138 0.941
Test 0.832 0.150 0.096 1.002 0.929 0.185 0.127  0.934 0.943 0.217 0.151 1.047
Adaptation (Aerobic)  0.974  0.016 0.012 0.214 0.960 0.148 0.108  0.207 0.948 0.184 0.132  0.307
LSTM Train 0.850  0.146 0.094 0.991 0.925 0.193 0.129  0.958 0.944  0.203 0.138 1.001
Test 0.831 0.150 0.095 1.028 0.929 0.185 0.127  0.896 0.943 0.217 0.151 0.947
Adaptation (aerobic) 0.973  0.015 0.011 0.208 0.960 0.148 0.108  0.207 0.947 0.184 0.131 0.285

The best model adaptation performance results for predicting total virus and specific viral genera (i.e., AdV and PMMoV) across the aerobic treatment process, with a higher coefficient of determination R2
value and a lower (RMSE, MAE, and SMAPE) value between the local predictors (PLS, XGB, CatBoost, GRU, and LSTM), are highlighted in bold.

Performance comparison of the lifelong local predictor models
for predicting various viral particle concentrations

We comprehensively compared the lifelong local predictor models—linear
regression (PLS), tree-based machine learning models (eXtreme Gradient
Boosting (XGB) and Category Boosting (CatBoost)), GRU and LSTM
models—for predicting TV, AdV, and PMMoV particle concentrations
across two different wastewater matrices. The tree-based ML, GRU and
LSTM models capture nonlinear relationships and interaction effects in the
data, demonstrating their advantages in modeling complex relationships.
Overall, the training, testing, and model adaptation results of each ML
model, along with TV, AdV, and PMMoV particle concentrations, are
presented in Table 1. These performance results are further supported by the
predicted values versus true values figures (see Figs. S1, $3, and S5) and the
evaluation of the training, testing, and model adaptation performances (see
Figs. S2, $4, and S6) of each ML model and each viral community. The
results showed that the tree-based ML models XGB and CatBoost and GRU
LSTM models exhibited superior testing performance and outperformed
the PLS model (XGB and CatBoost R? = 0.72, GRU and LSTM R*=0.83) (see
Table 1). However, the model adaptation capability of the tree-based models
(XGB and CatBoost) did not extend to the knowledge-based adaptation
phase or online prediction across different virus particle concentrations. The
resulting poor performance in the model adaptation phase of these tree-
based ML models was mainly due to the distribution shift and multiple time
scales observed in the CAS effluent process.

The PLS, GRU and LSTM models displayed significantly better model
adaptation performance results across (TV, AdV, and PMMoV) viral par-
ticle concentrations in the streaming lifelong learning framework with an
average coefficient of determination of (R* = 0.65 for XGB, R* = 0.73 for
CatBoost, R* = 0.94 for PLS, and R* = 0.96 for GRU and LSTM) (Table 1).
The root mean square error (RMSE), mean absolute error (MAE), and
symmetric mean absolute percentage error (SMAPE) values shown in Table
1 also confirm the effectiveness of the model adaptation approach. LSTM
and GRU models exhibited the highest performance across the different
virus particle communities (Table 1). Despite its lower performance in the
testing set, PLS exhibited significant flexibility in adapting to data dis-
tribution shifts induced by the unseen testing test data. LSTM and GRU
showed consistently very similar performance results across all the viral
particles in the model development and model adaptation stages. Notably,

LSTM and GRU were inherited from the multiple time scales and nonlinear
dependencies of the water quality input and virus concentration output, and
their predictions outperformed the other three models. This implies that
supervised learning techniques based on LSTM and GRU predictors can
potentially improve the streaming lifelong learning framework for pre-
dicting viral particle communities in WWTPs. LSTM and GRU are pow-
erful nonlinear base learners in streaming lifelong learning frameworks. The
next section describes the experiments conducted on several unseen test
datasets using the LSTM model as a local predictor in the knowledge-based
adaptation analysis.

Model adaptation performance for predicting total virus and
specific viral genera across different wastewater effluent
matrices

We evaluated the model adaptation performance based on the LSTM local
predictor for predicting TV, AdV, and PMMoV across different wastewater
matrices, such as conventional activated sludge effluent (aerobic), sand filter
effluent (sand), and ultrafiltration effluent (MBR) (see Text 1.1 and Fig. 1.1.1,
Supporting Information). The MODON AeMBR influent was used as a
baseline model for the model adaptation framework. The wastewater effluent
matrices (aerobic, sand, and MBR) were considered unseen testing test data.
The online prediction (i.e., model adaptation) of (TV, AdV, and PMMoV)
concentrations significantly improved across all three wastewater matrices.
The prediction results across the aerobic treatment process showed R’ values
of 0.95 for TV, 0.94 for AdV, and 0.94 for PMMoV (Table 2). Similarly, we
obtained R*values of 0.92 for TV, 0.86 for AdV, and 0.87 for PMMoV for the
model adaptation across the sand treatment process (Table 2). The root mean
square error (RMSE), mean square error (MSE), and mean absolute error
(MAE) values shown in Table 2 also confirm the effectiveness of the model
adaptation approach. Moreover, the online prediction across the MBR
treatment process resulted in R*values of 0.97 for TV, 0.91 for AdV, and 0.94
for PMMoV. A strong prediction performance of the model during the
training, testing, and adaptation phases of the TV concentrations was
observed across the different wastewater matrices (Fig. 2). Figure 3a, b, and ¢
shows the prediction performance results of the TV, AdV and PMMoV,
respectively, across the different wastewater treatment matrices (see Figs. S7,
S8, and S9 for TV concentrations; Figs. S10, S11, and S12 for AdV con-
centrations; Figs. S13, S14, and S15 for PMMoV concentrations).
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Table 2 | Model adaptation performance results for predicting online TV, AdV, and PMMoV concentrations across different

wastewater matrices

Model Set Total Virus AdV PMMoV
R2 RMSE MAE MSE R? RMSE MAE MSE R2 RMSE MAE MSE
LSTM Train 0.903 0.118 0.074 0.014 0.980 0.100 0.070 0.010 0.955 0.182 0.126 0.033
Test 0.861 0.136 0.081 0.019 0.937 0.174 0.110 0.030 0.942 0.219 0.152 0.048
Adaptation 1 (aerobic) 0.955 0.020 0.015 0.001 0.940 0.186 0.138 0.038 0.942 0.213 0.155 0.050
Adaptation 2 (sand) 0.930 0.039 0.028 0.002 0.859 0.164 0.118 0.028 0.867 0.247 0.183 0.065
Adaptation 3 (MBR) 0.965 0.016 0.012 0.0008 0.907 0.080 0.059 0.007 0.935 0.111 0.082 0.014
114 Influent Aerobic Sand MBR
training/testing Adaptation 1 Adaptation 2 Adaptation 3
10.5 — True.Va.lues
Predictions
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Fig. 2 | High accuracy of the lifelong learning based LSTM model in viral particle
prediction across various wastewater matrices. Graph illustrating the online
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prediction of the total virus particle concentrations from the influent treatment
process across the aerobic, sand and MBR treatment processes. The influent

2400 854800 5900 6000

treatment process is used for the model development (i.e., training and testing) and
the different wastewater matrices are used to perform model performance
enhancement on unseen test datasets (i.e., model adaptation).

Overall, the prediction results showed excellent performance in all
tests, from the initial baseline training stage to the subsequent baseline
testing model and model adaptation across the different wastewater stages.
Additionally, the proposed lifelong learning model maintained a high
degree of prediction accuracy for different viral-type particle concentrations
and across different wastewater matrices.

Model adaptation performance for predicting total virus particle
concentrations across different WWTPs

We conducted model adaptation tests to predict total virus (TV) particle
concentrations from three wastewater treatment processes (influent, aero-
bic, and sand) and across four different WWTPs (Plant A, Plant H, Plant P1,
and Plant P2) (see Text 1.2 and Fig. 1.2.1, Supporting Information). These

WWTPs were located in Makkah and Madinah and were designed to treat
municipal wastewater using a process similar to the MODON AeMBR. As
outlined in previous sections, the model was initially trained and tested on
the baseline AeMBR in the MODON WWTP datasets, maintaining the
same data partitioning strategy. Following this, the developed model
underwent a sequential adaptation process using the four distinct WWTP
datasets with respective treatment processes, each comprising approxi-
mately 1800 samples. Our results showed a strong correlation between the
predicted and actual values of the TV concentrations across the four was-
tewater plants for each treatment process (influent, aerobic, and sand)
(Fig. 4). In addition, a strong correlation between the predicted and actual
values of the TV concentrations across the different WWTPs was observed
in all three treatment processes (Fig. 5).
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Fig. 4 | High accuracy of the lifelong learning based LSTM model in predicting
total virus (TV) particle concentrations across different WWTPs. Model adap-
tation performance for predicting TV concentrations from the MODON influent

treatment process across various influent treatment processes of different WWTPs
(Plant A, Plant H, Plant P1, Plant P2).
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Fig. 5 | Predicted versus actual total virus (TV) particle concentrations across
different WWTPs. Scatterplots illustrating the predicted versus actual values of the
TV particle concentrations in the (a) influent, (b) aerobic, and (c) sand treatment
processes across different WWTPs. The blue and green colors represent the training
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and testing of the baseline treatment process, respectively. The red, purple, yellow,
and cyan colors represent the model adaptation performance of the unseen test data
for Plant A, Plant H, Plant P1, and Plant P2, respectively.

Table 3| Model adaptation results for predicting TV concentrations from the three treatment processes (influent, aerobic, sand)
and across different WWTPs (Plant A, Plant H, Plant P1, Plant P2)

Model Set Influent Aerobic Sand
R2 RMSE MAE MSE R2? RMSE MAE MSE R2 RMSE MAE MSE
LSTM Train 0.903 0.118 0.074 0.014 0.903 0.074 0.049 0.075 0.912 0.107 0.075 0.012
Test 0.861 0.136 0.081 0.019 0.835 0.143 0.092 0.020 0.874 0.061 0.044 0.004
Adaptation 1 (A) 0.911 0.109 0.077 0.013 0.882 0.131 0.094 0.018 0.903 0.106 0.077 0.013
Adaptation 2 (H) 0.956 0.036 0.027 0.002 0.840 0.119 0.091 0.015 0.956 0.021 0.014 0.001
Adaptation 3 (P1) 0.944 0.071 0.054 0.006 0.902 0.059 0.041 0.004 0.886 0.094 0.070 0.009
Adaptation 4 (P2) 0.852 0.038 0.029 0.002 0.837 0.153 0.108 0.025 0.874 0.061 0.044 0.004

The mean R’ value of the model adaptation-based LSTM predictor for
the four WWTPs was 0.915 for the influent treatment process, 0.865 for the
aerobic treatment process effluent, and 0.904 for the sand filter treatment
process effluent (Table 3). The results and advantages in the RMSE, MAE,
and MSE of the model adaptation approach compared to the testing results
of the MODON AeMBR baseline also confirmed that the model adaptation
performed well and improved overall model performance (Table 3).

The model adaptation performance results for predicting TV con-
centrations from the three treatment processes of the MODON AeMBR-
based WWTP across different WWTPs (Plant A, Plant H, Plant P1, Plant
P2) are also included in the supplementary information (see Figs. S16, S17,
and S18 for the influent treatment process; Figs. S19, S20, and S21 for the
aerobic treatment process; and Figs. S22, S23 and S24 for the sand).

Overall, the model adaptation performance for predicting the total
virus particle concentrations from the baseline wastewater treatment pro-
cesses (influent, aerobic, and sand) in the MODON AeMBR WWTP across
the four WWTPs indicated the utility of the lifelong learning-based LSTM
approach for multiple time scales and distribution shifts in the wastewater
datasets. Since the derived model transits between treatment processes,
including datasets in the model adaptation phase, a slight variation typically
occurred between the dataset transition phases. This shift was mainly due to
the different underlying treatment processes of the effluents. However, after
a few batch cycles, due to the robustness feature of the model adaptation
framework, the knowledge-based adaptation self-corrected and adjusted the
learning strategy to achieve better performance.

Discussion

State-of-the-art methods for viral particle estimation are time-consuming
and tedious and hamper the decision-making process, thus decreasing the
efficiency of wastewater-based epidemiology (WBE). The current machine-

learning methods of estimating viral particles are limited to developing
optimal models based on training, validation, and testing, but they do not
infer an adaptation mechanism for unseen testing sets, preventing their
model generalization capabilities. Additionally, existing methods do not
account for distribution shifts and process drifts in unseen testing datasets,
underscoring their limitations in simulating real experimental conditions,
which are common in real experimental scenarios. In particular, predicting
viral particles in real time across varying wastewater matrices or treatment
plants presents substantial challenges due to rapid shifts in treatment con-
ditions. To address these challenges, we proposed a lifelong learning
approach based on the LSTM, GRU and tree-based machine learning fra-
meworks that incorporate nonlinear local predictors and base models to
predict viral particles across different wastewater matrices and plants in
real time.

The proposed approach provides solutions to real-time prediction
processes by combining knowledge and local ML predictors. As the model
adaptation phase progressed in predicting viral particles, particularly in later
stages, its performance showed substantial improvement due to the accu-
mulation of prior knowledge. The model becomes increasingly adept at
identifying complex patterns and situations as the volume of data grows,
enhancing its ability to generalize across various data distributions. More-
over, the model’s prior learning significantly improves its adaptation per-
formance for new unseen dataset, exemplifying the core advantage of
lifelong learning models. Unlike traditional models, which often suffer from
the phenomenon of forgetting, the lifelong learning model continues to self-
update and refine in response to new data.

The proposed approach provides solutions to real-time prediction
processes by combining knowledge and local ML predictors. As the model
adaptation phase progressed in predicting viral particles, particularly in later
stages, its performance showed substantial improvement due to the
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accumulation of prior knowledge. The model becomes increasingly adept at
identifying complex patterns and situations as the volume of data grows,
enhancing its ability to generalize across various data distributions. More-
over, the model’s prior learning significantly improves its adaptation per-
formance for new unseen dataset, exemplifying the core advantage of
lifelong learning models. Unlike traditional models, which often suffer from
the phenomenon of forgetting, the lifelong learning model continues to self-
update and refine in response to new data.

We conducted a comprehensive comparison of four local predictors (a
linear PLS, GRU, LSTM models, and two tree-based models, XGB and
CatBoost) in the lifelong learning module, with GRU and LSTM proving to
be the best predictors. LSTM and GRU models were best suited to process
drifts due to their inherent properties for coping with the treatment process
drifts and time scales of unseen testing datasets across different wastewater
matrices and viral concentrations. As illustrated in Table 1, LSTM and GRU
models demonstrated superior performance to the PLS, XGB, and CatBoost
models.

In thelifelong learning module, LSTM and GRU models contributed to
the development of a nonlinear knowledge base model, which helped
integrate new input features without output data. These base models
enabled an augmented dictionary between the local predictor and input
features and achieved knowledge transfer through the updated dictionary.
The PLS model, as a linear predictor, maintained stable performance despite
treatment process drifts and distribution shifts across all cases, contributing
positively to model adaptation, as demonstrated in previous work™, and
shown in Table 1. The tree-based models exhibited remarkably good per-
formance results in the model development as illustrated in Table 1; how-
ever, they were limited by insufficient knowledge-based model adaptation
capabilities. Overall, LSTM and GRU models achieved remarkable perfor-
mance in the viral particle prediction, with an average of R* value of 0.96
across all viral particles. Both approaches effectively captured the treatment
process drifts and multiple time scales of the wastewater matrices and plants
in these viral prediction tasks. Next, we used LSTM as a local predictor to
evaluate the performance of the lifelong learning method and to keep
consistency in the detailed processing of the lifelong learning methods.

The performance of the lifelong learning-based LSTM model was
evaluated across different effluent treatment processes and WWTPs using
the evaluation metrics presented in the Methods section. Tables 2 and 3
provide a comprehensive summary of the model’s performance during the
training, testing, and model adaptation stages. The three adaptation phases
for predicting TV, AdV, and PMMoV from the influent treatment process
across different wastewater matrices (aerobic, sand, and MBR) are illu-
strated in Figs. 2 and 3. The strong generalizability of the proposed fra-
mework in predicting TV concentrations across different WWTPs at
various wastewater matrices is shown in Figs. 4 and 5. These results col-
lectively reinforce the significant value of the lifelong learning-based LSTM
model in diverse operational settings.

The proposed lifelong learning-based LSTM demonstrated remarkable
performance in predicting viral particle concentrations across various
wastewater matrices and WWTPs. Existing research has been limited to
developing ML models to quantify and estimate viral particle concentra-
tions. The authors of ref. 11 proposed estimated PMMoV and Norovirus
GII viral particle concentrations based on neural networks and linear
regression models. However, they needed to infer calibration or adaptation
mechanisms to unseen test datasets from different WWTPs, which limited
performance for model generalization purposes. Our analysis of the lifelong
learning approach revealed the importance of combining an adaptation
mechanism with the development of most data-driven regression modeling
to overcome process drifts and ensure model generalization ability without
requiring the best optimal or dominant input features of the isolated
learning method. The additional layer of the knowledge-based models
constitutes the key component in incorporating only new water quality
input samples to adaptively and accurately predict the viral particle con-
centrations. The proposed knowledge transfer approach is based on a dic-
tionary that arises from a mathematical representation compared to the

OOD generalization tasks that are often defined within good heuristic
samples with the requirement of a few output samples and a condition to
retrain the ML model, which might limit the model generalization task. In
the model adaptation stage, we implemented the multi-head attention-
based gated recurrent unit (MAGRU, see Text 2.1.6, Supporting Informa-
tion) for comparison purposes. MAGRU combines a multi-head attention
module with GRU module”. As an attention-based mechanism with a GRU
local predictor, it can balance the input segments to capture relationships
and dependencies, thereby ensuring model performance enhancement.
Although MAGRU effectively can perform well in the model development
of time series data, it does not possess an adaptation mechanism to handle
process drifts, which limits its generalization capability across various
wastewater matrices and WWTPs. As we can observe, Figure S25 illustrates
the poor prediction performance of the viral particles for the MODON
AeMBR-based WWTP across various wastewater matrices using MAGRU.
Estimating the abundance of viral particles in the wastewater distribution
system systematically requires an adaptation mechanism that simulta-
neously adjusts the predictive model parameter and the designed adaptation
law. The MAGRU framework can effectively work locally, but it might lack
the model adaptation and robustness features to convey generalization
capability across dynamic WWTP changes. Compared to other transfer
learning techniques based on attention mechanisms such as MAGRU and
calibration framework, lifelong learning as an emerging paradigm has the
unique potential to stream process monitoring with delayed output. Our
findings demonstrated that the proposed lifelong learning approach could
streamline the rapid prediction and monitoring of viral particle con-
centrations across different WW'TPs, facilitating better community health
protection.

Methods

Sampling sites description and data collection

The pilot MODON aerobic membrane bioreactor (AeMBR)-based WWTP
treats a mix of municipal and industrial wastewater which is collected from
food production and light industries with high chemical oxygen demand
(COD) content. Approximately 10% of influent comes from local com-
munities and the rest 90% are supplemented by nearby enterprises and
factories. Primary influent undergoes a screening process in order to remove
bulky debris and meet water quality standards. Smaller particles are settled
in a grit removal tank. Primary sedimentation and grease removal are
subsequently applied to influent wastewater treatment. An activated sludge
process with hydraulic retention time (HRT) of 72 hours is applied to
remove COD, phosphate, and ammonium. Clarifier effluent undergoes
sand filtration (sand) and membrane ultrafiltration (MBR) with a pore size
of 0.02 um (Fig. 1.1.1). Samples for model validation were collected from
four points: influent, aerobic (wastewater after the conventional activated
sludge process), sand, and MBR (Fig. 1.1.1).

The four AeMBR WWTPs (A, H, P1, P2) located in Makkah and
Medinah regions were designed to treat municipal wastewater, with a
process similar to that of the MODON AeMBR, though with some
modifications®®. The HRT was set to 12 hours, compared to 72 hours in the
MODON plant. Ultrafiltration and reverse osmosis (RO) steps were
omitted. However, a UV treatment step was introduced between the sand
filtration and chlorination stages to ensure effluent safety and to minimize
chlorine consumption (Fig. 1.2.1). Samples for model validation were col-
lected from three points: influent, aerobic (wastewater after the conventional
activated sludge process), and sand (wastewater after sand filter) (Fig. 1.2.1).

Physicochemical water quality parameters such as pH, total dissolved
solids (TDS), electroconductivity (EC), total suspended solids (TSS), tur-
bidity, ammonium nitrogen NH,4-N, nitrate nitrogen NO;-N, nitrite
nitrogen NO,-N, and chemical oxygen demand (COD) concentration and
flow virometry and PCR-based methods (RT-qPCR) including TV, AdV,
and PMMoV concentrations were appropriately measured from the
MODON AeMBR and the four WWTPs (A, H, P1, P2) (Table 2.5.1, Sup-
porting Information). Human total virus (TV) and adenovirus (AdV) were
chosen as a target for enteric viral pathogens. TV concentration reflects
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overall viral diversity regardless of viral genera as a predictive parameter.
Pepper mild mottle virus (PMMoV) was chosen to be detected as a viral
indicator. For more details related to the equipment and the collection of the
initial samples, we refer the readers to* that provided a detailed analysis and
processing of all the parameters involved in the source-tracking microbial
in WWTPs.

Dataset preprocessing and statistical analyses
To evaluate the lifelong learning framework in the three model adaptation
cases highlighted in the Results section, we first selected real samples from
the MODON AeMBR-based WWTP. Then, additional datasets from the
four WWTPs (A, H, P1, P2) were utilized for further model adaptation
validation from the available measurements of water quality and flow
virometry-PCR. All values of the viral particle concentration are converted
to the logarithmic scale (i.e., log;o VP/L). The real samples were used to
generate synthetic datasets using the Wasserstein generative adversarial
network (WGAN) due to the lack of large available WWTP datasets. The
WGAN was quantitatively evaluated based on the Wasserstein critic loss,
which minimizes the training and validation loss within stopping criteria for
generated synthetic data (Text 2.4 and Figs. 2.4.1, and 2.5.1, Supporting
Information). We conducted a series of experiments to select the critic and
generator architectures of the WGAN to generate synthetic data from the
available measurements of water quality and flow cytometry-PCR (nine
input variables and three virus particle output concentrations; both input-
output variables contained approximately 8-15 real samples) (Table S1).
More details on the architecture and hyperparameters of the WGAN are
presented in the supplementary material (Text 2.4 and Figs. 2.4.1,and 2.5.1).
Figure 2.5.1 in Supporting Information illustrates the convergence curves of
the training and validation losses within the stopping criteria, demon-
strating high fidelity in quantitative measurements of the similarity between
generated and real data in all experiments. In all model adaptation scenarios,
we generated 1800 samples for the selected baseline model and the model
adaptation datasets.

Pearson’s correlation metric has been performed in the combined real
and synthetic data to analyze the linear dependency between variables. It is
formulated as follows

D v/ R )
\/Z?:l(xi - §)227:1(Yi - 7)2

where x; and y; are the samples of features x and y, and X and y are the mean
values of the features x and y. Two input features are highly correlated when
ris near to 1. Fig. 2.5.3 illustrates the correlation between features of the real
and generated influent and effluent datasets. Pearson correlation helps
identify strong linear relationships between input features and reduces
necessary redundancy between input variables in the data preprocessing
stage. r-value between two input variables across the real and all generative
models is not greater than the specific threshold value r=0.99 (Fig. 2.5.3), as
highlighted in ref. 8 to eliminate features in the subsequent model devel-
opment stage. These correlation results demonstrated that the proposed
generative models performed well, which indicates the accuracy of these
models in avoiding multicollinearity and preserving the distributions
between the original and synthetic generated input features (Fig. 2.5.3). The
latter is reminiscent of preserving all the input features in Table 1, which is
crucial for the model development stage and specifically for achieving
remarkable model adaptation performance across various wastewater
treatment matrices and WWTPs.

The isolation forest (IF) algorithm was used to detect and remove
outliers of the generated synthetic data in all the three proposed model
adaptation cases to ensure data quality and make different features com-
parable. The parameters and detailed description of IF were provided in the
supplementary information (Text 2.1.8). The baseline dataset was parti-
tioned into 80% training and 20% testing sets and used to develop the
baseline training and testing model in all cases. The mean and standard

deviation of the WGAN-generated water quality parameters and viral
concentrations for the MODON influent and effluent (aerobic, sand, and
MBR) datasets were given in the supplementary information (Table 2.5.1).
As an illustrative example, Fig. 2.5.2 depicts the statistical summary of the
WGAN-generated water-quality parameters and viral particle concentra-
tions of the baseline MODON influent treatment process.

Overview of the lifelong learning framework

Lifelong learning methodologies present a compelling solution for mana-
ging continuous data streams in real-time industrial settings™. In these
processes, data are generally produced in the form of sequential batches,
denoted by D;, D,, ..., Dy*". Traditional isolated learning frameworks,
which develop models without incorporating self-adaptation mechanisms,
often face significant limitations in prediction accuracy with unseen datasets
and delayed process output measurements. The delayed feedback from
measurements of viral particle concentrations in WWTPs is a classic
example of this, and the rapid fluctuations in treatment conditions in dif-
ferent WWTPs further exacerbate the complexity. Thus, integrating
mechanisms capable of retaining and leveraging prior knowledge is
necessary to enable adaptive learning and to maintain robust model per-
formance in the dynamic environments typical of WWTPs. This section
focuses on the mathematical logic details of the adaptive framework.

Let us consider a local model f; that is built based on batch data
{(xjt7 yjt)}’-l1 for each data batch D,, where n, represents the number of
samples in the batch, xj € R* is the input vector and y () ERis the
corresponding output value. In addition, assume that the system has pro-
cessed T-1 complete input—output data batches and established the corre-
sponding model setf,,f,, ..., f;_,. However, when the T-th batch of data
starts to arrive, the system can only obtain the input data {x };Zl imme-
diately; therefore, the predictor should be able to accurately predict the
actual process output {y;r };':T , based only on the currently available input
data x;r and the previously accumulated knowledge f,,f,,...,fr_;-
Consequently, the system builds a complete model f; only when the real
output data for a new batch is accessible later and integrated into the existing
knowledge base. This requires the prediction system to perform effective
reasoning when the output data information is incomplete and con-
tinuously update and expand its knowledge base™.

For each batch ¢, the lifelong learning framework constructs a local
predictor defined as follows

fi) =£(x,0,), ¢))

where 6, € R is a batch-specific parameter vector. In general, the model
parameter 6, = Ls, where L € R?*¥ and s, € R* are the sparse coefficients
with k < d. Hence, L is a dictionary storing shared knowledge for all batches
and s; extracts essential knowledge features for a specific batch #"'. The
factorization parameter 6, enables knowledge transfer among batches. In a
linear setting, one could introduce a linear model f,(x) = x76, and an
additional shared dictionary K € R** to the input feature vector, mapping
the two spaces (i.e., L and K dictionaries) to the same sparse coefficient
vectors S, and solve a least square optimization problem through a recursive
updating scheme to reconstruct both the normalized input features and the
local predictors™.

Proposed lifelong learning-based LSTM predictor

In wastewater processes, the relationships between water quality input data
and virus particle concentration output often exhibit highly nonlinear and
time-dependent characteristics. The base model of the lifelong learning
approach proposed in ref. 25 is linear and provides good predictions. One
possible way to enhance the performance is to adopt nonlinear predictor
models that can capture nonlinear relationships and long-term depen-
dencies along with a nonlinear knowledge base model. In line with this, we
implemented a streaming prediction of the virus particle concentration
based on long short-term memory (LSTM) and tree-based predictors along
with an LSTM knowledge base model to enhance prediction performance
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while retaining the core advantages of the lifelong learning framework (see
Text 2.3 and Algorithm 1, Supporting Information).

Let us define X, = [x!; x%;...; x/] € R¥*! as the water quality input
matrix,andy, = [y};y%;.. 5 y/'] e R asthe corresponding virus particle
concentrations. The first step of the streaming process prediction consists of
constructing a linear local predictor based on a least square model or
nonlinear local predictor based on LSTM and tree-based models from
historical batches with water quality input and virus particle concentration
output data (X, y,) in an isolated learning manner. The second step lies in
transforming the water quality input matrix X, into the d-dimensional
feature vector via an operator. The final step results in linking the encoded
water quality input features with the local predictor via a coupled dictionary
learning to completely exploit the water quality input and predict a new
batch without the virus particle concentration output. In the following, we
focus on constructing a base model with the LSTM algorithm. However,
similar derivations also hold for GRU and the tree-based models such as
XGB and CatBoost.

At time t, the output of the LSTM can be expressed as
ht = LSTM(&7 ht—17 Ct—1)7

where X, is the input feature for batch ¢, h,_, is the previous hidden state,
and ¢,_, is the previous cell state. For each new task or data batch, the task-
specific parameter0 is first estimated.

The task-specific parameter at time ¢ can be defined as

Gt = LSTMpumms (Xﬂyt) ’

where X, and y, are the input and target values of the current task, respec-
tively. To capture the local curvature of the loss surface, the Hessian matrix
H;, is approximated as follows:

I
H, =XX,+ f—n , )
where f is the regularization parameter and # is the number of samples. This
approach is computationally efficient while retaining key curvature infor-
mation, maximizing computational efficiency, adapting to the needs of
online learning, and handling complexity in high-dimensional data
environments.

To account for task-specific curvature, the feature space is transformed
using Eq. (2) as follows:

1 1
Gtmnsfarmed = Hiatandl‘tmnsformed = H;L (3)

where L is the shared knowledge base matrix which is initially chosen as a
random matrix of size d x k. This transformation allows the model to
operate in a task-specific geometric space, thereby improving its adaptability
to new tasks. Subsequently, the sparse coefficients s, are estimated to link the
current task with the shared knowledge:

s = LSTMpredin (Lfmnsfarmed> (4)

This step enables the model to effectively exploit previously learned
knowledge while maintaining specificity for new tasks.
The shared knowledge base is updated using Egs. (2) and (4) as follows:

A=A+ (ss] ®H,)+ul, ()

b=b+[s,® (H,6,)], (6)

where y is the regularization parameter, @ represents the Kronecker pro-
duct, and s, is the sparse coefficient. This allows the model to effectively

capture the interactions between tasks while maintaining computational
efficiency™.

Finally, the shared parameters L is updated using Egs. (5) and (6) as
follows:

vec(L) = (AT + /\I)fle, (7)

where A is the regularization parameter. This update ensures that the model
can balance new and old knowledge and avoid catastrophic forgetting. At
this time, vec(L) is the updated vectorized version of L after adaptation to the
current batch information. We also need to reshape vec(L) into a matrix
form:

L = reshape(vec(L)). 8)

At this time, L will be updated after batch adaptation and will be applied
to the adaptation process of the next batch and entered into the loop. For a
new input x,,,, prediction is made through the LSTM model using the
updated parameters:

ynew = LSTMrecanstruct (xnew7 L) . (9)

Figure 6 illustrates the flowchart describing in detail the online pre-
diction strategy for different batches of data, aiming to optimize the para-
meter adjustment and knowledge adaptation process of the local prediction
model. The proposed nonlinear lifelong learning framework has significant
advantages over linear models. The LSTM architecture allows for the
modeling of complex nonlinear relationships, while the streaming process
prediction mechanism enables the model to continuously update its
knowledge base to adapt to changing conditions and new tasks. The com-
bination of these two approaches solves many common practical problems
in industrial processes. Here, by maintaining a shared knowledge base, the
model transfers learning between tasks and improves performance on new
related tasks. The inclusion of regularization terms A, y helps prevent
overfitting and ensures the stability of the learning process.

We proposed a stopping criterion called the resurrection mechanism
for components reaching a predefined threshold limit. The sum of each
component in the matrices L is computed, and its limit is set to e = 1073,
This assessment step aims to identify components that have failed to con-
tribute effectively to the current training data. For components reaching the
limit ¢, new random weights are assigned. This process is executed by
generating random numbers from a standard normal distribution, ensuring
diversity in the new weights. During the revival process, these components
are reactivated, allowing them to participate in subsequent learning, thereby
enhancing the model’s ability to adapt to new data. To this end, this
mechanism is reviewed and evaluated after the completion of each task, with
the goal of ensuring that the model can continuously optimize the effec-
tiveness of its components throughout long-term training. The threshold
component revival mechanism provides an effective dynamic adjustment
strategy for sparse learning models, significantly improving their adapt-
ability and learning performance, and demonstrating the potential for
addressing complex problems in changing treatment processes and
environments.

Evaluation metrics

To evaluate the performance of the proposed streaming virus particle pre-
diction, we utilized four standard metrics, including the coefficient of
determination R’, RMSE, MAE, MSE, and symmetric mean absolute per-
centage error (SMAPE):

_ i U _)ji)z
int ()’i _)7)2 7

RP=1
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Fig. 6 | The flowchart describes in detail the online prediction strategy for dif-
ferent batches of data, aiming to optimize the parameter adjustment and
knowledge adaptation process of the local prediction model. The flowchart
includes the following steps: (1) update the Hessian matrix to adapt to the new data;
(2) calculate the matrix L to prepare for the subsequent sparse coefficient calculation;

(3) use the matrix L to update the sparse coefficient s;, which is the key to model
adaptation; (4) update the matrix A and (5) vector b to reflect the new learning state;
(6) Update the shared matrix L and reshape it, which is a manifestation of adapt-
ability; (7) use the updated parameters to predict new data.
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where y, refers to the real output at sample 4, ; denotes the predicted output
atsample , y is the mean value, and # is the number of dataset samples. In all
cases, a coefficient of determination R? close to 1 and a lower (RMSE, MAE,
MSE and SMAPE) value indicate better prediction. For comparison pur-
poses with the existing PLS predictor and the local ML predictors—tree-
based ML models, GRU, and LSTM—these metrics are presented in Tables
1, 2, and 3, and the Supplementary material Tables S2, S3, and S4.

The evaluation metrics used a linear weighted averaging method in the
adaptation phase. This method assigned higher weights to batches closer to
the end, with the first batch receiving the lowest weight and the last batch
receiving the highest weight. Each time the dataset is switched, the weighting
scheme is reinitialized. This weighting approach effectively captures the
evolution of evaluation metrics for the model in time series data while
reducing the negative impact of poorly performing metrics during the early
adaptation phase (when the model has not fully grasped the data patterns)

on the overall evaluation. This achieves an effective balance between tem-
poral sensitivity and robustness.

Model setting for the three model adaptation cases

We implemented nonlinear predictors such as XGB, CatBoost, GRU
and LSTM, and an existing linear predictor PLS. Genetic algorithm
and Lasso were used to find the best feature combination. The detailed
processing of the genetic algorithm and Lasso regression were given in
the supplementary material (Text 2.1.7). In all the three model
adaptation performance cases, the regularization parameters p and p
were appropriately chosen to increase the numerical stability of the
matrix A and Hessian matrix, respectively, while A was chosen for the
stability of the inverse matrix calculation. The model architecture and
hyperparameters of the five ML algorithms for the three developed
model adaptation cases are given in the supplementary material
(Tables S5, S6, and S7). For rapid training, the entire process utilized
CUDA version 11.7 and PyTorch version 2.0.1+cull7.

Data availability
The datasets used and/or analyzed during the current study are available
from the corresponding author upon reasonable request.
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