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Along with the computer application technology progress, machine learning, and block-chain 
techniques have been applied comprehensively in various fields. The application of machine learning, 
and block-chain techniques into medical image retrieval, classification and auxiliary diagnosis has 
become one of the research hotspots at present. Brain tumor is one of the major diseases threatening 
human life. The number of deaths caused by these diseases is increasing dramatically every year in the 
world. Aiming at the classification problem of brain CT images in healthcare. We propose a Mask RCNN 
with attention mechanism method in this research. First, the ResNet-10 is utilized as the backbone 
model to extract local features of the input brain CT images. In the partial residual module, the 
standard convolution is substituted by deformable convolution. Then, the spatial attention mechanism 
and the channel attention mechanism are connected in parallel. The deformable convolution is 
embedded to the two modules to extract global features. Finally, the loss function is improved to 
further optimize the precision of target edge segmentation in the Mask RCNN branch. Finally, we 
make experiments on public brain CT data set, the results show that the proposed image classification 
fragrance can effectively refine the edge features, increase the degree of separation between target 
and background, and improve the classification effect.
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In 2018, the relevant documents clearly required the improvement of the infrastructure support capacity of 
medical institutions, focusing on supporting the universal coverage of high-speed broadband networks for 
medical institutions at all levels in urban and rural areas. To meet the needs of telemedicine and medical 
information sharing, telecommunications enterprises are encouraged to provide medical institutions with high-
quality Internet dedicated lines, virtual private networks (VPNS) and other network access services, promote 
the construction of telemedicine private networks, ensure the quality of medical data transmission services, 
and support medical institutions to choose to use high-speed and reliable network access services. After the 
6G edge computing solution is landed, relying on its IT capabilities and self-serving capabilities, it can provide 
high-quality data connection services for customers in the medical industry. At the same time, based on MEC, 
it provides customers with a low-level application platform to support various services of the hospital and help 
the hospital realize intelligence and information.

Medical imaging technology is the application of radioactive material imaging technology to medical 
treatment. B ultrasound, X-ray, CT imaging, magnetic resonance imaging, digital subtraction angiography, etc., 
are all applications of medical imaging technology in real life. Medical imaging technology uses advanced medical 
instruments to take images of lesions. According to the morphological changes of pathological changes, they 
make diagnosis for the treatment of disease to bring practical help. Medical imaging technology is closely related 
to clinical practice and is an indispensable auxiliary discipline in clinical practice. Computerized Tomography 
(CT) is widely used in medical imaging to help doctors diagnose cancer, tumors and bone necrosis earlier, 
because it is noninvasive, inexpensive and convenient1. CT is also the preferred imaging tool for diagnosing 
brain diseases, enabling early detection of potential brain disorders such as Alzheimer’s Disease (AD) and timely 
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treatment of patients. CT and MRI are the main auxiliary equipment for diagnosing such diseases2. Currently, 
many hospitals have accumulated a large number of rich brain medical images. Using machine learning, pattern 
recognition and blockchain technology to mine useful disease association information from such large and 
rich brain image data sets, and then design auxiliary diagnosis and intelligent classification systems have great 
practical significance to improve the work efficiency and service quality of hospital radiology department3,4.

Recently, the incidence of AD and lesions (brain tumors) has increased significantly, and clinical diagnosis of 
the disease is a long and complex process. To help doctors detect abnormal brain symptoms in patients early and 
reduce the difference of artificial diagnosis, many scholars have carried out classification studies on AD, lesions 
(such as brain tumors) and healthy aging based on brain CT images. Brain CT images contain a lot of noise and 
have lower resolution compared with liver and gallbladder images, so it is difficult to extract relevant features, 
resulting in low classification accuracy. Therefore, it is very important to extract distinguishing features from 
brain CT images for early screening of brain diseases5.

As we all know, deep learning (DL) is an important branch of machine learning, which has been adopted 
widely in various fields of medical image analysis due to its powerful feature learning ability, such as breast cancer, 
tumor screening6, pulmonary nodule classification and diagnosis of congenital heart disease. Nowadays, brain 
CT and MRI (Magnetic Resonance Imaging) medical images using deep learning algorithms is also gradually 
popular. Lu et al7. proposed a convolutional neural network (CNN) model for automatic segmentation of brain 
tumors, which adopted a small convolutional kernel to alleviate the over-fitting problem caused by increasing the 
model depth. Paul et al8. extracted local and global features of brain tumors by combining different convolutional 
neural networks to improve the segmentation of tumors. Charron et al9. used an integrated approach to classify 
medical images. By integrating different CNN models to learn about hierarchical characteristics of medical 
images such as brain CT, the feature information with strong resolution of various images could be obtained. 
Reference10proposed a semi-supervised multitask learning approach that exploited widely available unlabelled 
data (i.e., Kaggle-EyePACS) to improve DR segmentation performance. The proposed model consisted of novel 
multi-decoder architecture and involved both unsupervised and supervised learning phases. Reference11proposed 
a novel fully automatic technique for brain tumor regions segmentation by using multiscale residual attention-
UNet (MRA-UNet). MRA-UNet used three consecutive slices as input to preserve the sequential information and 
employed multiscale learning in a cascade fashion, enabling it to exploit the adaptive region of interest scheme to 
segment enhanced and core tumor regions accurately. Reference12proposed a solution to the limited amount of 
labeled data by using a multi-task semi-supervised learning (MTSSL) framework that utilized auxiliary tasks for 
which adequate data was publicly available. Reference13 proposed a densely attention mechanism-based network 
(DAM-Net) for COVID-19 detection in CXR. DAM-Net adaptively extracted spatial features of COVID-19 
from the infected regions with various appearances and scales. The DAM-Net was composed of dense layers, 
channel attention layers, adaptive downsampling layer, and label smoothing regularization loss function.

Similarly, Pereira et al14. designed four different convolutional neural network models to classify AD, 
mild cognitive impairment, severe cognitive impairment and healthy brain MRI images, and integrated the 
classification results through the way of pipeline, achieving better classification effect. It can be seen that studies 
on DL in brain medical images are becoming more and more successful15.

Currently, deep learning-based brain CT classification faces the following challenges:

	1	� Data quality and labeling. The quality of brain CT images may be affected by a variety of factors, such as noise, 
artifacts, etc., which may affect the accuracy of the model. In addition, accurate labeling requires specialized 
medical knowledge and experience, which can be a challenge.

	2	� Class imbalance problem. In brain CT classification, there may be an imbalance in the number of samples of 
different categories, which may lead to poor classification performance of the model for a few categories.

	3	� Model complexity and computational resources. Deep learning models usually have high complexity and 
require a lot of computational resources for training and reasoning. This can be a challenge in some re-
source-limited environments.

	4	� Model interpretability. The decision-making process of deep learning models is often black-box, which makes 
it difficult to interpret the model’s decisions and results. In the medical field, interpretability of models is very 
important for clinical applications.

	5	� Domain adaptability. Different medical institutions may use different equipment and scanning parameters, 
which may lead to differences in brain CT images. Models need to have good domain adaptability to perform 
well on different data sets.

In fact, deep CNN is used to learn the deep features of medical images, which has better recognition and 
robustness in image expression16. However, most existing DL methods learn features from the entire CT image, 
which includes not only features related to brain lesions, but also confounding features such as background 
areas. The features of other tissues contained in the background region are likely to be mixed with the extracted 
brain features, resulting in poor discrimination of extracted features and inaccurate model classification.

The visual attention mechanism shows its superiority in visual tasks such as facial expression analysis, image 
classification17,18and target detection. This mechanism conforms to the human visual system, which does not 
attempt to process the entire visual scene information at once, but instead focuses on the salient parts of the 
entire visual space when they are needed. The visual attention module guides the model to learn from the image 
region with specific information and helps the model to extract the dynamic features of the most brain-like parts 
in the image. Wang et al19. proposed a residual attention module, which used down-sampling and up-sampling 
methods to extract attention feature maps20. Woo et al21. integrated channel and spatial features, proposed a 
Convolutional Block Attention Module (CBAM), and conducted a classification test in ImageNet data set to 
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verify the validity of the channel and spatial features combination. However, the attention module mainly used 
pooling operation to process feature mapping, and it was easy to lose more key information in feature mapping.

Therefore, in this paper, Mask RCNN network is used to construct a classification model to classify brain CT 
images. For the brain CT image data set used in this paper, Gao et al22. designed a simple CNN model using DL 
method for the first time, which achieved an accuracy of 86.32% for brain CT classification. Zahedinasab et al23. 
proposed a 7-layer CNN model, and combined with different activation functions, the classification accuracy of 
the model reached 88.67%. Obviously, the classification accuracy of this data set is far from satisfactory.

To solve the above problems, we propose a brain CT classification via Mask RCNN and attention mechanism. 
Our main contributions are as follows.

Firstly, the ResNet-10 feature extraction network is reconstructed by deformable convolution to improve the 
feature extraction adaptability to the geometric feature diversity of brain CT images and reduce the interference 
of background information.

Then, an improved attention mechanism is introduced to make the network pay more attention to the features 
related to the target, so as to reduce the confusion between instances of different similar features.

Finally, the loss function of Mask RCNN mask branch is optimized to improve the segmentation precision 
of target edge information by the model, wherein, the model can extract more discernibility brain features and 
improve the accuracy of model classification. The proposed network is shown in Fig. 1.

Proposed brain CT image classification model
Mask RCNN
Based on the Faster RCNN24, the Mask RCNN algorithm adds parallel fully connected network to target border 
recognition branches for target mask prediction. Region of Interest (ROI) Align perfectly solves the problem of 
area mismatch caused by twice quantization in ROI Pooling operation. The improved deep neural network model 
can not only detect the target, but also produce high quality segmentation mask for each instance. Mask RCNN 
is a two-stage algorithm. Firstly, the Region Proposal Network (RPN) searches the image and generates proposal 
boxes. Secondly, proposals are operated with classification, boundary regression and pixel segmentation. The 
two-stage algorithm uses the anchor frame mechanism to consider regions of different scales and has higher 
accuracy in positioning and detection than the one-stage algorithm25.

The basic framework of Mask RCNN model is mainly composed of CNN, RPN network, ROI Align and 
result output unit as shown in Fig. 2.

Fig. 2.  Structure of Mask RCNN.

 

Fig. 1.  Proposed network in this paper.
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	1	� CNN. The CNN of the Mask R-CNN model uses Residual Network (ResNet) and Feature Pyramid Network 
(FPN) to extract and fuse multi-scale features of the image and forms corresponding feature maps .

	2	� RPN network. Multiple candidate frames are generated by sliding the feature map through preset anchor 
frames with various width and height ratios. The generated candidate boxes are then dichotomized (fore-
ground and background) and the position and size of the candidate boxes are corrected. Non-maximum 
suppression (NMS) is utilized to screen out more accurate candidate boxes.

	3	� ROI Align. It adopts Bilinear interpolation to calculate the pixel value of each sampling point, retain floating 
point coordinates, and match the extracted candidate target box with the candidate region in the original 
image pixel by pixel.

	4	� Result output unit. A full convolutional network mask branch is used to achieve pixel-level segmentation of 
objects, and two fully connection layers are used to classify objects and conduct boundary box regression.

Deformable convolution
The brain image has geometric diversity, and different texture features, the difference between the target and the 
background is small, so the edge of the target to be extracted is fuzzy and difficult to separate. In image detection 
task, the size and shape of the receptive field in the traditional convolution operation are fixed. For the brain, 
it is expected that the receptive field of the convolution kernel can pay attention to features such as the edge of 
the target, so as to minimize the influence of background information on feature representation. Deformable 
convolution26 adds extra bias to different convolution regions, which makes the convolution operation more 
adaptable to the geometric deformation of the target and reduces the interference of background information.

The standard two-dimensional convolution operation is a sliding sampling on a regular feature graph by a 
regular grid R. The sample values are summed by weighting w. The grid R can define the size and weight of the 
sampling area w. The output y(O0) of O0 at each position in the input feature graph x is:

	
y(O0) =

∑
On∈R

w(O0) · x(O0 + On)� (1)

where On is the sampling position in R centered on O0. In the deformable convolution, an offset ∆On is added 
to each sampling point O0, and the calculation process is as follows:

	
y(O0) =

∑
On∈R

w(O0) · x(O0 + On + ∆On)� (2)

The shape of convolution kernel with increasing offset is more flexible and the range of receptive field is 
optimized. However, when the offset is added to the deformable convolution, the receptive field range is larger 
than the target range, and interference features are extracted. Therefore, DCNv2 adds weight coefficient ∆mk  to 
each sampling point to ensure effective feature extraction. The calculation process is as follows:

	
y(O0) =

∑
On∈R

w(O0) · x(O0 + On + ∆On)∆mk � (3)

The realization process is shown in Fig. 3.
The original ResNet10 model consists of four blocks, and each block consists of several residual modules. 

In this paper, the ResNet10 model is improved by replacing the standard convolution layer of residual modules 

Fig. 3.  Process of deformable convolution.

 

Scientific Reports |        (2024) 14:29300 4| https://doi.org/10.1038/s41598-024-78566-1

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


in the last three blocks with a deformable convolution layer, so as to increase the precision of target feature 
extraction by the model. The first block is reserved as the standard convolution layer to control the network 
parameter number brought by deformable convolution. The improved residual module is shown in Fig. 4. Where 
DConv stands for deformable convolution.

Residual module based on attention mechanism
The attention mechanism enables the model to select the information in the training process. Convolutional 
Block Attention Module (CBAM) network is a series combination of channel attention and spatial attention 
(Fig. 5). In brain CT images, the contrast between background and target is low, and the recognition between 
different instances can only rely on contour features. Therefore, adding attention mechanism to the network can 
improve the ability of extracting valid features.

Since CBAM is a serial connection structure, the channel attention module has a certain degree of influence 
on the features learned by the spatial attention module. In addition, the front-end of the two attention modules 
uses GAP and GMP to integrate the spatial information of feature mapping, which will lose the accurate spatial 
relative relationship between image objects. Therefore, the two-channel convolutional block attention module 
(TCCBAM) is proposed to extract salient feature information, the structure of TCCBAM is displayed in Fig. 6.

In order to avoid interference of channel attention to spatial attention in CBAM serial connection, TCCBAM 
adopts parallel connection and features fusion of the outputs of the two modules according to elements, thus it is 
unnecessary to pay attention to the sequence of spatial and channel attention module. In addition, CBAM only 
focuses on its attention mechanism and does not comprehensively consider the context information of feature 

Fig. 6.  TCCBAM structure.

 

Fig. 5.  CBAM structure.

 

Fig. 4.  Modified residual module.
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maps. Therefore, the deformable convolution is added to enhance the representation ability of local features, 
optimize the receptive field and extract rich original information.

It inputs f ij ∈ RC×H×W  through TCCBAM, the output feature graph f ij
out is obtained. Where f ij  is the 

feature graph of the j-th residual module in the i-th block. The calculation process of f ij
out is as follows:

	 f ij
out = f ij⊗M ij

c (f ij) + f ij⊗M ij
s (f ij)� (4)

where M ij
c (f ij) is the output of channel attention module. Feature graph f ij  parallel passes global maximum 

pooling F ij
cmax, global average pooling F ij

cavg , and deformable convolution F ij
cdeform and obtains three feature 

graphs with size C × 1 × 1. After that, the feature graph enters the full connection layer F ij
c  with the shared 

weight to fully fuse the information. The output M ij
c (f ij) is obtained by Sigmoid activation function σij

c  after 
the weighted three feature graphs:

	 M ij
c (f ij) = σij

c (F ij
c (F ij

cmax(f ij)) + F ij
c (F ij

cavg(f ij)) + F ij
c (F ij

cdeform(f ij)))� (5)

where M ij
s (f ij) is the output. Feature graph f ij  parallel passes global maximum pooling F ij

smax, global average 
pooling F ij

savg , and deformable convolution F ij
sdeform and obtains three feature graphs with size 1 × H × W

. Then, the three feature maps are spliced in the channel dimension to form a 3 × H × W  feature map. After 
a convolution layer F ij

s  with a convolution kernel size of 7 and Sigmoid activation function σij
s , the output 

M ij
s (f ij) is obtained. The calculation process is as follows:

	 M ij
s (f ij) = σij

s (F ij
s [F ij

smax(f ij); F ij
savg(f ij); F ij

sdeform(f ij)])� (6)

After the second 1 × 1 convolution layer of each residual module in ResNet10 model, TCCBAM is inserted to 
improve the feature extraction ability of ROI.

Modified loss function
The loss function L of the Mask RCNN is composed of three parts: location loss Lbox , classification loss Lcls, 
and segmentation loss Lmask :

	 L = αLcls + βLbox + γLmask � (7)

where α, β and γ are the weight parameters of Lcls, Lbox and Lmask .

Lcls uses the cross drop loss function to achieve multi-task classification, and the Lcls calculation process is as 
formula (8):

	
Lcls = −

k+1∑
i=1

(plog(qi) + (1 − p)log(1 − qi))� (8)

where k + 1 represents the number of categories plus the background. p represents the truth value, and qi 
represents the probability of predicting category i.

Lbox calculates the bounding box loss by the Smooth function as follows:

	
Lbox =

∑
i∈{x,y,w,h}

SmoothL1 =
{

0.5(ti − vi)2, if |ti − vi| < 1
|ti − vi| − 0.5, otherwise � (9)

where (tx, ty, tw, th) represents the parameters of the real boundary box. (vx, vy, vw, vh) represents regression 
prediction parameters corresponding to real classification.

The calculation process of Lmask  through binary cross entropy loss function is as follows:

	
Lmask = −

∑
y

ylog(y) − (1 − y)log(1 − y)� (10)

where y represents the real label of pixels in the target region. (1 − y) represents the predicted value of pixels in 
the target region. The original Mask RCNN using Lmask  alone will make the edge loss ignored by the information 
of the whole region, resulting in poor target edge segmentation accuracy, which will affect the accuracy of brain 
CT images classification. To solve this problem, Lmask  of mask output branch is optimized.
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In classification process, the model adopts the IOU between the mask real value and predicted value as the 
evaluation index of quality. The optimal choice between a given optimization index and the proxy loss function 
is the optimization index. The Dice coefficient is usually used to calculate the similarity of two samples. When 
it is designed as a loss function, it improves the performance of the model. Therefore, a loss function similar 
to IOU calculation method is designed, and Laplacian smoothing is added to reduce over-fitting and prevent 
gradient explosion and disappearance. The loss function is as Eq. (11):

	
Lla = 1 −

2 × (
∑H

i=1

∑W

j=1 P (i, j) × G(i, j)) + 1∑H

i=1

∑W

j=1 P (i, j) +
∑H

i=1

∑W

j=1 G(i, j) + 1
� (11)

where, the input feature graph size is H × W . P (i, j) is the predicted value of (i, j). G(i, j) is the true value 
of (i, j).

To ensure stable convergence of the training process, the original binary cross entropy loss function is fused by 
Lla, and the optimized Lmask  is as follows:

	
Lmask = µ(−

∑
y

ylog(y) + (1 − y)log(1 − y)) + (1 − µ)Lla� (12)

where µ is the weight coefficient of loss. When µ = 0, Lmask = Lla. When µ = 1, Lmask  is the binary cross 
entropy loss function Lbce. The loss function of the optimized Mask RCNN is:

	 L = αLcls + βLbox + µLbce + (1 − µ)Lla� (13)

Experiments and analysis
Image preprocessing
A total of 160 normal and abnormal brain CT images are randomly selected from the labeled database. In 
addition to the brain regions of interest, there are large areas of un-interest in the original image. And due 
to the influence of a variety of factors in the shooting process, resulting in dark or bright images, therefore, 
it is necessary to preprocess each image sample. The specific handling method is as follows. In Matlab 2017a 
platform, firstly, the original image format (DICOM format) is transformed into BMP format; Secondly, the 
image details are enhanced by grayscale segmental stretching. Thirdly, Crop Image Tool is used to remove the 
background area of the original image, so that it contains less background and all the regions of interest. 160 
brain images are uniformly output as 256 × 256pixel. Taking sample No. 1 as an example, its situation before and 
after treatment is shown in Fig. 7 (a) and b.

Model training
Because of the same network model, training under different training parameters will get different results. 
Common training parameters include target error, training step length and learning rate. If the indexes are too 
high, the over-fitting phenomenon will occur. We has modified the backbone architecture by incorporating 
deformable convolutions. So we first training the model in used data sets. After training, the result can only 
identify the trained sample well, and its ability to evaluate the unknown sample is relatively weak, which will 
increase the error. If the training step length is too long, the convergence time will increase accordingly. On the 
contrary, if the training indexes are too low, although the required training times are reduced and the time is 
shortened, the output network testing ability will also be low, and the relationship between various data cannot 
be well expressed. After many training experiments, training parameters are constantly adjusted. When the 
maximum iteration number is 1000, the training target error is 0.01 and the learning rate = 0.1, the training 
output network has strong testing ability. The final network training effect is shown in Fig.  8. The training 
curve basically returns smoothly to reach the specified goal, which shows that the training parameters set are 
reasonable.

The detailed settings of other parameters in this paper are shown in Table 1. In addition, random horizontal 
flip, random vertical flip and adjustment of brightness, contrast and saturation are used to enhance the training 

Fig. 7.  Original brain CT sample and preprocessed output.
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data and improve the generalization ability of the model. All models in this paper are implemented using Pytorch 
deep learning framework.

All experiments in this paper are built under Windows10 system and Spyder editor. Accelerated computing 
is performed on Intel(R) Core(TM) i9-9900  K CPU, NVIDIA GeForce RTX2080Ti GPU and 32G memory 
platform, using Pytorch1.12.1 to build network model and programming language Python3.8 to implement. In 
this experiment, Adam optimizer is used to calculate and update the network parameters of the optimization 
model training, and the learning rate and learning rate decay are set to 0.001, the batch size of the model is set to 
16, and the input image size is set to 224 × 224.

Experiment and results
In this paper, we adopt accuracy, precision, recall, F1, Kappa and confusion matrix as the evaluation indexes. The 
calculation formulas are as follows.

Accuracy: The ratio of the number of samples correctly classified by the classifier to the total number of 
samples for a given test data set.

	
accuracy = T P + T N

T P + T N + F P + F N
� (14)

Precision: The proportion of the number of positive samples that are correctly classified to the number of samples 
that the classifier determines to be positive.

	
P recision = T P

T P + F P
� (15)

The recall rate refers to the proportion of the number of correctly classified positive samples to the number of 
true positive samples.

Layer Parameter Output size

Conv1 7 × 7, 64, stride = 2 100 × 100

Max Pool 3 × 3, stride = 2 50 × 50

Residual Unit 1 3 × 3, 64 50 × 50

Attention model RHAM 50 × 50

Residual Unit 2 3 × 3, 128 25 × 25

Attention model RHAM 25 × 25

Residual Unit 3 3 × 3, 256 13 × 13

Attention model RHAM 13 × 13

Residual Unit 4 3 × 3, 512 7 × 7

Attention model RHAM 7 × 7

Global average pool 1 × 1

Dropout 0.5

FC, softmax 3

Table 1.  Parameters in this paper.

 

Fig. 8.  Network training chart.
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Recall = T P

T P + F N
� (16)

The F1-Score value is the harmonic average of accuracy and recall.

	
F 1 = 2P recision × Recall

P recision + Recal
� (16)

The Kappa coefficient is an index used for consistency testing and can also be used to measure the effect of 
classification.

	
Kappa = p0 − pe

1 − pe
� (17)

	
pe =

∑n

k=1(
∑n

i=1 xik ×
∑n

j=1 xki)

(
∑n

j=1

∑n

i=1 xij)2 � (18)

where TP (true positive) indicates that the label is predicted to be positive. FP (false positive) is a label with 
negative prediction being positive. TN (true negative) indicates that the label is negative and the prediction is 
negative. FN (false negative) indicates that the label positive is predicted to be negative. p0 stands for accuracy. 
n stands for category of classification. pe represents the sum of the actual and predicted number of products 
corresponding to all categories in the confusion matrix divided by the square of the total number of samples. xij  
represents the elements of the confusion matrix.

At present, the mainstream residual convolutional neural network models include ResNet10, ResNet18, 
ResNet34 and ResNet50, and the depth of models increases successively. In order to select models matching the 
complexity of brain CT data in this paper, the residual network models mentioned above are used to train brain 
CT image data sets, and the classification results obtained are shown in Table 2. The CT images used in this paper 
are CQ500 and DeepLesion.

Table 2 shows that ResNet10 has the best classification effect on the brain CT data set, indicating that the 
model basically matches the complexity of the data set. Therefore, the ResNet10 is selected as the backbone 
network model in this paper.

Deformable convolution is added into the residual network model to obtain DResNet10, DResNet18, 
DResNet34 and DResNet50 backbone network models. These backbone network models Are used to classify 
brain CT images respectively, and the classification results are shown in Table 3.

Table 3 shows that although deep convolutional neural network can show good classification effect on 
large-scale data sets. But for small-scale data sets, it is easy to produce over-fitting phenomenon, which leads 
to poor classification performance. Therefore, it is very important to design a network model that matches the 
complexity of the data set.

The proposed TCCBAM and CBAM are added to the above backbone network model, respectively, and 
classified on brain CT data. The results are shown in Table 4.

By comparing the classification accuracy of the backbone model with the addition of attention module in 
Table 4, the following two conclusions can be obtained.

	1	� Compared with a single channel domain attention or space domain module, the attention module in this 
paper is more effective to improve classification results.

Model Accuracy/% Precision/% Recall/% F1/% Kappa/%

DResNet50 87.75 76.32 83.67 79.70 77.87

DResNet34 89.98 80.56 83.74 82.17 76.95

DResNet18 91.23 83.68 84.79 84.18 77.08

DResNet10 93.54 89.75 89.88 89.06 78.95

Table 3.  Classification comparison with different backbone network models.

 

Model Accuracy/% Precision/% Recall/% F1/% Kappa/%

ResNet50 85.45 75.21 82.55 78.69 76.76

ResNet34 87.38 79.45 82.63 81.06 75.85

ResNet18 89.27 82.57 83.69 83.07 75.97

ResNet10 91.72 88.64 89.52 89.12 77.84

Table 2.  Classification comparison with different residual network models.
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	2	� Compared with CBAM attention module, this paper puts forward the TCCBAM attention module using 
convolution operation to replace the pooling operation. In order to avoid the loss of key information and en-
sure the stability of the model, the residual skip connection structure is introduced. Compared with CBAM, 
TCCBAM is more effective in helping the backbone model to improve brain CT classification.

The proposed network model in this paper is applied to brain CT image classification task and compared with 
other methods including CDL27, FACNN28, MMDL29and HIE30. The comparison results are shown in Table 
5. By comparing the classification accuracy of models in Table 5, the following two conclusions can be drawn.

	1	� Compared with the classification results of CDL and FACNN, it shows that adding attention mechanism 
to the common CNN model can effectively improve the performance of the model. Also it verifies that the 
residual attention module can help model focus on the location and content of brain related organizations, it 
can extract more distinguish sexual features.

	2	� Compared with the classification results of MMDL and HIE, it shows that adding attention mechanism com-
bined with suppression over-fitting method is more effective in improving the classification effect of the 
model than only modifying the activation function.

In this section, we plot the confusion matrix of different methods under different data. The result is shown in 
the Fig. 9. There are four types of data in the data set, usual interstitial pneumonia (UIP), nonspecific interstitial 
pneumonia (NSIP), organizing pneumonia (OP) and Normal control group. As can be seen from Fig. 9, most 
lesion data can be effectively detected by the method presented in this paper.

To demonstrate the effectiveness of the improved strategy, the ablation experiment is conducted. (1) Mask 
RCNN backbone network (2) Replace part of convolutional layer with deformable convolutional (DC) layer in 
Mask RCNN backbone network (3) Add improved attention mechanism (AM) in Mask RCNN backbone network 
(4) In Mask RCNN backbone network, part of the convolution layer is replaced by deformable convolution, and 
an improved attention mechanism is added to each residual module, the results are shown in Table 6.

Because deformable convolution can improve the adaptability of the network to the diversity of geometric 
features of the target and effectively reduce the interference of background information. The attention mechanism 

Fig. 9.  Confusion matrix with different data.

 

Model Accuracy/% Precision/% Recall/% F1/% Kappa/%

CDL 88.25 87.69 88.64 88.25 79.63

FACNN 90.36 89.64 90.11 89.87 81.65

MMDL 92.51 91.67 92.33 91.94 84.26

HIE 94.77 93.55 94.67 94.12 88.59

Mask RCNN + TCCBAM-DResNet10 98.06 97.29 98.77 97.85 91.35

Table 5.  Classification comparison with different methods.

 

Model Accuracy/% Precision/% Recall/% F1/% Kappa/%

CBAM-DResNet50 89.38 85.26 81.76 83.41 80.83

TCCBAM-DResNet50 89.73 86.78 87.82 87.22 82.19

CBAM-DResNet34 89.96 87.25 88.93 88.05 82.45

TCCBAM-DResNet34 90.51 88.47 89.61 88.97 83.62

CBAM-DResNet18 90.82 89.67 90.57 80.11 84.75

TCCBAM-DResNet18 91.55 90.63 91.49 91.18 84.98

CBAM-DResNet10 95.37 93.69 94.18 93.85 85.31

TCCBAM-DResNet10 98.06 96.85 97.64 97.38 88.79

Table 4.  Classification comparison with different attention models.
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can enhance the representation ability of target object features. Therefore, it is feasible to use deformable 
convolution and improved attention mechanism to optimize the model in this study.

Conclusion
To help doctors diagnose abnormalities in the brain early, we propose a Mask RCNN with attention mechanism 
method in this paper. Deformable convolution can improve the extraction ability of target features. Embedding 
residual module based on attention mechanism in the model can make the model pay more attention to 
target-related features, thus reducing the algorithm’s attention to background information. The adopted binary 
cross entropy loss function by the model mask branch is improved to better solve the difficulty of imprecise 
classification. In this experiment, we classify brain CT images based on Mask RCNN and attention mechanism. 
Although some achievements have been made, there are also some limitations.

First, the performance of the model can be affected by the quality and quantity of data. If there are problems 
in the data set such as noise, missing values, or data imbalance, it may affect the accuracy and generalization 
ability of the model.

Secondly, the complexity of the model is high, which requires a lot of computing resources and time to train 
and optimize. This may not be suitable for some resource-constrained application scenarios.

In addition, although the introduction of attention mechanism improves the model’s focus on key areas, it 
may also lead to the neglect of other areas, thus affecting the comprehensiveness of the model.

Finally, the performance of the model may also be affected by other factors, such as the resolution of the 
image, contrast, and so on.

In future studies, we will further explore how to improve data quality and quantity, optimize model structure 
to reduce computational complexity, and improve attention mechanisms to improve model comprehensiveness 
and accuracy.

Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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