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Visual positioning plays a pivotal role in enabling robotic disc cutter replacement for the shield 
machine. However, underground operational challenges—including low illumination, high dust 
concentrations, and irregular sand deposition on the surface of the disc cutter and its holder—severely 
compromise recognition accuracy. To address this, we propose a multi-mechanism enhanced UNet 
model for robust segmentation of the disc cutter holder under heterogeneous surface conditions. 
Experimental comparisons with mainstream semantic segmentation models demonstrate that the 
Res-UNet achieves superior training efficiency and segmentation accuracy. Ablation studies further 
reveal optimal performance when utilizing a hybrid loss function (dice loss + cross-entropy loss) 
paired with the Adam optimizer. By integrating attention mechanisms, we develop the Res-UNet-CA 
architecture, which achieves state-of-the-art metrics on independent test sets: accuracy (99.45%), 
precision (98.9%), recall (99.11%), F1-score (99%), and mIoU (98.63%). The Res-UNet-CA model 
significantly outperforms other semantic segmentation models in prediction quality, offering an 
innovative solution for shield machine disc cutter holder detection.
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A shield machine serves as a critical equipment in tunnel excavation, utilizing disc cutters on the cutterhead 
to fracture rock and soil during operation. Due to rapid wear rates, disc cutters require frequent replacement. 
However, current manual replacement processes exhibit inefficiency and safety risks, substantially hindering 
tunneling productivity and escalating operational costs. To address these limitations, automation-driven 
solutions such as disc cutter replacement robots have emerged. Visual localization constitutes a critical 
component of robotic cutter replacement, particularly as disc cutters inherently lack distinct positioning 
features. Consequently, surface characteristics of the cutter holder could be employed for localization. The core 
objective of cutter holder segmentation lies in deploying image detection algorithms to isolate the holder from 
complex backgrounds, achieving results comparable to manual segmentation precision.

 Deep learning has gained extensive adoption across diverse domains and offers innovative approaches to 
unresolved challenges in shield construction. For instance, it has been applied to segment cracks in tunnel lining 
images for leakage detection1 and to analyze muck characteristics for real-time geological monitoring during 
excavation2. Semantic segmentation is an important application of deep learning in image processing, which aims 
to assign a class label to each pixel in the image. The foundational framework for modern semantic segmentation 
models is the fully convolutional network (FCN) proposed by Long et al. (2015)3which replaces traditional CNN 
fully connected layers with convolutional layers to generate spatial outputs adaptable to arbitrary input sizes. 
The typical image semantic segmentation algorithms commonly used are UNet4DeeplabV35, DeeplabV3 +6, 
LRASPP7PSPNet8DANet9SegFormer10etc. Among these, the UNet network, which is widely used in the field of 
medical lesion detection, is favoured by researchers because of its high detection accuracy and simple network 
structure. Many improvements and attempts have been made to apply it in different fields.

Shallow UNet architectures often suffer from insufficient feature learning and low segmentation accuracy, 
while excessive network depth may induce performance degradation. The unique residual structure of the 
Resnet network can effectively alleviate this problem11. Integrating ResNet with UNet (Res-UNet) addresses both 
depth limitations and performance decline under extreme depth conditions, thereby enhancing segmentation 
capability12. Xu et al. proposed a segmentation model for soil crack images that combines deep Res-UNet 
and the attention gate. The model can effectively identify soil cracks under uneven illumination conditions13. 
Feng et al. proposed a lightweight Res-UNet method, which can achieve accurate segmentation of reflection 
ferrograms and has good anti-interference performance14. Res-UNet has also been adapted for building change 
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detection15coronal loop identification16and near-infrared image colorization17. Additionally, its applications 
extend to the segmentation of tar-rich coal macerals particles18the segmentation of paint craquelures in 
traditional polychrome paintings19the classification of satellite images in complex urban surfaces20and the 
classification of tree species21.

The integration of attention mechanisms into UNet architectures has significantly enhanced performance 
across diverse visual tasks22–24. These mechanisms optimize feature extraction by emphasizing discriminative 
patterns while suppressing irrelevant information. Attention modules (such as SE, CBAM, and ECA) are 
commonly used. The SE module is a typical implementation of the channel attention mechanism. By learning 
adaptive channel weights, the model pays more attention to useful information25. For instance, Yu et al. achieved 
improved semantic segmentation by embedding SE blocks into UNet26. However, SE lacks spatial awareness and 
performs optimally only in channel-rich scenarios. The CBAM module focuses on images from both spatial and 
channel aspects, aiming to enhance the ability of convolutional neural networks to focus on images27. Li et al. 
proposed a flood-submerged area extraction method based on the UNet combined with the CBAM module. The 
introduction of the CBAM module improves the segmentation accuracy of the network28. The computational 
complexity of the CBAM module is higher than that of the SE module, which requires more computing 
resources. Wang et al. improved the SE block and proposed an efficient channel attention (ECA) module, which 
added a small number of parameters compared to the SE module but achieved significant performance gains29. 
Introducing the ECA module in the network can strengthen information interaction and fusion, effectively 
extract local and global features so that the model can focus more on areas that are difficult to separate, and 
obtain better segmentation results30,31. The ECA module has some limitations in dealing with global context 
dependencies and channel spatial relationships. The coordinate attention (CA) module was proposed by Hou et 
al. in 2021. It introduces spatial attention while introducing channel attention and embeds location information 
into the channel attention32.

Despite significant advancements in semantic segmentation across domains, visual inspection of the disc 
cutter holder in tunnel engineering remains underexplored, with no standardized datasets established for this 
specific task. This study pioneers a dedicated deep segmentation framework for shield machine cutter holder. 
In this paper, a high-precision segmentation model (Res-UNet-CA) of the cutter holder of the shield machine 
based on the UNet framework is proposed. The Resnet50 is used as the backbone feature extraction network for 
down-sampling, and the CA module is added at the bottom of the network to effectively extract local and global 
information. In addition, multi-scale feature fusion is used to strengthen feature extraction during up-sampling. 
The primary contributions of this article are as follows.

	1)	 Architectural Innovation: By integrating ResNet50’s residual blocks into UNet’s downsampling path, we 
adopt Res-UNet model to address cutter holder segmentation. This hybrid architecture prevents gradient 
degradation through residual learning while enhancing feature representation. UNet’s skip connections fur-
ther enable hierarchical feature fusion across encoder-decoder stages, improving segmentation precision.

	2)	 Optimization Strategy: A hybrid loss function combining dice and cross-entropy losses enhances training 
stability and segmentation consistency, effectively mitigating overfitting risks.

	3)	 Attention Enhancement: The incorporated Coordinate Attention (CA) module captures long-range spatial 
dependencies while preserving positional integrity through directional encoding, enabling precise locali-
zation of the cutter holder. Experimental validation demonstrates Res-UNet-CA’s superiority over state-of-
the-art models in both segmentation quantitative metrics and visual prediction quality on our cutter holder 
dataset.

Dataset construction
Image acquisition
The cross-section size of the disc cutter changing room in the shield head of the shield machine is 1 m × 1 m, and 
the distance between the camera and the cutter holder is not more than 1 m when the vision system performs 
image acquisition. The space in the disc cutter changing room is narrow, and the movement of the robot is 
limited. In order to simulate the movement of the robot in the disc cutter changing room, we built a four-axis 
motion platform in the laboratory, as shown in Fig. 1, to collect the image of the cutter holder. The degrees of 
freedom of the platform are the translation in the XYZ direction and the rotation in the Z-axis direction. The 
imaging acquisition system integrates three core hardware components: camera, lens, and illumination modules. 
An industrial-grade camera (Manta G-1236, Allied Vision GmbH) was deployed, featuring a Sony IMX304 
CMOS sensor with 4112 × 3008 resolution. To accommodate the large field of view (FOV) requirements, a 
Navitar NMV-8M1.1 wide-angle lens with 8.5 mm focal length was optically coupled to the camera. Considering 
the specular reflection characteristics of metallic components, two parallel and symmetrically arranged LED 
light bars were installed bilaterally along the vertical direction of the camera axis to achieve enhanced uniformity 
in ambient lighting33.

Given the constrained workspace for disc cutter change and the substantial physical dimensions of the cutter 
holder (661 mm × 467 mm), the target occupies at least a quarter of the camera’s field of view during imaging. 
Compared to small-target segmentation tasks, large-target segmentation of the cutter holder requires less data 
complexity. Consequently, a dataset of 100 images suffices for this task, split into 80 training and 20 testing 
samples.

Image augmentation
In the shield construction site, although the high-pressure water gun is used to clean the surface of the cutter 
holder, there will still be rust, soil cover, and other conditions. The illumination in the shield machine is unstable, 
and it is difficult to install a large light source due to the limited space in the disc cutter changing room, leading 

Scientific Reports |        (2025) 15:24085 2| https://doi.org/10.1038/s41598-025-10559-0

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


to uneven brightness of the collected cutter holder images. The underground high-humidity environment will 
cause the camera lens to produce fog, coupled with the interference of air dust, resulting in blurred images of the 
collected cutter holder. All of the above will increase the difficulty of segmentation of the target cutter holder.

In order to simulate the on-site environment as realistically as possible, the data processing shown in 
Fig.  2 was carried out on the collected images. In the laboratory environment, we use the simulated soil to 
randomly block the surface of the cutter holder during image acquisition. After the acquisition, the collected 
image is further enhanced on the computer to approximate the image of the cutter holder collected in the real 
environment. The specific operation is as follows. Firstly, the surface of the cutter holder is randomly occluded 
using occlusion blocks such as rectangles or circles. Secondly, Gaussian white noise with a standard deviation of 0 
to 50 distribution is randomly added to the images. Then, the brightness and contrast of the images are randomly 
adjusted. Finally, the central point synthetic fog method is used to randomly add different concentrations of fog 
to the cutter holder images. The partially occluded local images and the enhanced images of the obtained cutter 
holder data set are shown in Fig. 3.

Overall network structure
The UNet network implements the encoding and decoding process based on FCN and U-shaped structure. 
There is no fully connected layer in the whole network, which is composed of convolution and pooling layers. 
The encoding process, known as the down-sampling stage, performs feature extraction on the image. The up-

Fig. 2.  The flowchart of image data processing.

 

Fig. 1.  The cutter holder image acquisition platform.
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sampling stage decoding process uses the ‘skip connection’ to transfer the features extracted from the down-
sampling process to the up-sampling layer to achieve multi-scale information fusion, which can obtain more 
image detail features.

The multi-level downsampling structure of Unet can gradually extract the multi-scale features of cutter 
holder wear and soil coverage, and can resist texture blurring caused by low underground illumination. During 
decoding, jump connections are utilized to fuse shallow high-resolution features and deep semantic features, 
suppressing strong noise while ensuring the edge of the cutter holder. The encoding and decoding symmetric 
structure and skip connection mechanism of UNet essentially construct a parameter-efficient feature reuse 
system, which has strong adaptability to small samples and is suitable for tool changing scenarios with relatively 
simple environments. The u-shaped structure proposed in this paper is shown in Fig. 4, which mainly comprises 
three parts: the main feature extraction module, the attention module and the enhanced feature extraction 
module.

The main feature extraction module
The original UNet architecture predominantly employed VGG as its backbone. This study adopts ResNet, which 
enhances VGG’s framework through residual connections while retaining its small-kernel convolutional layers. 
The residual blocks utilize skip connections to mitigate gradient vanishing in deep networks, enabling accuracy 
improvement through depth escalation. Crucially, ResNet achieves parameter efficiency and computational 
economy while enabling deeper architectures compared to VGG. Compared with Resnet34, Resnet101, and 
other networks, Resnet50 is more suitable for the segmentation task of cutter holder images, considering its 
comprehensive performance in segmentation speed, parameter number, and recognition ability.

The attention module
The human eye can quickly scan the global image to select the target area that needs to be focused on and focus 
on the area to obtain more target detail features while suppressing other useless information. The attention 
mechanism aims to determine which part of the input needs attention and allocate limited information 
processing resources to the critical part. The attention mechanism is generally divided into channel attention 
mechanism and spatial attention mechanism, and the combination of the two. In practice, the specific choice of 
which kind of attention needs to be considered comprehensively according to the specific application scenarios. 
Moreover, the attention module is a plug-and-play module that can be placed behind any feature layer.

Coordinate attention is an efficient mechanism that retains the important direction information generated 
while capturing channel information. It can also improve the sensitivity of the network to feature location 
recognition. The schematic diagram of the CA module is shown in Fig.  5, which mainly generates accurate 
position information coding for channel relationships and remote dependencies through coordinate information 
embedding and coordinate attention.

Fig. 3.  The local screenshots of the samples of the dataset. Fig. a shows the local images of the cutter holder 
occluded by occluded blocks and simulated mud. Figs. b, c and d show the surface of the cutter holder with 
noise, uneven illumination distribution and fog occlusion, respectively.
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The enhanced feature extraction module
The right half of the network is the enhanced feature extraction module, the up-sampling part. It is mainly 
composed of four small modules. Each module follows the typical architecture of the convolutional network 
and contains a bilinear interpolation, which can amplify the feature layer and then fuse with the effective feature 
layer obtained by down-sampling. It also includes two 3 × 3 convolutions, each with a ReLU function. Through 
the down-sampling process, we obtained five effective feature layers and stacked them with the feature layers 
obtained by the enhanced feature extraction module to achieve feature fusion. Finally, a 1 × 1 convolution is used 
to map each 64-component feature vector to the foreground or background category.

Experiments and results
Experimental environment and evaluation indicators
The segmentation models used in this study are trained on a server with running 256G memory. It is implemented 
using the Python 3.7.0 programming language under the PyTorch 1.11.0 deep learning framework. The server 
has two NVIDIA RTX 3090 GPUs and two Intel Xeon Gold 6242 Processors @ 3.10 GHz. The operating system 
is Windows 10, and parallel computing is realized by CUDA 11.6.

In order to evaluate the effectiveness and accuracy of the cutter holder segmentation method proposed in this 
paper, the experiments evaluate the cutter holder segmentation results from accuracy, precision, recall, F1_score, 
IoU (intersection over union), mIoU (mean intersection over union) and other indicators. Each indicator is 
defined as follows.

Fig. 5.  The structure of the coordinate block. ‘X Avg’ and ‘Y Avg’ represent one-dimensional horizontal and 
one-dimensional vertical global pooling, respectively. H×W is the size of the feature map. r is the reduction 
ratio.

 

Fig. 4.  Res-UNnet-CA network structure.
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where i denotes the true value, j denotes the predicted value, and pij  denotes the prediction of i to j.

Comparison of Res-UNet with other semantic segmentation models
Based on the cutter holder dataset, we compare the segmentation performance of the Res-UNet model with the 
main part of Resnet50 with several other commonly used models for semantic segmentation. These segmentation 
models are trained on the open-source framework PyTorch. The hyperparameters of all models are shown in 
Table 1. The model’s results were saved and evaluated every ten epochs during training. Moreover, the latest 
model can also be loaded to resume training if there is a training termination.

Transfer learning serves as a widely adopted approach in deep learning to enhance model generalization 
without requiring extensive additional datasets. Standard segmentation models typically employ pre-trained 
networks and optimize all parameters post-weight initialization, accelerating convergence while boosting 
performance. The Res-UNet variant distinguishes itself by exclusively training later network layers during initial 
phases: the first 50 epochs freeze core feature extraction modules while fine-tuning subsequent layers, followed 
by full parameter optimization in the final 50 epochs. The average time of the segmentation models after multiple 
trainings on the cutter holder training set is shown in Table 2.

We use the above segmentation models to compare their accuracy, precision, recall, F1_score, IoU, and mIoU 
on the cutter holder test set. As shown in the experimental results of Fig. 6 and Tabel 6, the Res-UNet model 
performs best, and the values of its evaluation indicators are higher than other segmentation models. Compared 
with the second-performing DeepLabV3 + model, its accuracy is 99.07%, an increase of 4.08%. In addition to the 
similar precision value, the other indicators of Res-UNet have increased by more than 8% points. The integrated 
PSP-DANet framework employs PSPNet for swift coarse localization of the cutter holder, followed by DANet’s 
sub-pixel precision refinement within ROI regions. This combined approach achieves optimal segmentation 
efficiency among compared methods, though with marginally lower accuracy than Res-UNet.

Comparison of different loss functions
Loss functions serve as critical optimization benchmarks in deep learning, where their minimization drives 
model convergence and prediction error reduction. The choice of loss functions significantly influences model 
performance, particularly when network architectures are fixed. Identifying the optimal loss function for 
guiding networks toward superior solutions demands systematic comparative analysis under defined structural 
parameters.

Pixel-level cross-entropy is the most commonly used loss function in image semantic segmentation tasks. Its 
specific expression is as follows.

Network FCN LR-ASPP DeepLabV3 DeepLabV3+ PSP-DANet SegFormer Res-UNet

Training Time(h) 1.58 1.48 1.6 1.09 1.02 0.36 0.87

Table 2.  Training time of the five segmentation networks.

 

Learning rate 0.01

Optimizer SGD

Momentum 0.9

Loss function Cross-entropy

Batch size 16

Number of epochs 100

Table 1.  Hyperparameters used for the segmentation models.
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N
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where N represents the number of pixels in the image, yi and y′
i  represent the label value and the predicted 

value, respectively, and py′
i

 represents the probability of the predicted value.
The focal loss function is a new loss function proposed by He et al. for the imbalance of training samples and 

the difficulty of samples34. Its specific expression is as follows.

	 LF ocal = −α (1 − py′ )γ logpy′ � (8)

where α is used to weight the loss of the sample of different categories, the effect of parameter γ is that when the 
probability of sample prediction is large, the loss of easy-to-classify samples will be significantly reduced.

The dice loss function can measure the similarity between the predicted and the real segmented images, 
thereby improving the segmentation effect. Generally, the use of dice loss alone cannot achieve good results, and 
we generally use it in combination with cross-entropy loss or focal loss in practice. The specific expression of the 
dice loss is as follows.

	
LDC = 1 − 2 × |y ∩ y′ | + smooth

|y| + |y′ | + smooth
� (9)

where y and y′  represent the label and predicted values, respectively.
Based on the cutter holder data set, we compare the segmentation results of the Res-UNet model with 

different loss functions through experiments to select the most suitable loss function. We compared the effects of 
CE loss, focal loss, dice loss and a total of five loss functions combining dice loss with the first two loss functions 
on network training. In the training process, the settings of other hyperparameters except the loss function are 
the same as those in Table 1.

 Figure 7 shows the loss function smoothing, accuracy, and mIoU curves obtained in the model training 
stage when different loss functions are used. The effect of the loss function is compared by accuracy and mIoU 
values and their convergence smoothness. It can be seen from these three sets of curves that when the loss 
function is focal, the convergence speed of the loss function is the fastest, but the segmentation accuracy is the 
worst. The combination of dice loss and ce loss has the best effect, and its accuracy and mIoU curve convergence 
is the fastest, and the obtained values of the two are also the highest. The abrupt curve shifts around epoch 50 
originate from full-parameter optimization activation in the latter training phase, reflecting expected behavioral 
transitions during model fine-tuning. The Res-UNet model with the combination of dice loss and ce loss as 
the loss function uses the cutter holder test set to obtain the results of accuracy, precision, recall, F1_score, 
IoU, and mIoU values through experiments, and the results are 99.23%, 98.56%, 98.84%, 98.7%, 97.27%, and 
98.11%, respectively (as shown in Table 4). Compared with the evaluation index results of the Res-UNet model 
with ce loss as the loss function in Fig. 5, they were increased by 0.16%, 0.17%, 0.59%, 0.38%, 0.57%, and 0.4%, 
respectively.

Comparison of different optimizers
Optimizers in deep learning backpropagation direct loss function parameters toward global minima by updating 
along the gradient’s steepest descent path, forming the foundation of gradient-based optimization. While 
stochastic gradient descent (SGD) accelerates training through rapid convergence toward local extrema, its 
performance suffers from oscillations along steep dimensions and sluggish progress in flat regions. The Adam 
algorithm addresses these limitations by integrating first-order momentum to dampen oscillations and second-

Fig. 6.  Comparison of evaluation indicators of different semantic segmentation models.
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order momentum for adaptive learning rate adjustment, achieving superior computational efficiency and faster 
convergence compared to SGD through gradient-aware parameter updates.

Based on the cutter holder data set, we use the Res-UNet model to replace the SGD optimizer with the Adam 
optimizer for training and testing experiments, and the obtained comparison results of loss functions are shown 

Fig. 7.  Loss (a), accuracy (b) and mIoU (c) curves using different loss functions.
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in Fig. 8. When the Adam optimizer is used, the convergence of the loss function is faster and more stable, and 
the loss values are smaller for network training and testing.

 As shown in Table 3, after replacing the optimizer of the Res-UNet model, each segmentation evaluation 
index of the network has also been improved. In the subsequent experiments, we use the Adam method to 
optimize the loss function to verify the performance of the improved model.

Comparison of different attention mechanisms
In order to study the effectiveness of the coordinate attention added in this paper, we add several different 
attention mechanisms to the Res-UNet network for comparison. After adding different attention mechanisms, 
the parameters of each model are shown in Table 4. After adding the ECA module, the number of parameters 
of the Res-UNet model increases the least, and the calculation amount of the network increases less. Compared 
with the Res-UNet-CBAM model, the Res-UNet-CA model has a relatively small increase in the number of 
parameters. To minimize the increase in parameters, we incorporated the attention mechanism only in the Level 
4 and Level 5 skip connection layers of the downsampling path. The target cutter holder occupies a substantial 
portion of the image due to its considerable physical size. Incorporating an attention mechanism at the base of 
the UNet network effectively captures the target’s global features. Introducing attention mechanisms across all 
connection layers significantly increases computational overhead while providing negligible improvement in 
segmentation accuracy.

 Based on the cutter holder data set, the models with different attention mechanisms are compared through 
experiments, and the increments of each segmentation evaluation indicator of each model after adding attention 
are shown in Table 5. The results show that adding attention mechanisms to the Res-UNet model can improve 
network performance, and the Res-UNet-CA model has the best performance.

Models Batch size Training epochs Trainable params Params size (MB) Optimizer Initial learning rate

Res-UNet 16 100 43,859,010 167.31 Adam 0.0001

Res-UNet-CBAM 16 100 45,169,926 172.31 Adam 0.0001

Res-UNet-ECA 16 100 43,859,022 167.31 Adam 0.0001

Res-UNet-CA 16 100 44,842,434 171.06 Adam 0.0001

Table 4.  The parameters assigned to each deep learning model.

 

Model Optimizer Accuracy Precision Recall F1_Score IoU mIoU

Res-UNet
SGD 0.9923 0.9856 0.9884 0.9870 0.9727 0.9811

Adam 0.9927 0.9863 0.9874 0.9868 0.9740 0.9820

Table 3.  Comparison of segmentation accuracy using different optimizers.

 

Fig. 8.  Loss curves using different optimizers.
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The segmentation prediction effect of the Res-UNet-CA model
The proposed Res-UNet-CA method and other mainstream segmentation approaches were comparatively 
evaluated on the cutter holder test set, with their segmentation performance metrics summarized in Table 6. The 
results show that the segmentation performance of the Res-UNet-CA model is significantly better than that of 
other segmentation models.

The effect of using the Res-UNet-CA model to segment the cutter holder is shown in Fig. 9. The red area 
represents the segmented cutter holder, the green polygon represents the actual outer contour of the marked 
cutter holder, and the yellow frame line represents the inner contour feature of the cutter holder. Although the 
segmented outer contour of the cutter holder cannot coincide with the actual outer contour to a certain extent, 
the segmentation results can always ensure the integrity of the inner contour of the cutter holder so that the disc 
cutter changing robot can accurately locate the cutter holder according to the inner contour feature. Therefore, 
the Res-UNet-CA model’s segmentation effect can meet our engineering needs.

A random subset of collected cutter holder images underwent predictive processing to visually compare 
segmentation performance across different models, as illustrated in Fig. 10. It can be seen from the figure that the 
segmentation effect of Res-Unet-CA is significantly better than that of several other models, especially the edge 
segmentation effect, making the obtained cutter holder boundary contour more precise and complete.

Fig. 9.  The segmentation effect of Res-UNet-CA model.

 

Model Accuracy Precision Recall F1_Score IoU mIoU

FCN 0.9346 0.8771 0.8883 0.8827 0.7900 0.8516

LR-ASPP 0.7315 0.5113 0.7050 0.5927 0.4212 0.5437

DeepLabV3 0.8997 0.8922 0.7256 0.8003 0.6672 0.7708

DeepLabV3+ 0.9499 0.9871 0.8303 0.9019 0.8213 0.8782

PSP-DANet 0.9642 0.9503 0.9188 0.9343 0.8767 0.9143

SegFormer 0.9302 0.8758 0.8733 0.8746 0.7771 0.8424

Res-UNet-CA 0.9945 0.9890 0.9911 0.990 0.9803 0.9863

Table 6.  Comparison of segmentation evaluation indexes between the Res-UNet-CA and other segmentation 
methods. Bold face indicates the best performance.

 

Model Accuracy (%)
Precision
(%)

Recall
(%)

F1_Score
(%)

IoU
(%)

mIoU
(%)

Res-Unet-CBAM 0.11 0.07 0.12 0.09 0.20 0.13

Res-Unet-ECA 0.03 0.15 −0.03 0.05 0.12 0.08

Res-Unet-CA 0.18 0.27 0.37 0.31 0.63 0.43

Table 5.  Incremental comparison of each segmentation accuracy index of each model after adding different 
attention. Bold face indicates the best performance.
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Conclusion
This study presents a segmentation framework for the disc cutter holder of the shield machine based on deep 
learning. Building upon the U-Net architecture, the proposed method incorporates ResNet50’s residual units in 
place of standard convolutional blocks, facilitating multi-scale hierarchical feature learning while establishing 
direct propagation pathways from shallow to deep layers through skip connections with identity mapping. We 
compare the Res-UNet model with several commonly used semantic segmentation models on the cutter holder 
dataset. Experimental results demonstrate that the Res-UNet architecture outperforms benchmarked state-of-
the-art models in segmentation metrics while exhibiting dual advantages in computational efficiency, achieving 
the most optimal balance between accuracy and training time expenditure among compared methods.

In order to improve the accuracy of cutter holder segmentation, several loss functions and two optimizers 
are compared through experiments. The results show that when the loss function selects the mixed loss function 
combined with dice loss and ce loss, and the optimizer selects Adam, the segmentation evaluation indicators of 
the network have the highest value and the best effect.

Attention modules are integrated at the network’s lower layers to enhance segmentation performance by 
enabling autonomous focus on critical image features. Based on the cutter holder data set, the influence of 
different attention mechanisms on the network is compared, and it is found that the addition of coordinate 
attention has the most significant improvement in network performance. The coordinate attention mechanism 
enhances the network’s positional awareness of the cutter holder by preserving directional cues during channel 
dependency encoding. From the prediction results of each model on the cutter holder images, the segmentation 
effect of Res-UNet-CA is better than that of other segmentation models. Moreover, the segmented cutter holder 
image contains the complete internal contour features on its surface, which meets the actual engineering 
requirements of our subsequent positioning work of the disc cutter changing.

The proposed method achieves high segmentation accuracy in controlled laboratory environments. 
However, its performance in real-world construction site scenarios requires further validation due to significant 
environmental complexities. Future work will focus on collecting on-site image data to enhance the model’s 
generalizability under practical operating conditions.

Fig. 10.  Visual comparison of prediction results of different semantic segmentation models.
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Data availability
The data that support the findings of this study are available from the author, Dandan Peng, d201880277@hust.
edu.cn upon reasonable request.
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