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Extracting key information from unstructured tables poses significant challenges due to layout 
variability, dependence on large annotated datasets, and inability of existing methods to directly 
output structured formats like JSON. These limitations hinder scalability and generalization to unseen 
document formats. We propose the Large Language Model Driven Transferable Key Information 
Extraction Mechanism (LLM-TKIE), which employs text detection to identify relevant regions in 
document images, followed by text recognition to extract content. An LLM then performs semantic 
reasoning, including completeness verification and key information extraction, before organizing 
data into structured formats. Without fine-tuning, LLM-TKIE achieves an F1-score of 80.9 and tree 
edit distance-based accuracy of 88.85 on CORD, and an F1-score of 83.9 with 93.3 accuracy on SROIE, 
demonstrating robust generalization and structural precision. Notably, our method significantly 
outperforms state-of-the-art multimodal large models on unlabeled customs domain datasets by 
5–8% in accuracy. Additionally, our evaluation of multiple large language models of various sizes 
across 15 quantization strategies provides valuable insights for selecting and optimizing LLMs for key 
information extraction tasks, offering practical guidance for system development.

Customs documents in international trade are often non-standardized and structurally complex, encompassing 
key forms such as declarations, invoices, and packing lists. As shown in Fig. 1, unlike structured tables, these 
documents exhibit significant variability in layout, field positioning, and textual organization, often including 
multi-line entries, irregular alignments, and nested information blocks. Such heterogeneity poses major 
challenges for rule-based extraction methods. Therefore, Key Information Extraction (KIE) plays a crucial role 
in automatically identifying essential entities—such as product descriptions, quantities, and HS codes—thereby 
supporting efficient customs clearance, automated verification, and intelligent regulatory oversight.

Existing approaches for KIE from non-standardized documents can be broadly classified into rule-based 
systems, deep learning-based models, and end-to-end frameworks. Rule-based methods, such as Intellix1 and 
SmartFIX2, are effective for structured layouts but fail to generalize to the variability and complexity of non-
standardized documents in logistics and other industries. Deep learning-based models, including LayoutLM3, 
LayoutLMv24, and DocFormer5, improve accuracy by leveraging multimodal information but depend heavily 
on large annotated datasets, making them costly and impractical for real-world applications where labeled data 
is scarce. End-to-end frameworks such as OmniParser6 and DeepSolo7 aim to streamline extraction pipelines 
but typically produce word- or line-level outputs, which are insufficient for downstream automation systems that 
require structured outputs like JSON. These limitations hinder their deployment in industrial automation, where 
scalability, cost-efficiency, and adaptability to unseen document types are critical.

KIE from non-standardized tables presents three critical challenges: (1) the scarcity or complete absence 
of labeled training data, which restricts the adaptability of existing methods in low-resource settings8; (2) the 
inability to directly produce structured outputs, such as JSON, which are essential for downstream automation 
pipelines3,9; and (3) limited generalization capability when handling diverse and complex table formats due to 
inadequate semantic understanding10,11. To address these challenges, we propose the Large Language Model 
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Driven Transferable Key Information Extraction Mechanism (LLM-TKIE). LLM-TKIE integrates Optical 
Character Recognition (OCR) with the semantic reasoning capabilities of Large Language Models (LLMs) to 
bridge the gap between unstructured text extraction and structured data generation. Specifically, the mechanism 
employs OCR for accurate text detection and recognition, followed by LLMs to interpret the extracted text, 
consolidate multi-line information, and transform it into structured formats, such as JSON. By leveraging 
pre-trained LLMs, LLM-TKIE significantly reduces dependency on annotated datasets, enhances semantic 
understanding, and improves adaptability to diverse document layouts12. This mechanism provides a robust, 
scalable, and accurate solution to the key challenges in KIE, demonstrating significant improvements over 
existing methods in real-world industrial applications.

The primary contributions of this work are summarized as follows:

•	 A transferable mechanism for key information extraction from non-standardized tables based on large 
language models: We propose a novel mechanism that integrates OCR with LLMs to effectively address the 
challenges of diverse and non-standardized document layouts. This mechanism demonstrates the ability to 
adapt to new table formats with as few as three annotated examples, enabling direct generation of structured 
outputs, such as JSON, while overcoming the generalization and scalability limitations of traditional KIE 
systems.

•	 Competitive performance without training: Our mechanism achieves an F1-score of 80.9 and a similarity 
score based on tree edit distance of 88.85 on the CORD13 dataset, and an F1-score of 83.9 and a similarity 
score of 93.3 on the SROIE14 dataset, demonstrating strong performance even without additional task-specific 
training.

•	 Comprehensive evaluation of LLMs: We conduct an extensive study of 85 open-source pre-trained language 
models, with parameter sizes ranging from 0.5 billion to 72 billion, across 15 quantization strategies. This pro-
vides valuable insights into the performance of LLMs in KIE tasks, offering practical guidelines for selecting 
and optimizing models in resource-constrained environments.

Related work
KIE from non-standardized tables is a crucial task in industrial automation, enabling streamlined workflows 
across domains such as logistics, finance, and manufacturing. Existing research in this domain can be categorized 
into three main areas: text detection and recognition, KIE models, and LLMs.

Text detection and recognition are critical components of document analysis, particularly for complex 
layouts in non-standardized tables. Traditional methods, such as sliding window and connected component 
analysis, have been largely supplanted by deep learning-based approaches, with architectures like EAST15 and 
DBNet16 improving boundary precision and efficiency through direct bounding box regression and differentiable 
binarization. Recent advancements incorporate progressive region prediction, asymmetric center positioning, 
and kernel expansion to enhance detection accuracy in challenging scenarios17–20. In text recognition, 
Transformer-based models such as TrOCR21 and MAGIC22, along with lightweight systems like PaddleOCR23, 
have improved multilingual and unstructured text processing. Further enhancements include occlusion-aware 
recognition via graph recurrent networks24, color-aware detection with multi-channel MSER25, and specialized 
frameworks for Tibetan text using cross-sequence reasoning26. Additionally, query-aware Transformers have 
been applied for text super-resolution27, while multi-modal knowledge transfer has been explored for few-shot 

Fig. 1.  Examples of non-standardized logistics documents: a shipping manifest (left), a customs declaration 
(center), and a bill of lading (right). These documents highlight diverse layouts and irregular field placements, 
posing challenges for automated extraction.
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text generation and object detection28. These developments collectively advance the robustness and adaptability 
of document analysis, addressing challenges in diverse and complex real-world environments.

KIE models aim to extract structured information from both structured and non-standardized tables, 
facilitating downstream automation workflows. Common benchmark datasets include the Consolidated Receipt 
Dataset (CORD)29 and the Scanned Receipt OCR and Information Extraction dataset (SROIE)30, which are 
widely used for evaluating receipt-based KIE tasks. Early rule-based approaches, while effective for predefined 
templates, lack adaptability to diverse layouts6. Traditional deep learning-based methods, including LSTM-based 
sequence models, multimodal pretrained models like LayoutLM3, and end-to-end systems like OmniParser6, 
face three fundamental limitations. First, these approaches heavily depend on large-scale annotated datasets 
for training, requiring detailed annotations specifying the position, category, and context of each word or 
field in a table, making the process highly labor-intensive, time-consuming, and error-prone, particularly for 
non-standardized tables where high-quality labeled data is difficult to obtain due to layout variability. Second, 
traditional KIE methods exhibit poor generalization when applied to unseen table layouts, as they rely on 
predefined structural patterns learned during training, which limits their ability to adapt to diverse and irregular 
table formats commonly found in real-world scenarios. Third, these methods are fundamentally limited by 
their reliance on token-level classification, predicting labels for individual tokens or words in the input text 
and resulting in outputs that are sequences of token-level predictions, which inherently lack the capability to 
produce structured outputs such as JSON or XML that are essential for real-world downstream automation 
tasks, requiring additional error-prone post-processing steps. Transformer-based models, such as LayoutLM3, 
integrate textual and layout information, improving extraction accuracy, while end-to-end frameworks like 
OmniParser7 and DeepSolo31 unify detection, recognition, and extraction tasks, enhancing pipeline efficiency. 
Despite these advancements, challenges persist in cross-domain generalization and reliance on extensive labeled 
datasets, which hinder their applicability in dynamic and diverse industrial contexts.

LLMs have demonstrated remarkable adaptability in NLP32,33, particularly in KIE under low-resource 
settings. In this study, we experiment with a wide range of LLMs, including open-source models such as Qwen, 
Gemma, Glm, Deepseek and Mistral, covering parameter scales from 0.5B to 72B. These models were selected 
for their balance between inference efficiency and generalization performance in document-level understanding 
tasks. These models leverage prompting techniques to enhance generalization34 while integrating seamlessly 
with OCR systems12,35. Despite their strengths, challenges such as computational overhead and limited 
domain-specific adaptation persist12,36. Beyond NLP, LLMs have been instrumental in industrial automation, 
facilitating anomaly detection, task adaptability, and decision-making in unstructured environments37–39. In 
robotics, LLM-driven frameworks have been applied for hand exoskeleton control, robotic disassembly, and 
semantic encoding in aviation safety analysis37,40,41. In cybersecurity, LLM-based solutions have significantly 
improved phishing detection and logical anomaly identification39,42. The financial sector has benefited from 
LLM-powered information retrieval for enhanced decision-making43,44, while voice assistant technologies have 
advanced human–AI interaction through LLM integration45. Healthcare applications include medical question 
answering via knowledge subgraphs, Traditional Chinese Medicine diagnostics with AcupunctureGPT, and 
improved taxonomy-driven entity recognition for manufacturing processes46–48. In education, LLMs have been 
utilized for interactive teacher training simulations, mitigating suspension of disbelief49. Additionally, they have 
been employed in table-to-text generation with guided planning to reduce hallucination, domain-specific dense 
retrieval via soft prompt tuning, and collaborative small-large model fusion for event detection in low-resource 
settings50–52. These advancements highlight the widespread applicability of LLMs in diverse fields, including 
robotics, cybersecurity, healthcare, education, and manufacturing.

Recent efforts have explored combining LLMs with structured knowledge representations or visual-
semantic understanding for enhanced information extraction. In the medical domain, Huang et al.53 proposed 
a knowledge graph (KG)-based question answering method that effectively integrates domain-specific entities 
to improve structured retrieval performance. Similarly, Thomas and Sangeetha54 developed a KG-powered QA 
system tailored to legal document analysis, capable of modeling nested entity relations in case law. Extending 
this line of work, Giarelis et al.55 presented a unified LLM-KG framework for fact-checking in public deliberation 
scenarios, demonstrating the synergy between pre-trained LLMs and symbolic graph reasoning.

Meanwhile, advances in visual question answering (VQA) systems offer valuable insights for document 
image understanding, especially in layout- and field-aware modeling. Chowdhury and Soni have introduced a 
series of robust VQA frameworks to address key limitations such as language prior and compositional reasoning. 
Their recent R-VQA model56 integrates unified reasoning mechanisms to tackle both challenges simultaneously, 
while ESC-Net57 improves visual understanding via spatial-channel attention ensembles. Further improvements 
are demonstrated in ENVQA58, which enriches visual features with object-level reasoning, and QSF-VQA59, a 
time-efficient and scalable inference framework. A comprehensive summary of these contributions appears in60, 
highlighting strategies to mitigate reasoning failures and enhance system robustness in VQA contexts. These 
insights collectively inform the development of our proposed LLM-TKIE system for semi-structured document 
understanding.

Preliminaries
This section introduces a mechanism for extracting structured information from images of non-standardized 
tables. The mechanism combines OCR with LLMs to interpret the unstructured data and generate structured 
outputs like JSON. The following subsections describe the problem definition, the design rationale, and the 
system architecture.
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Problem definition
The extraction of structured information from non-standardized tables represents a critical bottleneck in 
industrial automation workflows. Documents such as invoices, receipts, shipping manifests, and customs 
declarations play a vital role in domains like logistics, finance, and healthcare, yet they lack consistent layouts 
and well-defined structures. This variability results in key information being distributed across unpredictable 
and irregular formats, posing significant challenges for automated processing.

Despite advances in OCR and KIE techniques, three major challenges persist: (1) Data dependency: Existing 
methods heavily rely on large annotated datasets, which are expensive and time-consuming to obtain, limiting 
their scalability in real-world applications. (2) Generalization limitations: Current systems struggle to adapt to 
unseen document layouts or diverse domain-specific formats, reducing their reliability across industries. (3) 
Structured output generation: Most approaches fail to produce structured outputs, such as JSON or XML, which 
are essential for seamless integration into automation pipelines.

To address these challenges, we define the problem as follows: given a non-standardized table in a document 
(e.g., an invoice or receipt), the goal is to accurately extract key information (e.g., company name, date, and total 
amount) and output it in a structured format that is suitable for downstream applications. This requires a system 
that not only detects and recognizes textual content but also interprets its semantic and contextual relationships 
to enable robust generalization across varying layouts.

As illustrated in Fig. 2, the proposed LLM-TKIE addresses these challenges by integrating OCR with the 
reasoning capabilities of LLMs. LLM-TKIE mechanism enables accurate extraction and structured data 
generation with minimal reliance on annotated datasets, making it a scalable and adaptable solution for 
automating document processing in diverse industrial contexts.

Design rationale
The proposed LLM-TKIE mechanism is designed around a fundamental architectural paradigm that leverages 
modular decomposition and pre-trained model synergy. The core design philosophy centers on task decoupling, 
where visual processing and semantic understanding are deliberately separated to maximize the utilization of 
existing pre-trained components while minimizing domain-specific training requirements. By combining an 
OCR pipeline with pre-trained DBNet++ and SVTR_LCNet for efficient text line detection and recognition, 
and leveraging the semantic reasoning and generative capabilities of LLMs, LLM-TKIE creates a robust 
framework that transforms heterogeneous visual layouts into structured data through intelligent prompt-driven 
processing. This modular architecture enables independent optimization of each component while maintaining 
system-level coherence through carefully designed interfaces and validation mechanisms, making LLM-TKIE 
a scalable solution for addressing the complexities of non-standardized tables in practical industrial scenarios.

Fig. 2.  Case study of receipt information extraction using LLM-TKIE. (Sensitive information has been 
redacted for privacy protection).
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Firstly, LLM-TKIE addresses the data dependency challenge through strategic modular decomposition 
and knowledge transfer mechanisms. Our proposed mechanism integrates an OCR pipeline consisting of 
DBNet++ for text line detection and SVTR_LCNet for text line recognition, fundamentally transforming the 
visual understanding problem into a pure text processing task. By focusing on detecting and recognizing text 
lines instead of analyzing entire table structures, LLM-TKIE avoids the need for detailed table annotations and 
leverages the robust capabilities of pre-trained OCR models. The subsequent semantic processing employs LLMs 
such as GPT-312 and LLaMA35, which utilize their extensive pretraining on large-scale unlabeled text to interpret 
table semantics and extract key information through prompt-based learning. This design paradigm shifts from 
data-intensive supervised training to knowledge transfer through carefully crafted prompts, enabling the system 
to generate structured outputs such as JSON with minimal reliance on labeled datasets and significantly reducing 
the data dependency bottleneck for scalable and efficient key information extraction.

Secondly, LLM-TKIE enhances generalization capability through layout-agnostic processing and few-
shot adaptation strategies. The system bypasses the need for table structure analysis by employing pre-trained 
DBNet++ for text detection and SVTR_LCNet for text recognition, creating a pipeline that focuses exclusively 
on text line detection and recognition while decoupling the task from specific table layouts. This approach 
transforms diverse and irregular table formats into normalized textual representations, effectively reducing 
layout-specific variability and enhancing adaptability to heterogeneous document structures. The recognized 
text is subsequently processed by an LLM using few-shot prompting mechanisms, where 1-3 annotated examples 
provide sufficient contextual guidance for the model to understand task-specific requirements and field mapping 
relationships. This design enables LLM-TKIE to achieve strong generalization across varying table formats 
and domains by leveraging the LLM’s pre-trained knowledge of semantic relationships and linguistic patterns, 
ensuring reliable performance in practical scenarios without requiring extensive layout-specific training.

Finally, LLM-TKIE enables direct structured output generation through constrained generative modeling and 
validation-driven refinement mechanisms. We leverage the generative capabilities of LLMs to directly produce 
structured outputs through prompt-based learning, where carefully designed task-specific prompts guide the 
LLM to generate key information in predefined structured formats such as JSON within its generative process. This 
approach incorporates explicit format specifications, JSON templates, and few-shot examples within the prompt 
design to constrain the generation process and ensure structural compliance. To further enhance robustness 
and consistency, we employ multi-stage regularization techniques including completeness verification, format 
validation through regular expressions, and iterative refinement through re-prompting mechanisms that validate 
and extract JSON strings from the generated output, eliminating errors and ambiguities. This validation-driven 
approach enables our proposed LLM-TKIE mechanism to bypass the token-level classification paradigm and 
produce structured outputs that can be seamlessly integrated into real-world industrial workflows, significantly 
improving both efficiency and reliability in key information extraction.

System overview and architecture
The proposed LLM-TKIE mechanism integrates OCR with LLMs to extract key information from non-
standardized tables and generate structured outputs. The system architecture is composed of three primary 
components: text detection, text recognition, and key information extraction with structured output generation.

In the first stage, text detection, the input images of non-standardized tables are processed using the pre-
trained DBNet++ model. This module identifies and localizes text regions by predicting bounding boxes 
represented as vertex coordinates. The focus on detecting text lines allows the system to isolate textual content 
without requiring detailed analysis of the overall table structure.

The second stage, text recognition, uses the SVTR_LCNet model to process the bounding boxes from the 
text detection module. Each detected text region is independently recognized, and the recognized text sequences 
are aggregated to form a unified text block representing the content of the table.

In the final stage, key information extraction and structured output generation, the aggregated text block 
is input into the LLM module for further processing. Initially, an information completeness check is conducted 
to determine whether the extracted text block contains sufficient data for downstream tasks. Incomplete 
samples are flagged for review, while complete samples proceed to the information extraction step. Using few-
shot prompting techniques, the LLM extracts specified fields and generates structured outputs, such as JSON. 
Regularization techniques are applied to validate and refine the structured output to ensure consistency and 
accuracy. Figure 3 provides an overview of the system workflow and architecture, illustrating the interaction 
between the text detection, text recognition, and key information extraction modules.

Method
This chapter introduces the LLM-TKIE mechanism, an end-to-end pipeline designed to address the challenges 
of KIE from non-standardized tables. The mechanism consists of three core stages: Text Detection, which 
identifies and localizes text regions; Text Recognition, which extracts textual content; and Key Information 
Extraction and Structured Output Generation, which employs large language models to extract key fields and 
generate structured outputs such as JSON.

Text detection
The text detection stage in the LLM-TKIE mechanism identifies and localizes text regions within non-
standardized table images, consisting of preprocessing, detection modeling, and post-processing.First, image 
preprocessing standardizes input images by removing alpha channels, retaining only RGB channels, and 
normalizing pixel values to mitigate lighting variations and noise:
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Normalized_Pixel = Pixel_Value − µ

σ
,� (1)

where µ = [0.485, 0.456, 0.406] and σ = [0.229, 0.224, 0.225]. Images are resized to a standard resolution while 
preserving aspect ratios to avoid distortion. Additionally, for samples flagged by the Information Completeness 
Check as incomplete or incorrectly oriented, a rotation handling procedure is applied, systematically rotating 
the images by 90◦, 180◦, or 270◦ and reprocessing them. This effectively addresses orientation issues commonly 
encountered in real-world document images.

Next, the DBNet++ model detects text regions using a ResNet-50 backbone to extract multi-scale features, 
which are fused into a unified representation by the Adaptive Scale Fusion (ASF) module. The model outputs a 
probability map (P ), indicating the likelihood of each pixel belonging to a text region, and an adaptive threshold 
map (T ) used for binarization. A binary segmentation map is then obtained:

	
B(p) =

{ 1, if P (p) > T (p),
0, otherwise. � (2)

During training, a differentiable approximation enables gradient propagation to refine boundary detection 
accuracy.

Finally, connected component analysis groups adjacent pixels into distinct text regions. Bounding boxes 
around these regions are generated using the Minimum Area Bounding Rectangle Algorithm, effectively 

Fig. 3.  System workflow and architecture of LLM-TKIE for KIE from non-standardized tables.
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accommodating irregular and curved text layouts. Each bounding box (Bi) is assigned a confidence score based 
on enclosed pixel probabilities:

	
Conf(Bi) = 1

|Bi|
∑
p∈Bi

P (p),� (3)

where |Bi| represents the number of pixels within Bi. Bounding boxes with confidence scores below 0.9 are 
discarded to reduce false positives.The resulting set of high-confidence bounding boxes serves as input to 
the subsequent text recognition module, facilitating accurate key information extraction from complex table 
structures.

Text recognition
The text recognition stage in the LLM-TKIE mechanism extracts meaningful textual content from detected 
bounding boxes. Each localized text region is sequentially processed to ensure accurate recognition and robust 
adaptation to diverse table layouts. This stage converts detected text into a structured text block, which serves as 
input for subsequent key information extraction.

For recognition, we employ the SVTR_LCNet model, a lightweight yet effective architecture integrating 
convolutional and transformer-based components. This hybrid design enhances robustness against variations 
in font styles, orientations, and text lengths while maintaining computational efficiency. The model is applied to 
cropped and resized text regions, generating both character sequences and confidence scores.

To refine recognition results, we adopt a Connectionist Temporal Classification (CTC) decoding mechanism, 
which eliminates redundant characters and aligns input-output sequences without requiring strict positional 
correspondence. A confidence threshold (τ = 0.9) is applied to discard low-confidence predictions, mitigating 
recognition errors. Finally, the recognized sequences are aggregated while preserving the spatial order of the 
bounding boxes, ensuring logical consistency across different table layouts.This recognition process bridges the 
gap between text detection and key information extraction, providing a structured textual representation for 
downstream processing.

Key information extraction and structured output generation
Information completeness check
The completeness validation stage ensures that the output of the Text Recognition module, referred to as the 
OCR Result, includes all essential fields required for downstream KIE. Here, the OCR Result specifically refers 
to the unified text block generated by aggregating recognized text from all bounding boxes detected during 
the Text Detection and subsequently processed by the Text Recognition stage. This validation stage is critical 
for identifying incomplete or erroneous OCR results that may negatively impact the accuracy of subsequent 
processing.

To validate the completeness of the OCR Result, the system employs Prompt1 (see Fig. 4), which is designed 
to verify the presence of key fields such as company name, date, and total amount. The prompt leverages a few-
shot learning mechanism by providing examples of both True (complete) and False (incomplete) cases. This 
configuration enables the Large Language Model (LLM) to learn the task-specific requirements and generalize 
effectively across diverse document layouts and formats. The few-shot approach is particularly advantageous in 
scenarios with minimal labeled data, allowing the system to maintain high validation accuracy even in complex, 
non-standardized table formats.

When a sample is classified as “False” (incomplete) by the LLM, it is flagged as a bad sample and stored in 
a Bad Sample Repository for reprocessing. In real-world scenarios, incomplete results may arise due to poor 
image quality, missing fields, or incorrect OCR detection caused by document rotation (e.g., 90◦, 180◦, or 
270◦). To address such issues, flagged samples undergo a systematic rotation pipeline. Specifically, the samples 
are rotated by 90◦, 180◦, and 270◦ before being reintroduced into the OCR pipeline. Each rotated version is 
reprocessed through text detection and recognition, followed by another round of completeness validation. If 
the rotated samples still fail validation, they are permanently stored in the Bad Sample Repository, indicating that 
the incompleteness likely stems from irrecoverable issues such as low image resolution or missing content in the 
original document.

The validation workflow is illustrated in Fig. 4, which showcases the design of Prompt1. This prompt evaluates 
the integrity of the OCR Result by verifying the presence of required fields and their structural correctness. The 
integration of this validation mechanism ensures that only high-quality and complete OCR Results proceed to 
the key information extraction stage, thus enhancing the overall robustness and reliability of the LLM-TKIE 
mechanism.

By implementing a targeted validation mechanism for detecting incomplete or erroneous OCR results, the 
system ensures that only verified text blocks are passed to the subsequent key information extraction phase. This 
validation step systematically addresses issues such as document rotation, noise, and varying image quality by 
introducing a rotation-based reprocessing strategy and leveraging large language models to assess information 
completeness. While not entirely eliminating the impact of poor-quality images or missing fields, this approach 
effectively filters problematic samples and identifies cases requiring further intervention. Such a process 
minimizes the propagation of errors to downstream stages, maintaining consistency and improving the overall 
robustness of the LLM-TKIE pipeline.
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Few-shot prompting for key information extraction with large language models
The inclusion of both the JSON template and annotated examples in the prompt introduces a strong inductive 
bias that effectively guides the LLM to generate structured outputs directly from unstructured OCR text. This 
prompt is meticulously designed with four distinct components: the system prompt, the guiding instruction, the 
JSON template specifying the fields to be extracted, and the recognized OCR text serving as input for extraction. 
The combination of these elements creates a well-structured and intuitive format that directs the LLM’s attention 
to the essential aspects of the task, ensuring both accuracy and consistency in the generated outputs.

The system prompt, as shown in Fig. 5, explicitly frames the task for the LLM by defining its role as a key 
information extraction expert. This is followed by the guiding instruction, which provides clear directives for 
extracting the required fields and organizing them into a predefined JSON format. The JSON template further 
strengthens this mechanism by delineating the exact structure of the desired output, including fields such as 
“company,” “date,” “address,” and “total.” Finally, the OCR text input, derived from real-world documents, serves 
as the raw source of information to be processed.

This particular prompt design is based on examples from the SROIE dataset14, a widely used dataset 
containing structured annotations of receipts. By tailoring the prompt to the format and content of SROIE data, 
the mechanism ensures that the LLM can generalize effectively to similar real-world scenarios. The annotated 
examples included in the prompt demonstrate the mappings between input text segments and JSON fields (e.g., 
“RESTORAN WAN SHENG” to the “company” field and “10-03-2018” to the “date” field), enabling the LLM 
to learn the semantic relationships necessary for extraction. By providing one to three annotated examples, the 
few-shot learning approach significantly enhances the LLM’s ability to generalize to unseen table layouts and 
document types with minimal reliance on extensive labeled datasets.

The structured combination of these components not only decouples the output schema from the positional 
arrangement of fields in the input but also minimizes the need for post-processing, as the LLM generates outputs 
directly in the required JSON format (see in Fig. 6). This design is particularly advantageous for handling 
diverse table layouts and variable content structures, ensuring robust performance across a wide range of 
applications. The prompt’s inherent transferability stems from its ability to generalize the extraction logic from 
a minimal set of examples. Specifically, by including just three annotated examples, the mechanism achieves 
remarkable performance even on table layouts and document structures it has not encountered before. This 
few-shot approach enables the LLM to quickly adapt to unseen formats, leveraging the semantic understanding 
demonstrated in the provided examples to extract the required fields accurately. Such transferability significantly 
reduces the dependency on extensive labeled datasets, making the mechanism highly scalable and practical for 
deployment across various industries where non-standardized table layouts are prevalent.

Fig. 4.  Prompt1 for verifying the completeness of OCR results. This design leverages few-shot learning to 
enable the LLM to generalize effectively across diverse document layouts by using examples of both “True” and 
“False” cases.
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Structured output generation
The structured output generation process, as shown in Algorithm  1, adopts a systematic two-step approach 
to ensure the reliability and correctness of the extracted data. The initial input, referred to as OCRResult, is 
processed using Prompt2 to produce a preliminary KIE result. This result approximates the desired JSON 
structure but may contain extraneous or malformed outputs. A regular expression-based method is then applied 
to validate the KIE result’s adherence to the predefined JSON schema. If the validation succeeds, the structured 
JSON is directly extracted for downstream workflows. However, if the validation fails, the system invokes 
Prompt3 to enforce strict adherence to the JSON schema. Prompt3 takes the KIE result as input and regenerates 
the output, ensuring compliance with the required structure. The reprocessed output is subjected to a second 
round of validation, and only JSON-compliant data is retained.

The structured combination of these components not only decouples the output schema from the positional 
arrangement of fields in the input but also minimizes the need for post-processing, as the LLM generates outputs 
directly in the required JSON format (see in Fig. 6). This design is particularly advantageous for handling 
diverse table layouts and variable content structures, ensuring robust performance across a wide range of 
applications. The prompt’s inherent transferability stems from its ability to generalize the extraction logic from 
a minimal set of examples. Specifically, by including just three annotated examples, the mechanism achieves 
remarkable performance even on table layouts and document structures it has not encountered before. This 
few-shot approach enables the LLM to quickly adapt to unseen formats, leveraging the semantic understanding 
demonstrated in the provided examples to extract the required fields accurately. Such transferability significantly 
reduces the dependency on extensive labeled datasets, making the mechanism highly scalable and practical for 
deployment across various industries where non-standardized table layouts are prevalent.

Algorithm 1 demonstrates the robustness of the structured output generation process, which combines 
regular expression-based validation with iterative refinement through re-prompting. The process begins by 
generating the Key Information Extraction (KIE) result from the OCRResult using Prompt2. This KIE result 
serves as an intermediary output, approximating the desired JSON structure. The first validation step employs a 
predefined regular expression to assess whether the KIE result adheres to the required JSON schema. If the KIE 
result is valid, it is directly passed to downstream processes.

Fig. 5.  Prompt2 for few-shot KIE.
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In cases where the KIE result fails validation, Prompt3 (see in Fig. 7) is invoked to correct the output. Unlike 
Prompt2, which processes raw OCR results, Prompt3 is specifically designed to take the KIE result as input and 
ensure strict compliance with the JSON schema. The reprocessed output is then subjected to a second round of 
validation to confirm its adherence to the predefined schema. Only results that successfully pass this validation 
step are extracted as the final structured JSON output. If both validation steps fail, the system raises an error, 
signaling a failure to produce schema-compliant data.

This two-step validation and re-prompting mechanism effectively mitigates issues arising from malformed 
or extraneous outputs. By leveraging regular expressions for precise validation and re-prompting for iterative 
refinement, the proposed approach ensures the generation of high-quality, schema-compliant structured 

Algorithm 1.  Structured output generation with validation and re-prompting.

 

Fig. 6.  JSON output generated during the key information extraction phase using LLM.
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outputs. Furthermore, the integration of these mechanisms into the information extraction pipeline enhances 
the overall reliability and robustness of downstream workflows.

Results
The experiment evaluates the performance of LLM-TKIE in KIE from non-standardized tables without using 
task-specific training data. The model processes unseen document layouts using pre-trained knowledge and 
few-shot prompting, extracting structured information without fine-tuning. The evaluation includes various 
table structures with different text

Experimental setup
Experiments were conducted on a computational server equipped with four NVIDIA A100 80GB PCIe GPUs, an 
Intel Xeon Platinum 8375C CPU, and 256GB of RAM. The system operated on Ubuntu 22.04 LTS with Python 
3.10. For models with fewer than 100 billion parameters, inference was performed on a single A100 GPU to 
optimize computational efficiency.

Text detection and recognition were performed using pre-trained PaddleOCR models. The text detection 
component employed DBNet++61, while the text recognition utilized the SVTR_LCNet model from PPOCRv462. 
These models were pre-trained on general-purpose datasets but were not fine-tuned on the evaluation datasets, 
ensuring an unbiased assessment.

The evaluation was conducted on the CORD (Consolidated Receipt Dataset)13 and SROIE (Scanned Receipts 
OCR and Information Extraction)14 datasets. SROIE focuses on extracting structured fields such as company 
names, dates, and invoice totals from scanned receipts, whereas CORD provides real-world receipts with 
hierarchical annotations. To assess generalization capability, the model was not fine-tuned on these datasets; 
instead, a few-shot learning approach was adopted using three sample documents, with testing performed on 
previously unseen document types.

The performance of the proposed key information extraction (KIE) framework was evaluated using three 
metrics: F1 Score, Tree-Edit Distance-Based Accuracy (TED-based Accuracy), and Time Efficiency. TED-based 
Accuracy (referred to as Acc in subsequent sections) quantifies the structural similarity between the predicted 
and ground-truth hierarchical representations. These metrics collectively assess the system’s accuracy, structured 
output integrity, and computational efficiency, aligning with established evaluation protocols in KIE research6.

Case study
To illustrate the effectiveness and generalizability of the proposed LLM-TKIE mechanism under few-shot 
conditions, we conducted case studies on four unseen, real-world document images(see in Fig. 8): a customs 
declaration, a logistics label, a customs import-export label and a bill of lading. Each scenario demonstrates 
the system’s ability to accurately extract structured key information from non-standardized documents using 
minimal annotated examples.These examples collectively verify the LLM-TKIE mechanism’s practical robustness, 
adaptability, and suitability for real-world automated information extraction applications in various industries.

Fig. 7.  Prompt3 for ensuring structured output generation.
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Case study on complex and incomplete tables
To further demonstrate the robustness and real-world applicability of LLM-TKIE, we present a representative 
example involving a complex and partially incomplete table structure (as shown in Fig. 9a). Figure 9 illustrates 
an actual Ocean Bill of Lading document with dense layout, field irregularities, and semi-structured content. It 
includes duplicate headers (e.g., Portland appearing multiple times), missing key-value alignments (e.g., blank 
Freight Payable At field), and embedded nested information (e.g., Freight Charges with units, rates, and amounts 
in a multi-row layout).

Despite these challenges, our system correctly parses over 20 distinct fields and preserves their hierarchical 
semantics, as shown in the structured JSON output (Fig. 9b). This case highlights LLM-TKIE’s ability to:

•	 Infer semantic roles of text spans without relying on strict visual alignment.
•	 Handle duplicate, incomplete, or irregular fields through contextual understanding.
•	 Preserve field nesting (e.g., Forwarding Agent, Carrier Vessel Info) in the final structured format.

This case study affirms LLM-TKIE’s suitability for real-world industrial documents, where non-standard layouts 
and incomplete structures are common. We believe that future enhancements can further improve robustness 
by incorporating visual-layout priors or adaptive self-refinement mechanisms.

Fig. 8.  Four real-world customs scenarios. (Sensitive information has been redacted for privacy protection).
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End-to-end key information extraction comparison
Experimental background and setup
This section compares several state-of-the-art KIE models, including TRIE, Donut, Dessurt, DocParser, SeRum, 
OmniParser, and the proposed LLM-TKIE framework. LLM-TKIE uses pre-trained components (DBNet++ 
for text detection, SVTR LCNet for text recognition) and the quantized LLaMA 3.1:70B model. Unlike other 
models, which were trained on the CORD and SROIE datasets, LLM-TKIE was not fine-tuned or trained on 
these datasets. Table 1 presents the performance results for the different KIE models on both datasets.

Despite achieving competitive accuracy across both datasets, we observe that methods such as DocParser 
and OmniParser slightly outperform LLM-TKIE in terms of CORD F1 scores. This is largely attributed to 
their supervised fine-tuning on domain-specific templates and specialized layout encoders tailored for receipts 
and forms. In contrast, LLM-TKIE adopts a generalist approach relying solely on in-context learning without 
additional domain-specific training. In future work, we plan to incorporate lightweight layout encoders and 
domain-adaptive instruction tuning, along with structure-constrained decoding mechanisms, to enhance field 
alignment and robustness in layout-sensitive scenarios.

Analysis of experimental results
The results show that LLM-TKIE, despite not being fine-tuned on the datasets, achieves competitive performance. 
On the CORD dataset, it reaches an F1 score of 80.9% and an ACC score of 88.85%, indicating slight field-level 

Methods CORD F1 CORD Acc SROIE F1 SROIE Acc

TRIE – – 82.1 –

Donut 84.1 90.9 83.2 92.8

Dessurt 82.5 – 84.9 –

DocParser 84.5 – 87.3 –

SeRum 80.5 85.8 85.6 92.8

OmniParser 84.8 88.0 85.6 93.6

LLM-TKIE 80.9 88.85 83.9 93.3

Table 1.  Performance comparison of key information extraction models on CORD and SROIE datasets. Acc 
refers to TED-based accuracy.

 

Fig. 9.  An end-to-end example illustrating the extraction process of LLM-TKIE. Given a complex semi-
structured document (a), our method produces a highly structured output (b), correctly aligning textual fields, 
handling nested structures, and preserving semantic consistency even in cases with missing or duplicated 
headers.

 

Scientific Reports |        (2025) 15:29802 13| https://doi.org/10.1038/s41598-025-15627-z

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


inaccuracies but strong overall accuracy in generating structured outputs. On the SROIE dataset, LLM-TKIE 
achieves an F1 score of 83.9% and an ACC score of 93.3%, demonstrating robust performance in structured output 
generation. Compared to models like Donut and OmniParser, LLM-TKIE remains competitive, particularly in 
tree-based similarity accuracy, underscoring its ability to perform well without extensive labeled data.

Performance analysis in few-shot settings
A key strength of the LLM-TKIE mechanism is its ability to perform KIE with minimal reliance on large annotated 
datasets, unlike models requiring extensive supervised training on datasets such as CORD and SROIE. In few-
shot settings, the mechanism demonstrates strong adaptability to unseen document formats and new domains, 
making it well-suited for low-resource environments. While its F1 score may be slightly lower in certain field-
level tasks, its tree-based similarity accuracy highlights clear advantages. This combination of generalization 
capability and structured output generation ensures its effectiveness for real-world KIE applications.

Performance comparison of open source models
This section presents a comprehensive evaluation of various open-source LLMs within the proposed LLM-
TKIE framework, using the SROIE dataset14. The primary objective of these experiments is to identify the most 
suitable LLM for KIE tasks, optimizing for both extraction accuracy and computational efficiency in the LLM-
TKIE mechanism.

Impact of model size on performance
All models utilize the Q4_0 quantization method to ensure consistency. Results in Fig. 10 illustrate a clear 
trade-off between accuracy and inference speed as model size increases. Smaller models (< 1B parameters), 
although fast in inference, show limited extraction capabilities. Conversely, medium-sized models (around 7–9B 
parameters) achieve significantly improved accuracy while maintaining acceptable inference times for practical 
scenarios.

Models larger than 16B parameters provide marginal accuracy improvements with diminishing returns, 
accompanied by substantial inference delays. For example, inference times of models such as Qwen2 72B surpass 
10 s, limiting their real-time applicability. Overall, models in the 7–9B parameter range offer an optimal balance 
between extraction performance and inference efficiency, making them suitable for real-world deployment.

Impact of quantization methods on performance
We investigate how various quantization methods impact the accuracy and inference efficiency of different-sized 
models. Results in Fig. 11 reveal that:

Fig. 10.  Impact of model parameter size on key information extraction accuracy and inference time using 
Q4_0 quantization method.
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For large-scale models (Fig. 11a), such as Qwen2-7B, LLaMA3-8B, and Mistral, accuracy remains high and 
stable (Acc ≥ 0.9) when using quantization levels at or above Q4_0. At these levels, inference time is substantially 
reduced—from over 6000  ms (FP16) to under 1500  ms—without compromising extraction performance. In 
contrast, aggressive low-bit quantization (e.g., Q2_K, Q3_K) leads to steep accuracy drops, particularly for 
LLaMA3 and Qwen2, suggesting that bit-width reduction below 4-bit can severely affect reasoning quality in 
structured extraction.

For smaller Qwen2 models (Fig.  11b), including 2.5B, 1.5B, and 0.5B variants, quantization sensitivity 
becomes more pronounced. Accuracy fluctuates widely even around Q4 levels, and under Q3_K settings, 
performance can drop below 0.5. This instability is accompanied by latency improvements, but the trade-off is 
less favorable compared to larger models. Interestingly, Qwen2-2.5B performs more consistently than its smaller 
counterparts, indicating that model size plays a critical role in robustness to quantization.

Takeaways:

•	 Q4_0 emerges as the optimal quantization level for maintaining high accuracy while significantly accelerating 
inference, especially for large models.

•	 Smaller models are more vulnerable to accuracy degradation under quantization, particularly at sub-4-bit 
levels.

•	 These results emphasize the importance of model-specific quantization tuning in KIE scenarios, where struc-
tured consistency and semantic understanding are crucial.

Performance comparison between large language models and multimodal models
To evaluate the effectiveness of KIE from non-standardized customs documents, we compare two paradigms: 
(1) a language-only approach based on our proposed LLM-TKIE framework, and (2) a multimodal large model 
(MLM) approach enhanced with instruction tuning. Both systems generate structured outputs (e.g., JSON) 
containing the extracted key fields.

To ensure fair evaluation and avoid potential contamination from public pretraining data, we construct 
a proprietary, manually annotated dataset of import-export customs documents (see in Fig. 8 case: Customs 
Import-Export Lable), unseen during the pretraining phase of any evaluated model. The LLM-TKIE model is 
prompted with OCR-recognized text, while the MLM receives raw document images and corresponding task 
prompts.

As shown in Fig. 12, our method outperforms both similarly sized language models and all evaluated 
multimodal models in terms of accuracy on this private dataset. In particular, we observe that multimodal 
models underperform their language-only counterparts of comparable size by 5–8%, suggesting that visual 
modalities may not provide a clear advantage for KIE tasks in this domain. Moreover, our method exhibits 
superior transferability and generalization to complex layouts and unseen field structures, confirming its 
robustness in low-resource, domain-specific scenarios.

Failure case analysis
Despite demonstrating strong average performance across multiple benchmarks, our proposed LLM-TKIE 
system is still susceptible to several types of systematic failure. To illustrate the limitations, we present in Fig. 13 
three representative failure cases, each highlighting a distinct type of error:

•	 Hallucinated Output: In this case, as shown in Fig. 13a the model generates structured fields that do not exist 
in the input document, such as fictitious entity names, fabricated addresses, or invented regulatory codes 

Fig. 11.  Impact of quantization on (a) different large-scale models and (b) smaller Qwen2 models.
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(e.g., “FDA-UK-458791”). This typically occurs in low-quality scans or under domain shift, where the prompt 
encourages the model to complete a schema regardless of content fidelity. It reflects a classical hallucination 
behavior observed in large generative models. Future work may explore confidence calibration, trust scoring, 
or schema-aware filtering to mitigate this issue.

•	 Field Misalignment: Here, as shown in Fig. 13b text segments are incorrectly mapped to target fields. For 
instance, the date “1/1/2016” is assigned to the “Company” field, and the phone number is misclassified as 
“Location.” Such errors often stem from OCR mis-segmentation or visual layout ambiguity, where adjacent 
fields are misinterpreted due to overlapping visual anchors or irregular alignment. One solution could involve 
incorporating lightweight spatial encoding or positional priors to constrain entity-to-field alignment.

•	 Token Merging: In this failure type, as shown in Fig. 13c adjacent fields such as manufacturer name, address, 
and production date are merged into a single flattened string. This generally happens in densely packed lay-
outs with poor text separation, where the OCR fails to delineate field boundaries. As a result, the LLM sees the 
content as a run-on sentence and incorrectly collapses fields into one. Addressing this requires layout-aware 
segmentation or prefix-aware decoding mechanisms.

Overall, these failure modes suggest future improvements should focus on: (1) enhancing the robustness of 
layout-aware parsing, (2) calibrating hallucination risk via confidence-aware decoding, and (3) improving 
structural grounding via schema-constrained output filtering or multi-pass extraction.

Discussion
LLM-TKIE may suffer from hallucination, particularly under few-shot prompting, where LLMs fabricate 
structured field values that are not LLM-TKIE systems are susceptible to hallucination, particularly in schema-
driven few-shot prompting scenarios, where large language models may generate structured field values that 
are not present in the original input, such as fabricated codes or inferred entity names. This behavior is often 
amplified by rigid prompt templates that compel the model to populate all fields, regardless of content availability. 

Fig. 13.  Representative failure cases with input document and erroneous output pairs.

 

Fig. 12.  Performance comparison of language and multimodal models on customs KIE task.
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Additionally, layout inconsistencies or OCR errors can result in label misalignment, field merging, or malformed 
output structures. To enhance system reliability, future improvements should focus on incorporating field-level 
confidence calibration, enforcing schema-constrained decoding, and adopting iterative verification strategies. 
Integrating spatially-aware vision-language models or lightweight verifier modules may further mitigate 
hallucination risks and improve robustness in visually noisy document contexts.

We further evaluated the framework’s robustness across LLM variants and prompt styles. Experiments with 
Qwen2-7B, LLaMA3-8B, and Mistral-7B under consistent settings showed model-specific tendencies: Qwen2 
yielded more complete outputs but introduced occasional hallucinations; LLaMA3 was more conservative but 
precise; Mistral displayed mid-range behavior sensitive to layout complexity. Prompt variations (e.g., “Extract 
structured JSON” vs. “Return key-value pairs”) also caused shifts in output structure and field interpretation. 
These findings reveal two challenges: prompt sensitivity and model-specific biases. Future work will explore 
prompt ensemble/dropout techniques, model-aware confidence calibration, and fallback strategies using 
alternative prompts or smaller models to enhance robustness.

LLM-TKIE is currently optimized for sequential, high-fidelity extraction from individual documents, fitting 
practical scenarios in logistics, customs, and compliance. However, batch and concurrent document processing 
remain underexplored. Such settings pose challenges in prompt reuse, memory efficiency, and decoding latency. 
Handling heterogeneous document structures within a batch or managing interleaved turns requires advanced 
routing and scheduling. Future directions include designing batch-aware prompt templates, employing 
accelerated decoding methods (e.g., vLLM, speculative decoding), and integrating lightweight document 
classification modules to streamline multi-document pipelines.

Finally, as a generative system, LLM-TKIE faces ethical challenges, especially hallucination and overconfident 
predictions in ambiguous or out-of-distribution inputs. These risks may compromise downstream automation. 
We employ constrained decoding and structure-aware postprocessing to enforce consistency. In future versions, 
we recommend incorporating verifier modules or vision-aligned grounding to detect hallucinated entities. For 
sensitive domains such as legal or medical document analysis, human-in-the-loop auditing remains essential to 
ensure accountability and safe deployment.

Conclusion
This paper introduced the LLM-TKIE mechanism, designed to address critical limitations in existing methods 
for KIE. By coupling OCR with the semantic reasoning capabilities of LLMs, LLM-TKIE enables robust and 
efficient extraction of structured data from diverse and complex table layouts. The framework leverages few-shot 
prompting strategies, demonstrating strong adaptability to new document formats while reducing reliance on 
extensive labeled datasets.

LLM-TKIE achieves competitive performance across industry-standard datasets, including F1-scores of 80.9 
and 83.9 on the CORD and SROIE datasets, respectively, with high structural accuracy validated through tree-
edit distance metrics. On our private dataset, the proposed method outperforms both similarly sized language 
models and all evaluated multimodal models in terms of accuracy. These results highlight the scalability 
and transferability of LLM-TKIE to real-world applications, even in resource-constrained environments. 
Furthermore, a comprehensive evaluation of pre-trained models and quantization strategies provides practical 
insights for optimizing KIE systems in terms of computational efficiency and inference time.

Despite its advantages, LLM-TKIE still faces certain limitations. First, its reliance on generic prompting 
without fine-tuning can limit field-level consistency when handling documents with highly irregular layouts or 
ambiguous semantics. Second, while performance is competitive, several task-specific models (e.g., DocParser, 
OmniParser) achieve marginally higher F1-scores on certain public benchmarks due to their tight integration of 
layout priors and domain-specific supervision.

To close this performance gap, future improvements could include incorporating lightweight layout-aware 
modules, enhancing visual-textual alignment via multi-modal adapters, and exploring constraint-based 
decoding mechanisms to enforce structural consistency. Additionally, the integration of user feedback loops or 
active learning strategies may improve the system’s adaptability to low-resource document types and long-tail 
entities.

In summary, LLM-TKIE represents a scalable, transferable, and efficient solution for industrial automation 
workflows in document intelligence. Future work will explore extending support to multi-page and multi-modal 
documents, expanding to non-English or multilingual formats, and deploying the system under edge-device 
constraints with dynamic model compression and streaming inference strategies.

Data availability
Data supporting the findings of this study can be obtained from the corresponding author upon reasonable 
request.
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