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With the wide access to data and advanced technologies, organizations and firms prefer to use data-
based and interpretable analytics to deal with uncertain and cognitive decision-making problems. 
In this regard, this study considers quantitative data and qualitative variables, to propose a multi-
dimensional decision framework based on the nested probabilistic linguistic term sets. Under the 
framework, XGBoost algorithm, one of the machine learning methods, is conducted to capture the 
importance of attributes by using the historical data, and further calculate the attribute weights. The 
constrained parametric approach is used to establish membership functions of linguistic variables, and 
then get the objective probabilities in the linguistic model, so that we can obtain a scientific decision 
matrix. A case study concerning the ranking of bank credit is applied to present the proposed decision 
framework, and the process of making a rational decision. According to the comparative analysis, 
the proposed framework is flexible and the result is stable. Managers and policymakers determine 
the attribute weights by real data and choose the suitable decision method for a certain application. 
The framework provides an opportunity for capturing, integrating, analyzing data, and interpreting 
linguistic variables in the model to consider uncertain and cognitive decision at the both theoretical 
and practical levels. 
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With the increasing complexity of decision-making problems, organizations and firms have been stuck in 
uncertainty and interpretability regarding the proper ways for translating prescriptive analytics use into 
organizational value1. On the one hand, organizations highlight the significance of making rational decisions 
depending on objective information with the wide access to data and affordable technologies2. On the other 
hand, managers and users prefer to deal with the descriptive models that provide meaningful and interpretive 
insights to support decision3. Therefore, decision-making using both quantitative data and qualitative variables 
has increased attention between the management science and operations research society to attack this type of 
problem4. Although a wealth of research achievements has been investigated considering machine learning, data 
analytics, and operation research methods5,6, there are still some challenges in balancing objective data with 
interpretability under a multi-dimensional decision environment:

How to determine a set of attribute weights objectively in the multi-dimensional decision framework? Practical 
decision-making problems gradually require accurate evaluations from the multiple perspectives in most cases, 
therefore researchers have established relevant models for this purpose. Inspired by probabilistic linguistic term 
set (PLTS)7, the nested probabilistic linguistic term set (NPLTS) is an improved linguistic model that is suitable 
to describe uncertain and nested information8,9. The model provides four decision-making scenarios based 
on the type of outer and inner linguistic variables, and has been widely applied in government investment10, 
communication technology11, and offshore energy option12. Attribute weight is an essential component of a 
decision-making framework. Ignoring rules or features of attributes would mislead the real weight, and impact 
the final decision to some extent13, Therefore, obtaining the attribute weight objectively is important to make a 
scientific decision, and exploring the feature attribute weights has become a popular trend14. Recent studies have 
been committed to developing this research direction, and proposed a series of methods to calculate the attribute 
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weights. These include data-driven approaches such as the Analytic Hierarchy Process15, and consistency-
driven techniques like personalized individual semantics16. Additionally, the probabilistic linguistic-Criteria 
Importance Through Intercriteria Correlation (CITIC) method17 and the extended entropy weight method for 
processing heterogeneous information in group decision-making 18 have been proposed. Other approaches, such 
as deviation maximization combined with TOPSIS for temporal preferences 19, as well as bidirectional projection 
and fuzzy entropy for handling unknown attribute weights 20, have further enriched the methodological landscape 
in this field. However, considering a multi-dimensional and cognitive decision-making problem, there is less 
research on determining the attribute weight based on historical data by using machine-learning methods, such 
as XGBoost algorithm, and decision tree algorithm, especially under the nested probabilistic linguistic decision 
environment. Table 1 presents some recent publications employing various attribute weighting methods.

How to portray the linguistic variables scientifically in the multi-dimensional decision framework? Linguistic 
model focused on the shape of a fuzzy set enhances the interpretability of the decision framework, while 
building the model that performs automatic reasoning is an increasingly important process as a necessary part 
of gathering data. Due to that any data collected from the real world comes with some degree of uncertainty, 
it is therefore crucial to design approaches that preserve the uncertainty in the modelling phase. Currently, 
fuzzy approaches have been popular to combine group of intervals representing the uncertainty, such as the 
interval approach21, the enhanced interval approach22, and the interval agreement approach23. Constrained 
parametric approach (CPA) is a novel method to aggregate data instances modelled in a way that preserves the 
shape used to model individual opinions, enhancing the interpretability of the produced models24. Considering 
that the CPA provides a way to choose the suitable shape, such triangular membership functions, to guarantee 
the representation of the acceptable instances, it has been applied to a case study involving combining data 
gathered from surveys. However, regarding the cognitive and uncertain decision-making problem, less literature 
considers interpretable membership functions to establish a linguistic model based on historical data, such as 
the CPA. It is a challenge to balance objective data with interpretable model under the nested probabilistic 
linguistic environment.

How to calculate the probabilities of cognitive information in the multi-dimensional decision framework? 
Probabilities in the linguistic model play an important part that affect the final decision directly, mainly 
representing confidence, ratio, weight, and proportion. If the evaluation information is provided by experts, 
the probabilities are relatively subjective. For example, a new-type smart city development evaluation problem 
is solved by using the probabilistic linguistic q-rung orthopair fuzzy set31. The selection of children English 
educational organization is considered using the two decision-making methods with probabilistic linguistic 
information32. Recent studies have preferred to use objective information to describe probabilities of linguistic 
variables. As for online information reviews, crawling comments and transforming to values is a popular way to 
obtain the probabilities, such as online learning platforms31, online doctor recommendation system33, and the 
prioritization of improvements in hotel services34. However, less study both considers the shape of the linguistic 
variable and the objective data, and it is still an open question to determine the probabilities in the linguistic 
model for multi-dimensional decision-making problems. In summary, Table 2 lists some recent publications 
using different models on the uncertain decision-making framework. As demonstrated, the Nested Probabilistic 
Linguistic Term Set (NPLTS) offers several key advantages over other fuzzy linguistic term sets, particularly in 
its ability to handle both quantitative and qualitative data, making it more versatile compared to models like 
Probabilistic Linguistic Term Set (PLTS) and Hesitant Fuzzy Linguistic Term Set with the Quality Function 
Deployment technique (HFLTS-QFD), which focus primarily on qualitative features. Additionally, NPLTS 
supports a multi-dimensional framework, a capability lacking in models such as PLTS and Double Hierarchy 
Hesitant Fuzzy Linguistic Term Set (DHHFLTS), allowing it to process multiple layers of information for more 
comprehensive decision-making. Moreover, NPLTS can incorporate weighting factors to reflect the varying 
importance of expert opinions or alternatives, a feature not available in simpler models like DHHFLTS and 
the Stimulus-Organism-Response framework (SOR). These strengths make NPLTS particularly well-suited for 
complex decision-making environments, such as ranking bank credit or evaluating multi-criteria scenarios, 
where nuanced data integration and expert consensus are crucial.

Aiming at these challenges both considering quantitative data and considering qualitative variables under the 
complex and uncertain environment, this study proposes a multi-dimensional decision framework combined 
with machine learning algorithm and constrained parametric approach, to calculate the attribute weights and 
probabilities in the linguistic model, respectively. Moreover, we apply the proposed framework to the ranking of 
bank credit, explore the robustness of the framework, and reveal the rules of attribute weights. To achieve these 
goals, the main contributions of this study are listed as follows:

Reference Method

This paper XGBoost algorithm

Ren, Zhu, Ren, & Ding (2022)15 data-driven Analytic Hierarchy Process

Fan, Liang, Dong, & Pedrycz (2022)16 consistency-driven personalized individual semantics

Zhang, Wu, Ma, Liu, & Wu (2022)17 probabilistic linguistic-Criteria Importance Through Intercriteria Correlation

Ye et al. (2023)18 Entropy weight for heterogeneous information

Chen, Tong, Gao, & Chen (2024)19 Deviation maximization method

Fu & Xiao (2024)20 Bidirectional projection and fuzzy entropy

Table 1.  Recent publications that use different attribute weighting methods. Sources: Authors’ own research.
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(1) To address the first issue, we establish a multi-dimensional decision-making framework using the 
NPLTSs. Under the framework, we use the XGBoost algorithm to capture the importance of attributes by 
using the historical data, and further determine the attribute weights. This process obtains the appropriate and 
objective weights by leveraging large volumes of data to recognize the features and their importance degrees.

(2) To address the second issue, we conduct the constrained parametric approach (CPA) to construct 
triangular membership functions of linguistic variables in the linguistic model, also depending on the prior 
data. In this way, the model not only controls the uncertainty from objective data, but also guarantees the 
interpretability.

(3) To address the last issue, we calculate the probabilities in the linguistic model using the historical data 
and obtained membership functions. In addition, we apply the decision-making framework to the ranking of 
bank credit, and verify the robustness considering attribute weights and different decision-making methods by 
comparative analysis.

The remainder of this study is organized as follows: Section "Preliminaries" briefly reviews the relevant 
knowledge. Section "A multi-dimensional decision-making framework" proposes a multi-dimensional decision 
framework based on the XGBoost algorithm and the constrained parametric approach under the nested 
probabilistic linguistic environment. A case study considering the ranking of bank credit is presented in Section 
"Case study: the ranking of bank credit". In Section "Discussions", discussions and implications are made from 
theoretical and practical aspects. Section "Conclusions" ends the study with some conclusions.

Preliminaries
This section reviews the relevant knowledge of the nested probabilistic linguistic term set (NPLTS), and the 
Constrained Parametric Approach (CPA) for modelling uncertain data.

Nested probabilistic linguistic term set
To better describe multi-dimensional and uncertain information that conforms to human cognition, a nested 
probabilistic linguistic term set (NPLTS) was established by a set of nested, ordered, and continuous linguistic 
terms with the corresponding probabilities, which could represent the confidence coefficient, proportion, 
importance, weight or consistency of each linguistic term.

Let an outer linguistic term set be SO = {sα |α = −τ, · · · , −1, 0, 1, · · · , τ }, and the corresponding inner 
linguistic term set be SI = {nβ |β = −ς, · · · , −1, 0, 1, · · · , ς }. The nested linguistic term set is defined as 
SN = {sα {nβ} |α = −τ, · · · , −1, 0, 1, · · · , τ ; β = −ς, · · · , −1, 0, 1, · · · , ς }, where sα {nβ} is called the 
nested linguistic term9. A mapping function from a given set X  to a subset of SN , the NPLTS is denoted as 
PSN = {< xi, pSN (xi) > |xi ∈ X }, where pSN (xi) is the set of several NPLTSs in SN , expressed as Wang, 
Xu, Wen & Li8:

	
pSN (xi) =

{
sα(k)

(
ps(k)

) {
nβ(l)

(
pn(l)

)}
(xi) sα(k)

{
nβ(l)

}
∈ SN , ps(k) > 0, pn(l) > 0,

k = 1, 2, · · · , #sα (xi) , l = 1, 2, · · · , #nβ (xi) ,
α = −τ, · · · , −1, 0, 1, · · · , τ, β = −ς, · · · , −1, 0, 1, · · · , ς

}
� (1)

where #sα (xi) is the number of the outer linguistic term elements, #nβ (xi) is the number of the inner 
linguistic term elements, and the probabilities satisfy θP (ζ).

According to the types of the linguistic variables in the outer linguistic term set and the inner linguistic 
term set, respectively, the NPLTS faces four scenarios for information fusion, and Wang et al.12 proposed the 
transformation functions as follows:

f (1) in Case 1:

Reference Model Application Quantitative data Qualitative feature Multi-dimensional Weighting factor

This paper NPLTS Ranking bank credit √ √ √ √

Lin, Huang, Xu, & Chen (2020)25 PLTS Evaluating IoT platforms  ×  √  ×  √

Finger & Lima (2022)26 HFLTS-QFD Formulating supplier programs  ×  √  ×  √

Gou, Xu, & Zhou (2021)27 DHHFLTS Diagnosis of lung cancer  ×  √ √  × 

Ma, Qin, Martinez, & Pedrycz (2023)28 IT2FS Recommending tourist attractions  ×  √  ×  √

Liu, Liu, & Jiang (2022)29 SOR Social commerce √  ×  √  × 

Yuan et al. (2023)30 ZRO Public–Private-Partnership √  ×   ×  √

Table 2.  Recent publications on the decision-making framework. Note. The full names of the abbreviations 
in Table 2 are: NPLTS-nested probabilistic linguistic term set, PLTS-probabilistic linguistic term set, HFLTS-
QFD-hesitant fuzzy linguistic term set with the quality function deployment technique, DHHFLTS-double 
hierarchy hesitant fuzzy linguistic term set, IT2FS-interval type-2 fuzzy set, SOR-stimulus-organism-response 
framework, ZRO- Z-number based real option model. Sources: Authors’ own research.
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f (1) : [−τ, τ ] × [−ς, ς] → [0, 1]

f (1)
(

P
(k,l)
SN

)
= f

(
Sα(k)

(
ps(k)

) {
nβ(l)

(
pn(l)

)})
= ps(k)

(
τ + α(k)

4τ
+

β(l) × pn(l) + ς

4ς

)
= γ

� (2)

f (2) in Case 2:

	

f (2) : [−τ, τ ] × [−ς, ς] → [0, 1]

f (2)
(

P
(k,l)
SN

)
= f

(
Sα(k)

(
ps(k)

) {
nβ(l)

(
pn(l)

)})
= ps(k)

(
τ + α(k)

4τ
+

len(nβ(l)) × pn(l) + 1
4

)
= γ

� (3)

f (3) in Case 3:

	

f (3) : [−τ, τ ] × [−ς, ς] → [0, 1]

f (3)
(

P
(k,l)
SN

)
= f

(
Sα(k)

(
ps(k)

) {
nβ(l)

(
pn(l)

)})
= ps(k)

(
1 + len(sα(k))

4 +
β(l) × pn(l) + ς

4ς

)
= γ

� (4)

f (4) in Case 4:

	

f (4) : [−τ, τ ] × [−ς, ς] → [0, 1]

f (4)
(

P
(k,l)
SN

)
= f

(
Sα(k)

(
ps(k)

) {
nβ(l)

(
pn(l)

)})
= ps(k)

(
1 + len(sα(k))

4 +
len(nβ(l)) × pn(l) + 1

4

)
= γ

� (5)

where len(sα(k)) and len(nβ(l)) represent the positive length of elements in the outer linguistic term set and 
the inner linguistic term set, respectively. In this paper, the application scenario of the case study conforms to 
Case 3.

Constrained parametric approach
Constrained Parametric Approach (CPA) was proposed by D’Alterio et al.24, to aggregate data instance modelled 
in a way that preserves the shape used to model individual opinions.

Let C = {C1, C2, · · · , Cn} (n ≥ 2) be a set of attributes, in this study, we use the CPA to construct the 
triangular membership function of each attribute for the reason that the triangular membership function 
not only has good flexibility and effectively suppresses the noise, but also improves the control accuracy and 
reduces the calculation amount of the fuzzy control system, so as to the size of the fuzzy number can be adjusted 
according to the actual situation, and make the system more stable, accurate, and reliable. For each attribute Cj

, the triangular membership function has three parameters (a, b, c), which represents the start point, the peak 
point, and the end point, respectively. The constraints of each triangular membership function of Cj  satisfy the 
following requirements (D'Alterio et al., 2022):

(1) P0: the membership function of Cj  is in the following form to ensure that it is an actual triangle:

	
P0 : µCj (x) =

{ x−a
b−a

, x ∈ [a, b]
b−x
c−b

, x ∈ [b, c]
0, x < a ∨ x > c

� (6)

(2) P1: check that the start point is with the uncertainty ranges, represented as a ∈ [amin, amax];
(3) P2: check that the peak point is with the uncertainty ranges, represented as b ∈ [bmin, bmax];
(4) P3: check that the end point is with the uncertainty ranges, represented as c ∈ [cmin, cmax].
After calculating above four parameters, the triangular membership functions of attributes are modelled 

through parametric fuzzy sets according to the available data set. In this study, we use the CPA to complete the 
NPLTSs by obtaining the probabilities of the outer linguistic term sets, and the inner linguistic term sets.

A multi-dimensional decision-making framework
To make a rational and scientific decision, we propose a novel decision-making framework with NPLTSs due to 
optimizing the attribute weights by the XGBoost algorithm and describing cognitive information by the CPA. 
The framework can be applied to various fields in practice. Figure 1 shows the flow chart of the NPLTSs-based 
multi-dimensional decision-making framework.

The decision-making framework under nested probabilistic linguistic environment
Let A = (A1, A2, · · · , Am) (m ≥ 2) be a set of alternatives, C = (C1, C2, · · · , Cn) (n ≥ 2) be a set 
of attributes, w = (w1, w2, · · · , wn) (n ≥ 2) be a set of weights with respect to attributes with wj ≥ 0 
and 

∑n

j=1 wj = 1. To comprehensively describe the alternatives Ai (i = 1,2, · · · , m) with the attributes 
Cj (j = 1,2, · · · , n) in a multi-dimensional and uncertain decision-making problem, nested probabilistic 
linguistic sets (NPLTSs) are used to evaluate the characteristics of alternatives by inner and outer linguistic 
terms, and the corresponding probability represents preferences or hesitations. According to the nested 
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probabilistic linguistic model, SO = {sα|α = −τ, · · · , −1,0, 1, · · · , τ} is the outer linguistic term set, 
SI = {nβ |β = −ς, · · · , −1,0, 1, · · · , ς} is the inner linguistic term set. NPLTSs are constructed to evaluate the 
alternatives Ai (i = 1,2, · · · , m) with respect to the attributes Cj (j = 1,2, · · · , n), and then the corresponding 
NPLTS decision matrix BN = PSNij

(i = 1,2, · · · , m; j = 1,2, · · · , n) is shown as follows:

	

BN =




PSN11
PSN12

· · · PSN1j · · · PSN1n

PSN21
PSN22

· · · PSN2j
· · · PSN2n

...
...

. . .
...

. . .
...

PSNi1
PSNi2

· · · PSNij
· · · PSNin

...
...

. . .
...

. . .
...

PSNm1
PSNm2

· · · PSNmj
· · · PSNmn




� (7)

where PSNij
 represents the NPLTS of the i-th alternative with respect to the j-th attribute. In the following, 

we go on two procedures to obtain the attribute weights and probabilities of inner linguistic terms, and outer 
linguistic terms, respectively.

Fig. 1.  The flow chart of the NPLTS-based multi-dimensional decision-making framework.
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Determining attribute weights using the XGBoost algorithm
XGBoost (eXtreme Gradient Boosting), a scalable machine learning system for tree boosting, is widely applied 
to sales forecasting, network text classification, and risk prediction35,36. In the multi-dimensional decision-
making framework, we use the algorithm to determine the attribute weights. For the test data of the alternative 
A = (A1, A2, · · · , Am) (m ≥ 2), there are classification labels of all alternatives based on the attribute 
C = (C1, C2, · · · , Cn) (n ≥ 2). After the algorithm processing with the input data, including attributes 
information, the importance of each attribute that is a vector of weight w = (w1, w2, · · · , wn) (n ≥ 2) will 
be obtained by the optimized distributed gradient enhancement library. To realize the process clearly in such a 
decision-making environment, the following describes the XGBoost algorithm:

Step1. Split data set. Splitting the data set into a train set and a test set, and then using the train set to train 
the model, and using the test set to evaluate the model’s performance on previously unseen data. Here, we split 
the train set and the test set in 4:1.

Step2. Apply Gridsearch to optimize the parameters. Grid search is an exhaustive search method that 
searches for the optimal hyperparameter by traversing all possible combinations of hyperparameters. We use the 
commonly used the GridSearchCV package to complete the grid search process and find the optimal parameter 
combination.

Step3. Calculate importance. Typically, the importance provides a score that indicates the usefulness or value 
of each feature in the enhanced decision tree within the built model. The more attributes that use the decision 
tree to make key decisions, the higher their relative importance. This importance is explicitly calculated for each 
attribute in the data set, allowing the ranking of attributes to be compared with each other. We calculate attribute 
importance using the functions of the xgboost package.

Obtaining NPLTSs using the constrained parametric approach
To complete NPLTSs scientifically, we obtain the outer probabilities and the inner probabilities in each NPLTS, 
respectively, using the data set and the triangular membership function of each attribute established by the 
CPA. For a decision-making problem, let a set of alternatives be A = (A1, A2, · · · , Am) (m ≥ 2), and a set 
of attributes be C = (C1, C2, · · · , Cn) (n ≥ 2). According to the definition of NPLTS, the outer probabilistic 
linguistic term set is sαij

(
psij

)
=

{
sα(k)ij

(
ps(k)ij

)
|i = 1,2, · · · , m; j = 1,2, · · · , n; k = 1,2, · · · , #sα

}
 

to describe the evaluation information with respect to attributes and outer linguistic terms. The inner probabilistic 
linguistic term set is nβkl (pnkl ) =

{
nβ(l)k

(
pn(l)k

)
|k = 1,2, · · · , #sα; l = 1,2, · · · , #nβ

}
 used to describe 

the evaluation information considering both the outer linguistic terms and the inner linguistic terms.
For the element nβ(l)k

(
pn(l)k

)
 of the linguistic inner term set,

	
nβ(l)k

(
pn(l)k

)
=

m∑
i=1

n∑
j=1

nβ(l)ijk

(
pn(l)ijk

)
, i = 1,2, · · · , m; j = 1,2, · · · , n; k = 1,2, · · · , #sα� (8)

The first step is to calculate the outer linguistic probabilities. According to the historical data, we collect the 
prior data of each alternative Ai with respect to the attribute Cj  in terms of the outer linguistic term sα(k), 
represented as Dataijk = {gijk|i = 1,2, · · · , m; j = 1,2, · · · , n; k = 1,2, · · · , #sα}. At the same time, the 
feature is extracted denoted as featureijk (i = 1,2, · · · , m; j = 1,2, · · · , n; k = 1,2, · · · , #sα). Therefore, 
the probability ps(k)ij

 in the outer probabilistic linguistic term set sαij

(
psij

)
 is calculated in Eq. (9). Table 3 

provides the framework of the outer-layer decision matrix RO =
(
sαij

(
psij

))
m×n

.

	
ps(k)ij

= featureijk/

#sα∑
k=1

featureijk, i = 1,2, · · · m; j = 1,2, · · · , n; k = 1,2, · · · , #sα� (9)

The second step is to calculate the inner linguistic probabilities. According to the CPA, we obtain the membership 
functions of each attribute with respect to the inner linguistic term, denoted as MF jl. Put prior data Dataijk  into 
the membership functions MF jl, then we get the interval values [aj1, bj1] , [aj2, bj2] , · · · ,

[
aj#nβ , bj#nβ

]
, 

and determine the inner linguistic term nβkl . Let Nnβijkl
 be the number of the inner linguistic terms. Therefore, 

C1 C2 · · · Cn

A1 sα11

(
ps11

)
sα12

(
ps12

)
· · · sα1n

(
ps1n

)

A2 sα21

(
ps21

)
sα22

(
ps22

)
· · · sα2n

(
ps2n

)

· · · · · · · · · . . . · · ·

Am sαm1

(
psm1

)
sαm2

(
psm2

)
· · · sαmn (psmn )

Table 3.  The framework of the outer-layer decision matrix.
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the probability pn(l)ijk
 in the inner probabilistic linguistic term set nβkl (pnkl ) is calculated in Eq. (10). Table 4 

provides the framework of the inner-layer decision matrixRI = (nβkl (pnkl ))#sα×#nβ
.

	
pn(l)ijk

= Nnβijkl
/

#nβ∑
l=1

Nnβijkl
, i = 1,2, · · · , m; j = 1,2, · · · , n; k = 1,2, · · · , #sα; l = 1,2, · · · , #nβ � (10)

The last step is to combine with the outer-layer decision matrix and the inner-layer decision matrix, and get the 

NPLTS-based decision matrix R =
(

PSNij

)
m×n

, listed in Table 5. For PSNij
,

	

PSNij
=




sα(1)ij

(
ps(1)ij

) {
nβ(1)ij1

(
pn(1)ij1

)
, · · · , nβ(#nβ)

ij1

(
pn(#nβ)

ij1

)}
,

sα(2)ij

(
ps(2)ij

) {
nβ(1)ij2

(
pn(1)ij2

)
, · · · , nβ(#nβ)

ij2

(
pn(#nβ)

ij2

)}
,

· · · ,

sα(#sα)ij

(
ps(#sα)ij

) {
nβ(#sα)ij#sα

(
pn(#sα)ij#sα

)
, · · · , nβ(#nβ)

ij#sα

(
pn(#nβ)

ij#sα

)}




� (11)

Deriving alternative rankings via NPLTS-based TOPSIS
According to the definition of NPLTS, the outer probabilistic linguistic term set 
issαij

(
psij

)
=

{
sα(k)ij

(
ps(k)ij

)
|i = 1, 2, · · · , m; j = 1, 2, · · · , n; k = 1, 2, · · · , #sα

}
. For each 

attribute Cj , calculate the outer-layer positive ideal solution and negative ideal solution sα (ps)+ and  sα (ps)− 
as follows:

	

sα (ps)+ =
{

Sα1 (pS1 )+, Sα2 (pS2 )+, · · · , Sαn (pSn )+}
sα (ps)− =

{
Sα1 (pS1 )−, Sα2 (pS2 )−, · · · , Sαn (pSn )−} � (12)

where Sαj

(
pSj

)+ =
{(

S
(k)
αj

)+
|k = 1,2, . . . , #Sαij (P sij)

}

, 
(

S
(k)
αj

)+
= S(k)

(
max
i

{
p

(k)
ij

})
, j = 1, 2, · · · , n# , 

Sαj

(
pSj

)− =
{(

S
(k)
αj

)−
|k = 1,2, . . . , #Sαij (P sij)

}
, 
(

S
(k)
αj

)−
= S(k)

(
min
i

{
p

(k)
ij

})
, j = 1, 2, · · · , n .

Subsequently, incorporating the attribute weights w = (w1, w2, · · · , wn) derived from the XGBoost algorithm, 
the deviation between each alternative and the positive ideal solution is calculated:

C1 C2 · · · Cn

A1 PSN11
PSN12 · · · PSN1n

A2 PSN21
PSN22 · · · PSN2n

· · · · · · · · · . . . · · ·

Am
PSNm1

PSNm2 · · · PSNmn

Table 5.  The framework of the NPLTS-based decision matrix.

 

nβ1 nβ2 · · ·
nβ#nβ

sα1 nβ11

(
pn11

)
nβ12

(
pn12

)
· · · nβ1,#nβ

(
pn1,#nβ

)

sα2 nβ21

(
pn21

)
nβ22

(
pn22

)
· · · nβ2,#nβ

(
pn2,#nβ

)

· · · · · · · · · . . . · · ·

sα#sα nβ#sα,1

(
pn#sα,1

)
nβ#sα,2

(
pn#sα,2

)
· · · nβ#sα,#nβ

(
pn#sα,#nβ

)

Table 4.  The framework of the inner-layer decision matrix.
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d

(
Ai, sα (ps)+)

= wjd
(
sαij

(
psij

)
, sα (ps)+)

= wj

√√√√ 1
#sαij

(
psij

)
#sαij

(
psij

)
∑
k=1

(
p

(k)
sij −

(
p

(k)
sij

)+
)2

� (13)

and the deviation between each alternative and the negative ideal solution is

	
d

(
Ai, sα (ps)−)

= wjd
(
sαij

(
psij

)
, sα (ps)−)

= wj

√
1

#sαij
(psij

)

∑#sαij
(psij

)
k=1

(
p

(k)
sij −

(
p

(k)
sij

)−
)2

� (14)

The smaller the deviation d
(
Ai, sα (ps)+)

, the better the alternative Ai, and the larger the deviation 
d

(
Ai, sα (ps)−)

, the better the alternative Ai. Let

	 dmin

(
Ai, sα(ps)+)

= min1≤i≤md
(
Ai, sα(ps)+)

� (15)

be the smallest deviation between the alternative and the positive ideal solution,

	 dmax

(
Ai, sα(ps)−)

= min1≤i≤md
(
Ai, sα(ps)−)

� (16)

be the largest deviation between the alternative and the negative ideal solution. According to the improved 
closeness coefficient method37, the inner weights are calculated as follows:

	
εi = ωCIi

(
d(Ai,sα(ps)−)

dmax(Ai,sα(ps)−) + d(Ai,sα(ps)+)
dmin(Ai,sα(ps)+)

)
/

(
m∑

i=1

(
d(Ai,sα(ps)−)

dmax(Ai,sα(ps)−) + d(Ai,sα(ps)+)
dmin(Ai,sα(ps)+)

))
� (17)

It is noted that the inner weight is a vector, that is εi =
(

εi(1), εi(2), · · · , εi(#nβ)
)T

. And the inner-layer score 

IZi is expressed as:

	

IZi (εi) = εi(1)nβ(i)
(
pn(i)

)
⊕ εi(2)nβ(i)

(
pn(i)

)
⊕ · · · ⊕ εi(#nβ)nβ(i)

(
pn(i)

)
#

= εi(1)
∪

nβ(i)(1)(pn(i)(1))∈nβ(i)(pn(i))
{

nβ(i)(1)
(
pn(i)(1)

)}
⊕εi(2)

∪
nβ(i)(2)(pn(i)(2))∈nβ(i)(pn(i))

{
nβ(i)(2)

(
pn(i)(2)

)}
⊕ · · ·

⊕εi(#nβ)
∪

n
β(i)(#nβ)

(
p

n(i)(#nβ)
)

∈nβ(i)(pn(i))

{
n
β(i)(#nβ)

(
pn(i)(#nβ)

)} � (18)

where i = 1,2, ..., m.

Finally, the whole score Fw

(
PSNi

)
 of each alternative can be obtained with the inner 

weight εi =
(

εi(1), εi(2), · · · , εi(#nβ)
)T

 by the following steps:

The outer-layers’s score of sα (ps) is

	 OE (sα (ps)) = sᾱ, � (19)

where α =
∑#sα

k=1
α(k)ps(k)∑#sα

k=1
ps(k)

, and the inner-layer’s score of nβ (pn) is

	
IE (nβ (pn)) =

{
p̄

(l)
n(k)

∣∣k = 1,2, . . . , #sα(k), l = 1,2, . . . , #nβ(l)

}
� (20)

where  p̄(l)
n(k) = (⌈ᾱ⌉ − ᾱ) × n(⌊ᾱ⌋)

(
p

(l)
n(k)

)
+ (ᾱ − ⌊ᾱ⌋) × n(⌈ᾱ⌉)

(
p

(l)
n(k)

)
,⌈ᾱ⌉ means the smallest integer 

greater than ᾱ, and ⌊ᾱ⌋ means the greatest integer less than ᾱ. Then, the whole score of Fw

(
PSNi

)
 is

	 Fw (PSN ) =
∑#nβ

l=1
p

(l)
n(k)

#nβ

� (21)

The comparison laws of any two NPLTS, PSN1
 and PSN2

, can be presented as follows:

	(1)	� If Fw

(
PSN1

)
> Fw

(
PSN2

)
, then PSN1

≻ PSN2

	(2)	� If Fw

(
PSN1

)
= Fw

(
PSN2

)
, then PSN1

≺ PSN2

	(3)	� If Fw

(
PSN1

)
= Fw

(
PSN2

)
, then further compared with deviation function. The deviation degree of 

NPLTS is
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σ (PSN ) =

(∑#nβ

l=1

(
p

(l)
n(k)−Fw(PSN )

)2

#nβ

)1/2

� (22)

Therefore, σ
(
PSN1

)
> σ

(
PSN2

)
, then PSN1

≺ PSN2
; if σ

(
PSN1

)
< σ

(
PSN2

)
, then PSN1

≻ PSN2
, and if 

σ
(
PSN1

)
= σ

(
PSN2

)
, then PSN1

∼ PSN2
.

Hence, we can rank the alternatives and select the best one. In particular, the comparation rule between the 
Ai and the Aj  (i, j = 1,2, ..., m; i ̸= j) is that.

	(4)	� If Fw

(
PSNi

)
> Fw

(
PSNj

)
, then Ai > Aj

	(5)	� If Fw

(
PSNi

)
< Fw

(
PSNj

)
, then Ai < Aj

	(6)	� If Fw

(
PSNi

)
= Fw

(
PSNj

)
, further compare σ

(
PSNi

)
 and σ

(
PSNj

)
:

	 a)	� σ
(
PSNi

)
> σ

(
PSNj

)
, then Ai < Aj

	 b)	� σ
(
PSNi

)
< σ

(
PSNj

)
, then Ai > Aj

	 c)	� σ
(
PSNi

)
= σ

(
PSNj

)
, then Ai ∼ Aj

Case study: the ranking of bank credit
In this section, a case study on ranking the bank credit is presented to choose the safest banking institution by 
the proposed multi-dimensional decision-making framework based on the XGBoost algorithm and constraint 
parametric approach.

Case description
Bank credit has become an essential part of the considerable factors for people to choose financial service 
institution, especially after the 2008 global financial crisis38. Modern payment systems provide a broad range of 
services to the users of the system, and it is one of the most advanced forms of payment39. However, bank credit 
still suffers from some fraud problems, including card-present and online fraud. Many fraud detection systems 
are prone to difficulties and challenges considering overlapping data, imbalanced data, and adaptability40. 
Accordingly, for individual or organizational level, choosing the optimal financial institution could decrease the 
risk of financial fraud, and security defense technologies are promising solutions for mid-term and long-term 
objectives to avoid financial fraud. In this study, we consider four alternative banks, denoted as A1, A2, A3, A4.

Numerous factors help determine whether a transaction involves credit card fraud. In this study, we 
focus on four key aspects: (1) The number of replacing the device (C1), which can indicate attempts to 
access the account from different or unauthorized devices; (2) The number of payment failures (C2), which 
may suggest unauthorized usage or testing of stolen card information; (3) The number of IP addresses 
changed (C3), as frequent changes may signal an effort to disguise the user’s location; and (4) The number 
of IP country changed (C4), as sudden cross-border shifts can be a red flag for potential fraud. These four 
variables are chosen because they capture crucial elements of suspicious network and device behavior, 
offering early indicators for detecting fraudulent activities. These four variables are chosen because they 
capture vital elements of suspicious network and device behavior, offering early indicators for detecting 
fraudulent activities. Financial institutions commonly use the location of online users in their fraud detection 
algorithms, and by analyzing the changes in IP addresses and countries41, we can enhance the effectiveness 
of detecting such fraudulent behavior. In general, financial systems evaluate the above-mentioned attributes 
from five aspects, i.e., food, reside, medical, education, and transportation. The outer linguistic term set is 
S0 = {s−2 = food, s−1 = reside, s0 = medical, s1 = education, s2 = transportation} and the 
inner linguistic term set is given as SI = {n−1 = low, n0 = medium, n1 = high }.

Solve the case
In the following, we solve the decision-making case by the proposed framework described in Section "A multi-
dimensional decision-making framework".

Step 1. According to a set of publicly available data from a book Python Big Data Analysis and Machine 
Learning Business Case Practice42, we calculate the attribute weights as w = (0.333, 0.238, 0.143, 0.286). 
Figure 2 shows feature importance of four attributes by using the XGBoost algorithm.

Sources: Authors’ own research.
Step 2. Calculate the outer probabilistic linguistic term sets by Eq. (8), and obtain the outer-layer decision 

matrix, listed in Table 6.
Step 3. Calculate the inner probabilistic linguistic term sets. First, we construct the triangular membership 

functions of four attributes by using CPA, formed as:

	
P0 : µC (x) =

{ x−a
b−a

, x ∈ [a, b]
b−x
c−b

, x ∈ [b, c]
0, x < a ∨ x > c
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Attribute C1 C2 C3 C4

Parameter a b c a b c a b c a b c

Low [0,0] [0,0] [2.874,
4.005] [0,0] [0,0] [5.051,

6.461] [0,0] [0,0] [3.948,
5.364] [0,0] [0,0] [2.061,

2.873]

Medium [1.005,
1.411]

[4.005,
4.411]

[6.005,
6.411]

[1.992,
3.117]

[5.992,
7.117]

[9.992,
11.117]

[1.596,
2.411]

[5.596,
6.411]

[8.596,
9.411]

[1.034,
1.467]

[3.034,
3.467]

[4.758,
4.866]

High [4.218,
4.717] [7,7] [7,7] [7.029,

8.129] [12,12] [12,12] [5.21,
7.018]

[10,
10]

[10,
10]

[3.04,
3.539] [5,5] [5,5]

Table 7.  The parameters of membership functions of inner linguistic terms with respect to four attributes. 
Sources: Authors’ own research.

 

C1 C2 C3 C4

A1




s−2 (0.1886)
s−1 (0.1991)
s0 (0.2043)
s1 (0.2032)
s2(0.2047)







s−2 (0.2173)
s−1 (0.1989)
s0 (0.1745)
s1 (0.2108)
s2(0.1985)







s−2 (0.2041)
s−1 (0.1881)
s0 (0.1962)
s1 (0.2070)
s2(0.2046)







s−2 (0.2021)
s−1 (0.2011)
s0 (0.1916)
s1 (0.2001)
s2(0.2052)




A2




s−2 (0.1750)
s−1 (0.1742)
s0 (0.2222)
s1 (0.2510)
s2(0.1776)







s−2 (0.2018)
s−1 (0.1897)
s0 (0.1866)
s1 (0.2187)
s2(0.2031)







s−2 (0.2220)
s−1 (0.2106)
s0 (0.1722)
s1 (0.1797)
s2(0.2155)







s−2 (0.1960)
s−1 (0.2255)
s0 (0.2049)
s1 (0.1996)
s2(0.1740)




A3




s−2 (0.1761)
s−1 (0.2157)
s0 (0.1748)
s1 (0.1893)
s2(0.2441)







s−2 (0.1896)
s−1 (0.2137)
s0 (0.2038)
s1 (0.1915)
s2(0.2013)







s−2 (0.2090)
s−1 (0.2166)
s0 (0.2194)
s1 (0.1801)
s2(0.1750)







s−2 (0.2195)
s−1 (0.2135)
s0 (0.2020)
s1 (0.1925)
s2(0.1725)




A4




s−2 (0.1845)
s−1 (0.1843)
s0 (0.2038)
s1 (0.2029)
s2(0.2245)







s−2 (0.2031)
s−1 (0.1926)
s0 (0.1866)
s1 (0.1995)
s2(0.2183)







s−2 (0.1948)
s−1 (0.2247)
s0 (0.1996)
s1 (0.1933)
s2(0.1876)







s−2 (0.1694)
s−1 (0.2052)
s0 (0.2206)
s1 (0.2112)
s2(0.1936)




A5




s−2 (0.1837)
s−1 (0.1897)
s0 (0.2200)
s1 (0.2063)
s2(0.2004)







s−2 (0.1815)
s−1 (0.1871)
s0 (0.2152)
s1 (0.2080)
s2(0.2081)







s−2 (0.1971)
s−1 (0.1913)
s0 (0.1863)
s1 (0.2119)
s2(0.2134)







s−2 (0.1853)
s−1 (0.2205)
s0 (0.2143)
s1 (0.1926)
s2(0.1873)




Table 6.  The outer-layer decision matrix. Sources: Authors’ own research.

 

Fig. 2.  Feature importance of four attributes by using XGBoost algorithm.
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The universe of discourse (UOD) of each attribute is the interval [0,7], the interval [0,12], the interval [0,10], and 
the interval [0,5], respectively. Table 7 lists the parameters of triangular membership functions of each attribute.

Figure 3 shows the membership functions of each attribute. Note that the green area, the red area, and the 
blue area represent the linguistic information “low”, “medium”, and “high”, respectively. Light blue means the 
left border, yellow means the right border for each inner linguistic term, and pink area is the overlap region. 
Considering the number of payment failures C2, we take Fig. 3(b) as an example, two pink areas refer to the 
range of payment failures around between 3 and 5, and between 9 and 10, respectively. Specifically, when the 
number of payment failures is 3, the membership degree of linguistic term “low” is between 0.3 and 0.4, while 
the membership degree of linguistic term “medium” is between around 0.2 and 0.3, which both cover 0.3. It 
means that this situation can be described by two membership functions, and the similar logic is suitable for 
other points in the pink areas.

Sources: Authors’ own research.
Next, we calculate the probabilities in the inner linguistic term sets by Eq. (9), and obtain the inner-layer 

decision matrix, listed in Table 8.
Step 4. We use the NPLTS-based TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) 

method with two types of information fusion, as detailed in Section "Deriving alternative rankings via NPLTS-
based TOPSIS" and outlined in Eqs. (12) to (22), to obtain the final ranking of bank credit, and Table 9 lists the 
final assessment values and results.

According to the final values, the rankings of these alternatives are A3 ≻ A4 ≻ A1 ≻ A5 ≻ A2 and 
A3 ≻ A4 ≻ A1 ≻ A2 ≻ A5, respectively, and the results indicate that A3 is the best one considering the bank 
credit.

Fig. 3.  The membership functions of four attributes. (a) The membership of C1, (b) The membership of C2, (c) 
The membership of C3 (d)The membership of C4.
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Comparative analysis
To show the effectiveness and stability of the proposed decision-making framework, we conduct the comparative 
analysis from two aspects that may affect the final ranking, and try to find rules of the weight factor under 
different situations.

The impact of attribute weights in the NPLTSs-based decision-making framework.
(1) In the case study, we obtain the attribute weights by using the XGBoost algorithm. In the following, we 

compare the ranking when the attribute weight is the average weight vector, i.e., w = (0.25, 0.25, 0.25, 0.25)
. Choosing the same decision-making method with information fusion by expectation and variance, 
and transformation function, respectively, we get the rankings A3 ≻ A4 ≻ A5 ≻ A1 ≻ A2 and 
A3 ≻ A4 ≻ A1 ≻ A2 ≻ A5, as shown in Table 10. At this time, the best alternative is A3 as well as the result 
in the case study. However, the assessed values of alternatives are changed by two ways, especially when using 
the method of expectation and variance, the rankings are different from the original one. Therefore, the attribute 
weights would effect on the rankings, and it is a key point to get the weights objectively.

(2) To explore whether the fluctuations of the attribute weights have effect on rankings, we consider the noise 
of the weight for each attribute. Let each attribute weight in w = (0.333, 0.238, 0.143, 0.286) be with noise 
belonging to N (0.25, 0.05), and the sum of all weights also equals to 1. After 1000 times, the final assessed 
values are calculated based on the NPLTSs-based TOPSIS method. Table 11 lists part of 1000 sets of weight.

Expectation 
and variance9 Transformation function12

σ (Ai) Rank s (Ai) Rank

A1 0.1611 4 0.1759 3

A2 0.1644 5 0.0815 4

A3 0.1550 1 1 1

A4 0.1573 2 0.7076 2

A5 0.1610 3 0 5

Table 10.  The rankings of alternatives with the average weight vector. Sources: Authors’ own research.

 

Expectation 
and variance 
(Wang et al., 
2019) Transformation function (Wang, Li, et al., 2022)

σ (Ai) Rank s (Ai) Rank

A1 0.1607 3 0.1791 3

A2 0.1644 5 0.0879 4

A3 0.1551 1 1 1

A4 0.1571 2 0.7242 2

A5 0.1629 4 0 5

Table 9.  The rankings of alternatives by using the NPLTS-based TOPIS method with two fusion ways. Sources: 
Authors’ own research.

 

s−2 s−1 s0 s1 s2

A1

{
n−1 (0.4892)
n0 (0.3869)
n1 (0.1238)

} {
n−1 (0.4786)
n0 (0.4345)
n1 (0.0870)

} {
n−1 (0.4678)
n0 (0.4393)
n1 (0.0929)

} {
n−1 (0.4333)
n0 (0.4679)
n1 (0.0988)

} {
n−1 (0.4274)
n0 (0.4702)
n1 (0.1024)

}

A2

{
n−1 (0.4953)
n0 (0.3964)
n1 (0.1083)

} {
n−1 (0.3929)
n0 (0.5048)
n1 (0.1024)

} {
n−1 (0.4357)
n0 (0.4702)
n1 (0.0941)

} {
n−1 (0.4857)
n0 (0.4107)
n1 (0.1036)

} {
n−1 (0.5143)
n0 (0.3845)
n1 (0.1012)

}

A3

{
n−1 (0.4083)
n0 (0.4797)
n1 (0.1119)

} {
n−1 (0.4690)
n0 (0.4084)
n1 (0.1226)

} {
n−1 (0.3964)
n0 (0.4870)
n1 (0.1167)

} {
n−1 (0.4000)
n0 (0.4988)
n1 (0.1012)

} {
n−1 (0.4762)
n0 (0.4191)
n1 (0.1048)

}

A4

{
n−1 (0.4488)
n0 (0.4202)
n1 (0.1310)

} {
n−1 (0.4929)
n0 (0.4369)
n1 (0.0702)

} {
n−1 (0.4440)
n0 (0.4405)
n1 (0.1155)

} {
n−1 (0.4036)
n0 (0.4691)
n1 (0.1274)

} {
n−1 (0.4250)
n0 (0.4666)
n1 (0.1084)

}

A5

{
n−1 (0.4429)
n0 (0.4964)
n1 (0.0607)

} {
n−1 (0.4703)
n0 (0.3988)
n1 (0.1310)

} {
n−1 (0.4988)
n0 (0.4144)
n1 (0.0869)

} {
n−1 (0.4821)
n0 (0.3822)
n1 (0.1357)

} {
n−1 (0.4785)
n0 (0.3929)
n1 (0.1286)

}

Table 8.  The standardized inner-layer decision matrix. Sources: Authors’ own research.
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Sources: Authors’ own research.
Figure 4 shows the assessed values of alternatives considering the noise obey the normal distribution by two 

ways. In Fig. 4a the results show that σ (A3) fluctuates around between 0.154 and 0.156, and σ (A4) fluctuates 
around between 0.156 and 0.158;σ (A1) fluctuates around between 0.160 and 0.162; σ (A5) fluctuates roughly 
between 0.158 and 0.164; σ (A2) fluctuates around between 0.164 and 0.166; and thus the ranking relationship 
is A3 > A4 > A1 > A5 > A2 or A3 > A4 > A5 > A1 > A2. In Fig. 4b, the assessed values of alternative are 
more stable that fluctuate slightly, and the ranking is always A3 > A4 > A1 > A5 > A2. The results by two 
ways indicate that different fusions may cause a little variation of the final values. As a result, when the attribute 
weights change a little, the ranking in the case is relatively stable.

(3) To explore the relationship between the importance of each attribute and the ranking, we consider the 
impact of individual attribute weight. Let each attribute weight wj(j = 1, 2, 3, 4) randomly generate 1000 sets 
with step size 0.001, and belongs to [0,1] obeying to a standard normal distribution, and arranging in ascending 
order. At the same time, other three weights satisfy the standard normal distribution that the sum of all weights 

Number C1 C2 C3 C4

1 0 0.555 0.343 0.102

2 0 0.183 0.677 0.140

· · · · · · · · · · · · · · ·
100 0 0.593 0.305 0.102

101 0.001 0.319 0.003 0.677

102 0.001 0.218 0.676 0.105

103 0.001 0.237 0.300 0.462

· · · · · · · · · · · · · · ·
100,100 1 0 0 0

Table 12.  Part of the simulated weights for each attribute. Sources: Authors’ own research.

 

Fig. 4.  The final assessed values considering the noise obey the normal distribution. (a) Information fusion by 
expectation and variance (b) Information fusion by transformation function.

 

Number C1 C2 C3 C4

1 0.264 0.326 0.131 0.279

2 0.281 0.195 0.241 0.282

3 0.306 0.277 0.130 0.287

· · · · · · · · · · · · · · ·
1000 0.382 0.180 0.198 0.240

Table 11.  Part of the simulated weights with noise belonging to N (0.25, 0.05). Sources: Authors’ own 
research.
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equals to 1. Through the same decision-making method, the rankings in the case study are conducted in terms of 
different importance degrees of each attribute. Table 12 lists part of the 100,100 sets of weights under the above 
situation.

Figure 5 shows the probability of being the best of each alternative when the importance of each attribute 
varies. In Fig. 5a, when the weight c1 increases from 0 to 1, the impacts of ranking on A3, A5 and A4 are bigger. 
To be specific, A3, A5 and A4 are the best alternative with a certain probability at the beginning, especially for 
A3. When the weight c1 increases to 0.2, A3 is the best alternative until the weight c1 increases to around 0.6. 
At this time, A4 is more likely to be the best one with the weight c1 continues to increase. The phenomenon 
indicates that the alternative A4 is very sensitive to the weight c1, i.e., the number of replacing the device.

In Fig. 5b, when the weight c2 increases from 0 to 1, there is little effect of ranking on A3, A5 and A4 as well. 
As we can see, the beginning trend is similar to the weight c1 varies that A3, A5 and A4 are possible to be the 
best alternative, and A3 is with the highest probability. When the weight c2 increases to around 0.25, A5 loses 
competitiveness, and A4 is the same situation when the weight c2 increases to around 0.4. When the weight c2 
is larger than 0.4, A3 is always the best one no matter what other attribute weights vary. The result shows that 
the weight c2, i.e., the number of payment failures, is a critical factor for the alternative A3 that could enhance 
the competitiveness.

In Fig. 5c, when the weight c3 increases from 0 to 1, there are obvious impacts of the best alternative on A3, 
A5 and A4, especially for A3 and A5. At the beginning, A3 and A4 are likely to be the best alternative, and A3 
is also the significant one. When the weight c3 increases to around 0.2, A3 holds the dominant space and A4 
withdraws from being the best alternative. When the weight c3 increases to around 0.6, A5 starts to be the best 
one, and the probability is larger when the weight c3 continues to increase. When the weight c3 is more than 
0.8, A5 is always the best alternative. This phenomenon indicates that the alternative A5 is very sensitive to the 
weight c3, i.e., the number of IP addresses changed.

In Fig. 5d, when the weight c4 increases from 0 to 1, the impacts of ranking on A3, A5 and A4 are more 
obvious than other alternatives. Specifically, A3, A5 and A4 have possible to be the first rank at the beginning, 
especially for A3. When the weight c4 increases to around 0.2, A3 is the best alternative until it increases to 

Fig. 5.  The probability of being best of each alternative when the importance of each attribute varies, (a) The 
weight c1 varies (b) The weight c2 varies,(c) The weight c3 varies (d) The weight c4 varies.
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around 0.78. At this time, A4 is more likely to be the best one, and the probability becomes larger with the 
weight c4 continues to increase. The phenomenon indicates that the weight c4 i.e., the number of IP country 
changes, has a significant influence on the alternative A4, which is similar to the rules of the weight c1. The most 
difference is that A4 is the best alternative when the weight c4 reaches a larger value than the weight c1.

When each attribute weight increases gradually, we count the ranking times of each alternative to reveal the 
rule relationship between attribute weights and the ranking. Figure 6 presents the statistical ranking results of 
alternatives when the importance of each attribute varies.

Sources: Authors’ own research. When the weight c1 increases in Fig. 6a, A1 always ranks the third or the 
fourth place, and the frequency with the third ranking is highest. A2 almost ranks the fourth or the fifth place, 
among which the frequency with the fifth ranking is close to the frequency with the fourth ranking. A3 almost 
ranks the first or the second place that the first rank is higher one. A4 has three kinds of rankings with the larger 
proportion, where a second-place ranking is the highest, followed by the first-place, and the second-place. A5 
appears in all situations, and the highest one is with a fifth-place ranking, followed by the fourth-place, the third-
place, and the second-place.

When the weight c2 increases in Fig. 6b, A1 basically ranks the third or the fourth place, and the highest 
frequency belongs to a fourth-place ranking, which is similar to the rule of the weight c1. A2 almost ranks the 
fourth or the fifth place, which is far higher than the frequency of the fifth-place. A3 almost ranks the first or 
the second place that being the best alternative has an absolute advantage. A4 has all kinds of rankings, where 
the highest frequency is a second-place ranking. The ranking of A5 appears in all possible situations, but the 
frequency with the fourth ranking is significantly higher than other four rankings. Therefore, the simulations 
show that all rankings tend to be stable that is A3 > A4 > A1 > A5 > A2.

When the weight c3 increases in Fig.  6c, A1 almost ranks the third or the fourth place, and the highest 
frequency is with a third-place ranking, higher than that of the other ranking. A2 ranks the fourth or the fifth 

Fig. 6.  The statistical results of rankings in terms of the different importance of each attribute. (a) The weight 
c1 varies (b) The weight c2 varies, (c) The weight c3 varies (d) The weight c4 varies.
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place with higher frequency. A3 has the first or the second ranking that the frequency with the first-place ranking 
is highest. A4 holds five rankings from the first to the last ranking, where the frequency with the second-place 
ranking is highest. A5 also has all possible rankings, and the highest frequency is with the second-place ranking, 
which has a little gap compared to the first-place.

When the weight c4 increases in Fig. 6d, A1 basically ranks t the third or the fourth place, and the highest 
frequency is with a fourth-place ranking. A2 almost ranks the fourth or the fifth place, among which the 
frequency with the fifth ranking is far higher than the fourth ranking. A3 almost ranks the first or the second 
place that being the first seems to be an obvious trend. The rankings of A4 and A5 appear in all possible situations, 
where the highest frequencies are the second-place ranking and the third-place ranking, respectively. The results 
indicate that all rankings tend to be stable that A3 > A4 > A5 > A1 > A2.

In general, the rankings of A1, A2 and A3 are relatively stable. No matter how attribute weights vary, A1 is 
either the third or the fourth one, A2 is either the fourth or the last one, and A3 is the first or the second one. In 
terms of each attribute, the weight c1, i.e., the number of replacing the device, mainly affects the fourth and the 
fifth order. The weight c2, i.e., the number of payment failures, has little impact on the rankings, and the stable 
ranking is A3 > A4 > A1 > A5 > A2. The weight c3, i.e., the number of IP addresses changed, mainly affects 
the second and the fourth order, and the weight c4, i.e., the number of IP country changed, does not impact the 
stable ranking that is A3 > A4 > A5 > A1 > A2.

The impact of decision-making methods in the NPLTSs-based decision-making framework. Under the 
proposed decision-making framework, we choose four kinds of decision-making methods to deal with the case 
study.

Table 13 lists the final values and rankings by using these methods. TOPSIS, TODIM (Interactive Multi-
criterion Decision-making), and PROMETHEE (Preference Ranking Organization Method for Enrichment 
Evaluation) are classical decision-making methods to deal with selecting the most satisfied alternative with the 
specific characteristics. The results show that the ranking is A3 ≻ A4 ≻ A1 ≻ A2 ≻ A5 by three methods with 
transformation function, while the ranking is A3 ≻ A4 ≻ A1 ≻ A5 ≻ A2 by using TOPSIS with expectation 
and variance functions. In sum, the best alternative is A3 by using these four methods, and the result indicates 
that the decision-making framework is flexible and reliable.

Discussions
Considering the uncertainty and the multi-dimensional structure in the complex and data-driven decision –
making problems, this study proposes a cognitive and scientific decision-making framework combining the 
XGBoost algorithm with the constrained parametric approach (CPA) under the nested probabilistic linguistic 
environment. In the following, we discuss the framework that provides the objective and explicable information 
and implications for policy makers and managers.

The proposed decision-making framework provides a way to deal with complex problem based on historical 
data and interpretable model. On the one hand, linguistic terms are natural and efficient as the preference 
modeling tools in the elicitation of uncertain assessments28, since language is the closest form to express people’s 
cognitive information managed flexible linguistic expression43. On the other hand, data-driven techniques make 
up for the disadvantage of linguistic variables not being operational without detailed quantification, and have 
shown promising results in the analysis and reliable decision-making processes in various fields44,45. Recent 
studies have focused on establishing suitable linguistic models and using machine learning based on data to 
solve real problems applied in various fields, such as location planning of electric vehicle charging stations46, 
early detection of Alzheimer’s disease47, and risk assessment of Chinese enterprises’ overseas mergers and 
acquisitions48. Compared with other advanced decision-making framework, the proposed framework has the 
following characteristics:

(1) Under the nested probabilistic linguistic decision-making environment, the model is not limited to the 
traditional structure of a decision-making problem. Depending on the inner-layer and outer-layer with two 
types, ordinal or nominal linguistic terms, decision-making issues related to the preference degrees or features 
can be solved in the proposed framework, as well as discrimination, and optimization problems.

(2) In the proposed framework, depending on the data, a machine learning method, i.e., the XGBoost 
algorithm, is applied to determine the attribute weights, which provides a scientific way to indicate the 
importance of attributes for decision makers. Moreover, the probabilities in the linguistic model are calculated 
by the CPA, combined with fuzzy theory and data-based method. In this way, the established framework has 
features of objectiveness and interpretability.

TOPSIS with 
expectation and 
variance

TOPSIS with 
transformation 
function

TODIM with 
transformation 
function

PROMETHEE with 
transformation 
function

σ (Ai) Rank s (Ai) Rank ε (Ai) Rank P hi (Ai) Rank

A1 0.1607 3 0.1791 3 0.3141 3 -0.0128 3

A2 0.1644 5 0.0879 4 0.1446 4 -0.0187 4

A3 0.1551 1 1 1 1 1 0.0351 1

A4 0.1571 2 0.7242 2 0.7666 2 0.0195 2

A5 0.1629 4 0 5 0 5 -0.0232 5

Table 13.  The rankings by different decision-making methods. Sources: Authors’ own research.
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(3) There is no specific decision-making method under the proposed framework. Each decision-making 
method has its own characteristics, thus, the framework is flexible and rational to adapt different problems, 
such as behavior decisions, cognitive decisions, and uncertain decisions. In addition, a data-based process is an 
essential part in the framework, which guarantees the objectivity principle. In this sense, the proposed framework 
not only contributes to the linguistic model with machine learning under uncertainty and interpretability, but 
also enriches the multi-dimensional cognitive decision-making.

(4) The proposed framework presents one of the decision-making problems, the ranking of bank credit. 
With the emergence of artificial intelligence, fraud detection is one of the utmost concerns for investors and 
financial authorities49, and related technologies have been deployed for the management of corporate financial 
risk50. In the case study, we explore the impact of attribute weights considering the noises and rules, and different 
decision-making methods on each alternative. After comparative analysis of attribute weights, the importance of 
each attribute for alternatives is portrayed and the effect is presented clearly. The phenomenon provides the basis 
that managers or decision makers could set a plan to adjust the impact of each attribute on alternatives according 
to the rules of attribute weights. In addition, the results indicate that the proposed framework has good stability 
and effectiveness.

Conclusions
At a genuine numeral network age with the driving of high and new technology, decision-making framework not 
only focuses on the most satisfied selection objectively driven by big data, but also the interpretability depending 
on the cognitive information and dealing with the uncertainty. Under such a complex environment, this study 
proposes a cognitive decision-making framework combining the XGBoost algorithm with the constrained 
parametric approach (CPA) using the nested probabilistic linguistic term sets (NPLTSs). We firstly provide a 
flexible linguistic model for decision makers to describe multi-dimensional and uncertain information that may 
belong to preference degree or nominal feature. And then, we obtain the complete nested probabilistic linguistic 
information combined with the CPA approach and the historical data. After that, the XGBoost algorithm is 
applied to determine the attribute weights, presenting the importance of each attribute scientifically. Finally, a 
case study concerning the ranking of bank credit is given to demonstrate the flexible applicability of the proposed 
decision-making framework. Besides, the comparative analysis explores the impact of each attribute weight on 
ranking, and reveals the rules between attributes and alternatives. The results of the case study show the good 
smoothness and the stability that the best one is constant by using two different fusion ways. However, it is 
important to acknowledge that the considered attributes are limited by data accessibility constraints, particularly 
the four selected attributes, which may not fully capture all relevant factors. In general, this work provides an 
objective and cognitive decision-making framework to deal with multi-dimensional and uncertain information, 
and presents the reliable process from the perspectives of theory and application, respectively. Policy makers 
and managers can choose the suitable decision-making method to solve a specific problem using the proposed 
decision-making framework. In the future, we will continue to focus on cognitive decision-making with NPLTSs 
in prescriptive analytics, artificial intelligence and big data analysis.

Data availability
The datasets generated and analyzed during the current study are based on publicly available data from the book 
Python Big Data Analysis and Machine Learning Business Case Practice.
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