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The standardization of locomotive maintenance data is a critical step in facilitating reliability centered 
maintenance (RCM) data analysis for locomotive maintenance. The performance of this analysis 
directly impacts the overall effectiveness of the RCM approach. However, challenges such as small 
sample sizes, nonstandardized data formats, complex analyses, and high labor costs make it difficult 
to standardize data via traditional manual methods. To address these challenges, we leverage the 
outstanding performance and unique learning capabilities demonstrated by large language models 
(LLMs), as extensively documented in academic research and industrial applications, to standardize 
the data related to locomotive maintenance data. This paper adopts a framework based on the 
premise of “quality data + universal LLMs + fine-tuning”. We utilize custom scripts to generate high-
quality locomotive maintenance data, integrate the distinct characteristics of such data, and develop 
customized LLMs specifically designed to standardize locomotive maintenance data via models 
such as UIE and ChatGLM. Furthermore, we present an auxiliary tool for locomotive maintenance 
data standardization, along with an intelligent question and answer (Q&A) system, both of which 
are based on the customized LLM. The proposed Q&A system achieves scores of 86.87% for Bleu-4, 
89.60% for Rouge-1, 87.54% for Rouge-2, and 94.26% for Rouge-L on the locomotive maintenance 
dataset and demonstrates impressive performance, with an auxiliary tool efficiency of only 18 ms per 
piece. Consequently, the customized LLM can not only enhance the performance of locomotive data 
standardization but also serve as the basis for developing auxiliary tools and intelligent Q&A systems, 
simplifying the data standardization process and saving time and costs.

The rapid development of rail transportation has brought profound changes to society, facilitating human 
mobility and social progress. However, as train speeds and passenger numbers have increased, the failure 
rates of associated systems and components have also increased considerably over the years1. To mitigate the 
costs associated with downtime and enhance the availability of components and the reliability of locomotive 
operations, it is increasingly imperative to implement economical and precise maintenance strategies for 
locomotives2. Reliability centered maintenance (RCM) is an internationally recognized system engineering 
methodology employed to ascertain the preventive maintenance requirements of equipment and optimize 
maintenance systems3. Originally developed in the aerospace industry4, RCM has also been successfully applied 
in sectors such as the petroleum industry5, shipbuilding6, and various other fields7. Given the considerable 
economic advantages of RCM in these industries, its application has begun to gain traction within rail transport 
for the development of effective maintenance strategies8.

However, the implementation of RCM technology requires skilled personnel with extensive experience, 
as well as a substantial amount of standardized data, to effectively summarize failure patterns across similar 
equipment. Consequently, in the field of rail transport, prior to the application of RCM technology in practical 
scenarios, a thorough analysis of locomotive maintenance data is needed. Nevertheless, this analysis hinges 
on the standardization and preprocessing of the maintenance data. Common challenges encountered during 
this process include nonstandardized data formats, limited fault sample sizes, and difficulties in identifying the 
causes of faults. These issues often lead to incomplete data and result in a time-consuming standardization 
process.

Simultaneously, the efficient identification of parts that require maintenance and the creation of related repair 
plans according to a locomotive’s unique fault content represent important advancements in the maintenance 
industry. Rapidly selecting accurate maintenance components in a short amount of time has become more 
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difficult due to the variety and complexity of locomotive system components. Moreover, the intricacy of 
standardized locomotive maintenance manuals and disparities in frontline workers’ skill levels can result in 
inefficiencies and mistakes at the job site. A locomotive maintenance intelligent Q&A system that can deliver 
succinct, relevant, and understandable responses is desperately needed to handle this circumstance.

Recently, large language models (LLMs) have undergone rapid development and achieved substantial 
advancements in industrial and academic settings. This progress is attributed to their exceptional performance 
and unique contextual learning capabilities, leading to widespread adoption in the field of natural language 
processing (NLP)9. Notably, ChatGPT, which leverages the GPT series of LLMs10–13, has developed chatbots that 
exhibit remarkable conversational abilities with humans. These chatbots possess strong mathematical reasoning 
skills and the capacity to accurately maintain context across multiturn dialogs. These innovations have garnered 
considerable attention from the NLP community and have substantially impacted the broader AI landscape. 
Large Language Model Meta AI (LLaMA)14 has become a popular LLM due to its openness and effectiveness, 
as well as its superior performance in instruction-following tasks, which has attracted considerable attention 
from the research community. Many researchers15–17 are committed to fine-tuning or continuously pretraining 
different versions of LLaMA models to implement new models or tools.

The standardization preprocessing of locomotive maintenance data involves transforming colloquial 
maintenance records into standardized formats that encompass component names and numbers along with fault 
labels. This process ensured that the data were uniformly structured for subsequent analyses and applications. 
The intelligent maintenance question and answer (Q&A) system leverages actual fault scenarios encountered 
during the locomotive operation or maintenance phases to generate real-time maintenance positioning and 
treatment measures in textual form. This capability facilitates rapid and precise completion of maintenance 
tasks. In NLP, the task of information extraction (IE) involves extracting specific factual information, such 
as entities, relationships, and events, from natural language text and structuring these outputs18,19 highlight 
the importance of IE tasks in this context. Notably, IE tasks are exceptionally well suited for the standardized 
preprocessing of locomotive maintenance data because of their capacity to organize and categorize information 
comprehensively. In contrast, the Q&A task involves automatically answering user-posed questions to fulfill 
their knowledge requirements. In this context, LLMs play a pivotal role. These models were trained via extensive 
text datasets, resulting in exceptional generality and generalization capabilities. Consequently, LLMs exhibit 
robust performance in IE and automated Q&A tasks, as demonstrated in9.

Currently, most locomotive maintenance is based on a mathematical modeling approach20, which requires 
much manual work and relies heavily on expert knowledge, leading to subjectivity in the results. Moreover, the 
reliance on traditional kilometers or time intervals to perform a personalized overhaul program for older and 
heavily worn locomotives is lacking21. This deficiency may lead to some potential faults not being detected and 
repaired in time, creating a safety hazard for the normal operation of locomotives. By leveraging these advanced 
LLMs, an intelligent maintenance Q&A system can provide timely and accurate responses to maintenance-
related queries, thereby increasing the effectiveness of locomotive maintenance operations.

Therefore, this study focuses on the analysis of locomotive maintenance data by leveraging LLMs. Initially, 
a meticulous data preprocessing phase is conducted on the existing locomotive maintenance data to assemble a 
comprehensive and structured locomotive maintenance dataset. This refined dataset is subsequently utilized to 
generate LLMs customized specifically for locomotives. A data standardization tool is subsequently developed 
and ground in a customized locomotive LLM. Finally, a multiround dialog dataset is formulated, which serves 
as the foundation for designing an intelligent maintenance Q&A system anchored in a customized locomotive 
LLM. In summary, the contributions of this study are as follows: 

	1.	 Customized the first locomotive-specific LLM customized for rail data standardization and developed a lo-
comotive maintenance data standardization tool based on this customized LLM;

	2.	 Released the first multiround conversation dataset dedicated to the field of locomotive maintenance and 
designed an intelligent maintenance Q&A system based on a locomotive-specific LLM;

	3.	 Developed a standardized dataset of locomotive maintenance data and pioneered the automation of the data 
annotation process.

The remainder of this survey is organized as follows: Section 2 presents an overview of the relevant literature 
and relevant work. Section 3 describes the implementation specifications of the standardized LLM construction 
customized for locomotive maintenance data. Section 4 introduces an auxiliary instrument designed to facilitate 
the standardization of locomotive maintenance data. Section 5 describes an intelligent Q&A system developed 
for locomotive maintenance applications. Finally, Section 6 summarizes the survey.

Related work
Information extraction
Information extraction (IE) is a prevalent task within the domain of NLP, with the objective of identifying and 
extracting particular types of information from unstructured or semistructured data, typically in textual form22. 
Based on advancements in IE research, the process can be categorized into three stages:

•	 Knowledge engineering approaches. Methods belonging to this category leverage the expertise and expe-
rience of professionals to create a structured understanding of natural language through the formulation 
of rules or patterns. A text-matching methodology is subsequently employed to detect and extract targeted 
information from textual data. This process is typically iterative, commencing with a limited set of extraction 
rules rigorously tested on an existing corpus. These rules are progressively refined and expanded through 
iterative testing until an optimal balance between accuracy and recall is achieved. These methods rely on 
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manually formulated rules and templates, which makes the extraction rules relatively stable. Moreover, once 
the rules and templates are formulated, the system can efficiently apply these rules for information extrac-
tion with high extraction efficiency. However, this methodology has nonmodular black-box characteristics, 
indicating that internal workings and decision-making processes are not transparent. Consequently, these 
approaches are heavily reliant on the specialized knowledge of professionals, resulting in considerable labor 
and time expenditures. Furthermore, owing to a lack of adaptability, such methods cannot be readily migrated 
or extended to new domains, entity types, or datasets.

•	 Machine learning approaches. In these approaches, the task is reformulated as a sequence-labeling problem, 
where the current prediction is influenced not only by the immediate input features but also by the preceding 
prediction labels. This interdependence arises from strong correlations between the sequences. Common 
methodologies employed in this context include the hidden Markov model (HMM)23, support vector machine 
(SVM)24 and conditional random fields (CRFs)25. These methods can learn and adapt themselves, contin-
uously updating and optimizing model parameters with new data, thus improving model adaptability and 
accuracy. Simultaneously, the model is trained to automatically identify and address noise and outliers in the 
data, thereby improving the accuracy of the enhanced information extraction. However, machine learning 
approaches rely on a large amount of training data, especially for supervised learning algorithms, which re-
quire a large amount of manually labeled data to train the model. This reliance increases the cost and time of 
data labeling and limits the wide application of information extraction methods. Moreover, different machine 
learning algorithms have different advantages, disadvantages, and scopes of application, so the selection of ap-
propriate algorithms and parameters is crucial for the effectiveness of information extraction. Unfortunately, 
algorithm selection and parameter tuning are complex processes that require rich experience and specialized 
knowledge; thus, this type of method increases the difficulty of application.

•	 Deep learning approaches. Given the comprehensive and holistic nature of deep learning training approaches, 
gradient propagation techniques are adopted to build increasingly intricate and sophisticated network archi-
tectures. This development, in turn, enables the extraction of more discriminative and effective features from 
natural language data, thereby enhancing the capacity to mine and analyze factual information with great-
er precision, particularly in identifying specific types of entities and relationships. Consequently, research 
methodologies such as attention mechanisms, transfer learning, and distant (or far) supervised learning have 
gained prominence and become the focal points of mainstream research endeavors in the domain of infor-
mation extraction (IE) tasks. Common methods include LatticeLSTM26, BERT27 and ERNIE28. Deep learning 
approaches can automatically extract features from raw data without the need for manual feature selection 
and extraction, which greatly reduces labor costs, reduces subjective errors, and improves efficiency. Mod-
els trained via deep learning approaches have powerful representation capabilities that can capture complex 
structures and underlying relationships in the data to extract information more accurately. Moreover, these 
models can achieve end-to-end learning, learning the desired output directly from the input data without the 
need for explicit modeling of intermediate processes, improving flexibility and accuracy.

Knowledge question and answer
Knowledge Q&A constitutes a fundamental task within the realm of NLP, and it is primarily tasked with 
responding to inquiries framed in natural language by amalgamating outcomes derived from information 
retrieval, information extraction (IE), and NLP techniques29. Based on advancements and research progress in 
the domain of knowledge Q&A, the process can be categorically delineated into the following four stages:

•	 Traditional rule-based approaches. This type of methodology generally encompasses problem classification, 
answer retrieval, and answer generation processes. Relying mainly on rule-based manual processing, these 
methods can therefore handle some structured data and provide consistent results within the constraints of 
these data. Moreover, based on predefined rules and logic, the decision process of such methods is usually 
traceable and interpretable, which makes them suitable for domains that usually have a strict structure of 
rules and logic. However, these approaches rely on rules and logic provided by the developer, which results in 
high labor costs and time expenses. Moreover, as the complexity and scale of knowledge Q&A increase, it may 
become very difficult to maintain and update the rules, which may lead to a “rule explosion”. Furthermore, 
such approaches cannot automatically learn new knowledge from data, which limits their adaptability when 
new data or new tasks are addressed30.

•	 Knowledge graph-based approaches. In this methodological framework, the primary objective is first to lev-
erage structured data, text corpora, and semistructured data to construct a comprehensive domain knowl-
edge graph. This graph subsequently serves as the foundation for extracting precise and detailed answers. 
However, the limitations associated with knowledge graphs must be acknowledged. These limitations include 
excessive dependence on expert knowledge, the potential for incomplete knowledge representation, a lack of 
robust linguistic understanding, and other inherent disadvantages. Knowledge graph-based approaches use 
structured storage and querying, which help to obtain the most accurate information and reduce misunder-
standings and ambiguities, thus enhancing the accuracy and reliability of the Q&A system. The knowledge 
graph supports fast retrieval and reasoning, which can quickly find the information related to the query and 
generate the best answer, thus improving the response speed of the Q&A system. However, a knowledge graph 
is constructed using considerable manual labor and time, and its knowledge coverage is somewhat limited, 
making it difficult to cover all domains and details. Moreover, some knowledge graph-based Q&A systems 
may rely on specific templates or rules to generate answers. Although this approach improves the accuracy of 
the answers to a certain extent, it may also result in the system being unable to respond flexibly when facing 
new types of questions31.
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•	 Traditional deep learning-based approaches. In this methodological approach, a small deep learning model 
is utilized to convert natural language into a semantic representation. Q&As are subsequently represented as 
vectors within this semantic space. The determination of the optimal answer is facilitated by calculating the 
similarity matching score between the respective vectors. Based on deep learning approaches, these methods 
automatically extract useful features from raw data, greatly reducing the burden of manual feature engineer-
ing. Simultaneously, these methods can perform end-to-end learning from the input data to the output re-
sults, which can directly optimize the entire Q&A process and improve the overall performance. Moreover, 
based on deep learning, the approaches can be adapted to different tasks and scenarios by adding more layers 
or adjusting the model structure. Consequently, they can be flexibly adapted to the needs and question types 
to provide more personalized answers. Furthermore, with a large amount of data training, the deep learning 
approach can learn the intrinsic laws of the data and has a better prediction ability for new data that have not 
been previously described. These attributes ensure high accuracy and reliability when various problems are 
addressed. However, such methods require a large amount of data for training; otherwise, they are prone to 
overfitting. In knowledge Q&A, this requirement means that many Q&A pairs and related knowledge need 
to be collected and processed to ensure accuracy and generalizability. In practical applications, obtaining 
high-quality Q&A data and related knowledge is often a considerable challenge. Moreover, the performance 
of deep learning-based methods is often affected by hyperparameter settings, which indicates that the hyper-
parameters need to be carefully tuned and optimized for the best performance; unfortunately, the selection 
and tuning of hyperparameters is a complex and time-consuming process that relies heavily on professional 
knowledge and experience32.

•	 LLM-based approaches. In deep learning methodologies, large neural networks, such as GPT10–13 and LLa-
MA14, are employed as pretrained models and are subsequently fine-tuned for specific domains based on 
downstream tasks. These LLMs typically encompass hundreds of billions of parameters, enabling them to 
address knowledge-based Q&A tasks. By leveraging vast textual data, LLMs capture richer features by learn-
ing contextually relevant meanings and structures of natural language, thereby enhancing their performance 
in handling such tasks. However, LLMs have shortcomings in terms of “factuality” and “real-time”, which are 
insufficient in domain knowledge Q&A scenarios that require accurate answers, so external knowledge bases 
have to be used to generate high-quality and accurate responses.

LLMs
LLMs primarily denote transformer-based language models that incorporate hundreds of billions (or more) of 
parameters derived from extensive text-based training33. These models learn the structure and usage of language 
by analyzing vast quantities of textual data, which empowers them to execute a diverse array of language-related 
tasks. LLMs have emerged as the driving force behind language understanding, generation, and application 
owing to their exceptional proficiency in the realm of NLP. Specifically, within NLP, they exhibit outstanding 
performance in tasks such as text generation, Q&A systems, and dialog generation. Furthermore, LLMs play 
a pivotal role in the construction of knowledge graphs, the development of intelligent assistants, and other 
advanced applications. Their versatility extends to tasks such as code generation, text summarization, and 
translation, highlighting their broad applicability and transformative potential9.

LLMs have been able to achieve rapid and successful development due to the following key techniques:

•	 Scaling techniques: Enhancing the capacity of a model involves leveraging larger models, increasing the data-
set size, and increasing the computational resources required for the training process.

•	 Training techniques: The successful training of a capable LLM presents substantial challenges owing to its 
immense size. To learn the network parameters of an LLM, distributed training algorithms are indispensable 
and often necessitate the concurrent use of multiple parallel strategies.

•	 Ability elicitation techniques: Pretrained on vast and varied large-scale corpora, an LLM provides latent 
possibilities as a flexible instrument for general-purpose activities. These innate skills, however, might not 
be readily apparent while the LLM is performing specific activities. Context-specific learning paradigms or 
customized task instructions are carefully planned and executed to extract and utilize these potential skills.

•	 Alignment tuning techniques: LLMs are trained on pretrained corpora to identify and integrate various data 
features, encompassing high-quality and low-quality information. Consequently, these models may generate 
content that is harmful, biased, or detrimental to individuals’ well-being. To mitigate this risk, alignment 
strategies are employed to ensure that the actions and outputs of LLMs align with societal norms and human 
ethical principles.

•	 Tool manipulation techniques: LLMs are essentially trained as text generators on extensive corpora of un-
structured plain text. Consequently, they often demonstrate suboptimal performance on tasks that are inef-
fectively represented in textual formats, such as numerical computations. Furthermore, their functionality is 
inherently limited by the data on which they were pretrained, hindering their ability to access real-time or 
up-to-date information. To address these limitations, researchers and practitioners integrate external tools 
and resources to mitigate the inherent shortcomings of LLMs.

Different industries and business scenarios have different needs for models, and customized LLMs are 
necessary34. For example, customized LLMs can be optimized for specific business logic, data characteristics 
and objectives to ensure the accuracy and efficiency of the model in practical applications34. In user interaction 
scenarios, the customized LLM can subsequently make predictions and recommendations based on the user’s 
personalized needs and preferences, thus enhancing the user experience and satisfaction35. Furthermore, for 
industries involving sensitive data, customized LLMs can be deployed locally to avoid the risk of data leakage 
and to meet the industry’s stringent requirements for data privacy and security36.
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Construction of customized LLMs for the standardization of locomotive data
This section explores the field of locomotive maintenance data, focusing on the standardization of such data 
and their application within locomotive maintenance Q&A) systems in the rail transit industry. The goal is 
to develop LLMs specifically designed for two downstream tasks: IE and knowledge-based Q&A. Following 
the framework of “high-quality data + general LLMs + fine-tuning,” this paper begins by utilizing relevant 
locomotive maintenance data. The data then undergo a rigorous preprocessing phase to create a small, high-
quality annotated corpus. Building on this curated corpus, the paper applies fine-tuning techniques to train a 
general LLM (the fine-tuning technique mainly utilizes P-tuning v2, in which the prompt needs to be designed; 
moreover, owing to the hardware limitations of the local server, the batch and epoch are modified, and the 
remaining parameters are referred to the model’s official defaults), ultimately resulting in a locomotive specific, 
customized LLM. A locomotive maintenance intelligent Q&A system is subsequently constructed based on this 
customized LLM. The overall research process is shown in Fig. 1.

In this paper, the selection of general LLMs is guided by several key considerations: their performance on 
Chinese text corpora, the number of stars received by related applications on the GitHub platform, and their 
open-source or commercial status. After a comprehensive evaluation for the IE task, universal information 
extraction (UIE) was selected because of its strong sample-less capability, support for Chinese and English cross-
extraction, and ability to deploy the model open-source locally to eliminate the risk of data leakage.37. For the 
knowledge-based Q&A task, ChatGLM was selected for its ability to generate logical and consistent answers 
based on context for intelligent Q&A scenarios, as well as its support for Chinese Q&A and, most importantly, 
its ability to deploy the model open source locally to eliminate the risk of data leakage38.

A LLM for standardized information extraction of locomotive data
In this section, we utilize a comprehensive dataset of locomotive maintenance data to fine-tune a general LLM 
with the goal of enhancing its performance in extracting relevant information from the locomotive maintenance 
data. The detailed process and procedural steps involved in the information extraction task, performed by 
this fine-tuned LLM on the locomotive data, are illustrated in Fig. 2. First, locomotive maintenance data are 
subjected to comprehensive data preprocessing to build corpora specifically for this purpose. The UIE model 
uses P-tuning of the corpora to develop a customized LLM optimized for locomotive maintenance-related object 
information extraction. Finally, this customized LLM is used to obtain accurate information extraction results 
from the maintenance data, which include the system name, component name, accessory name, fault label, and 
number name.

Data preprocessing
In this section, the data preprocessing phase primarily includes data augmentation, data clustering, and data 
transformation. The foundational data are sourced from revised locomotive preshattering repair records 
collected in the field from 2017-23. These data are then integrated with the maintenance specification 
documentation of the smallest maintenance unit. A manual process of data cleansing, screening, and labeling is 
subsequently conducted to ultimately curate an original dataset of locomotive maintenance data that includes 
labeling information related to components, accessories, and fault types. This original dataset comprises 4,970 
standardized data entries, predominantly covering eleven subsystems, such as the traction motor. The content 
primarily consists of system names, component names, accessory names, fault labels, and number names.

Fig. 1.  Process of constructing an LLM for locomotive data standardization. Process of constructing an LLM 
for locomotive data normalization. First, through the data preprocessing designed in this paper, the locomotive 
maintenance data are generated in the locomotive maintenance corpora. Then, based on the corpora, the 
prompts are fine-tuned (P-tuned) to the generalized LLM. Subsequently, through iterative training and feedback 
optimization, a customized LLM suitable for the locomotive domain is finally generated.
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The original dataset has a limited volume of data, characterized by its small scale, with a predominance of fault 
label types classified as replacements. Consequently, this study aims to expand the dataset’s size by incorporating 
fault documentation from video security systems collected in the field between 2020 and 2023. The methodology 
for data expansion is outlined as follows: First, individual maintenance records for each month within the 
specified timeframe (2020–2023) are compiled. Next, the maintenance specification document is referenced 
to identify the minimum maintenance unit, which facilitates the manual annotation of critical information, 
including component names, accessory names, fault labels, and number names. Finally, these annotated data are 
merged with the original dataset to create an expanded dataset.

The application of data expansion techniques increases the amount of data in the expanded dataset by 
56% compared with the original dataset, which contains 2,791 video security fault records, 760 maintenance 
records with fault labels, and 51 records without fault labels. This process enhances the quantity of locomotive 
maintenance data and increases the overall size of the dataset.

The high proportion of “replace” among the key fault labels in the supplemental data may affect the 
performance of the LLM in information extraction. Therefore, this paper employs data clustering to balance the 
distributions of various types of fault labels. This approach aims to investigate the impact of the proportion of 
fault label types on the performance of information extraction.

The process of data clustering is as follows: each record within the expanded dataset related to locomotive 
maintenance is treated as a text, encapsulating the fault content and the corresponding processing method. A 
cosine similarity threshold of 0.8 is subsequently established. Figure 3 shows a histogram of categories derived 
from various cosine similarity thresholds, revealing that the maximum number of categories is achieved at a 
threshold of 0.8, thereby justifying this choice. The pseudocode for computing cosine similarity, which employs 
the Jieba segmentation tool (https://github.com/fxsjy/jieba) and follows Equation 1, is depicted in Fig. 4. Text 

Fig. 2.  Process of constructing a customized LLM for locomotive data standardization. First, locomotive 
maintenance data are subjected to comprehensive data preprocessing to build corpora specifically for 
this purpose. The UIE model performs P-tuning via corpora to develop a customized LLM optimized for 
locomotive maintenance-related object information extraction. Finally, this customized LLM is used to 
obtain accurate information extraction results from the maintenance data, which include the system name, 
component name, accessory name, fault label, and number name.
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data with a cosine similarity exceeding this threshold are grouped into the same class, whereas text data falling 
below the threshold are classified as unclustered, resulting in the identification of distinct file categories. Next, 
data from the clustered files are extracted based on a 10% upward rounding ratio. These extracted data are 
ultimately merged with the unclustered data to construct a comprehensive clustered dataset.

	
Scosine_similarity(A, B) = A · B

∥A∥ × ∥B∥ =
∑n

i=1 (Ai × Bi)√∑n

i=1 A2
i ×

√∑n

i=1 B2
i

.� (1)

In the context of data clustering, 3,933 locomotive maintenance data entries are extracted from the expanded 
dataset. This dataset comprises 1,429 clustered entries and 2,504 unclustered locomotive maintenance data 
entries. This process ensures a balanced representation of various fault labeling categories within the clustered 
dataset.

Before the LLM is fine-tuned with the prepared locomotive maintenance corpora, these corpora must be 
converted from their current Excel format to the JSON format required by the UIE. Additionally, the positions 
of entities within the text must be annotated. Typically, this conversion and annotation process involves manual 
data annotation, which requires a high level of business knowledge and expertise from the annotators. However, 
manual annotation is not only time-consuming but also inefficient, presenting considerable challenges to the 
overall annotation process.

Consequently, the keyword position matching annotation approach is used in this study to swiftly and 
automatically transform the locomotive maintenance corpora into a dataset in JSON format that the UIE 
requires. “content” represents the combined text of the fault content and the treatment, “result_list” represents 

Fig. 4.  Cosine similarity pseudocode.

 

Fig. 3.  Histogram of clustering categories with different thresholds.
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the labeled entities and their start and end positions in content, and “prompt” represents information such as 
the component name, part name, accessory name, fault label, and number name. Figure 5 illustrates an example 
of the conversion.

To validate structural and qualitative consistency between the original dataset and the extended dataset, 
we conduct comparative analysis through two complementary approaches: lexical distribution examination 
and discriminative feature evaluation. First, Chinese word segmentation using Jieba with domain-specific 
stopword filtering enabled systematic word frequency analysis. The visual representation of term distributions 
through comparative word clouds (Fig. 6) demonstrates significant pattern alignment. Second, we employ TF-
IDF (https://github.com/scikit-learn/scikit-learn) for discriminative feature extraction, with Table 1 presenting 
the top 10 feature weights from both datasets. The strong correlation in both lexical distributions and feature 
rankings statistically confirms the structural homogeneity and quality preservation achieved by our dataset 
extension methodology.

Experiment
Datasets The datasets used for the experiments in this section have three primary components: the original 
dataset, the expanded dataset, and the clustered dataset. Each of these datasets includes a compilation of text that 
integrates fault descriptions with their corresponding treatment approaches. Additionally, they provide detailed 
information such as the component name, the component level 1 number, the component level 2 number, the 
accessory name, the level 1 accessory name, and the precise start and end positions of the fault labels within 
the combined text. In this section, the datasets are divided into training, validation, and test sets at a 1:1:8 
ratio. Table 2 presents the fundamental characteristics of each dataset, with text segmentation performed via the 
Chinese segmentation tool Jieba.

Hyperparameters The settings of the hyperparameters of the experiments in this section are shown in Table 3, 
and these settings include the number of batches, the number of epochs, the number of GPUs, the optimizer, the 
learning rate, and the longest input length.

Metrics The evaluation metrics for the experiments in this section use precision (Pr), recall (Re), F1, and 
runtime, and these evaluation metrics are specified as shown in Equation 2, where the meaning of each symbol 
is as follows: TP - the number of positive samples correctly identified; FP - the number of negative samples that 
are misreported; TN - the number of negative samples correctly recognized; and FN - the number of positive 
samples that are missed.

Fig. 5.  Example of a data conversion result. “content” represents the combined text of the fault content and 
the treatment, “result_list” represents the labeled entities and their start and end positions in content, and 
“prompt” represents information such as the component name, part name, accessory name, fault label, and 
number name.
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Dataset type Data entries Fault label type

Original dataset 4970 21

Expanded dataset 7761 51

Clustered dataset 3933 51

Table 2.  Basic information about the datasets.

 

Dataset type/Feature word Replace Normal Test Inspection Driver Malfunction Storage Operation Seat Good

Original dataset 54.11 50.68 37.74 33.82 15.85 15.23 14.19 10.83 8.47 7.70

Expanded dataset 51.29 62.03 29.78 26.88 14.16 13.26 11.21 9.83 6.68 6.10

Table 1.  Comparison of TF-IDF based on original dataset and expanded dataset (In [%]).

 

Fig. 6.  Comparison of word clouds between the original dataset and the extended dataset.
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P recision = TP

TP + NP
× 100%

Recall = TP

TP + FN
× 100%

F 1 = 2 × P recision × Recall

P recision + Recall
× 100%

� (2)

Results In this section, we conduct a comprehensive analysis using various locomotive maintenance datasets, 
as detailed in Table 2. By employing the hyperparameters specified in Table 3, the UIE model is fine-tuned on 
a local server. The aim of this process is to develop a customized LLM specifically designed for standardized 
information extraction related to locomotive data. Table 4 presents the training performance metrics of the UIE 
model across different locomotive maintenance datasets. Furthermore, Figs. 7, 8 and  9 illustrate the distinct 
testing performance of the customized LLM, which is based on the UIE framework, in extracting information 
from various locomotive maintenance datasets.

Discussion
The training outcomes of the unified information extraction (UIE) model, which utilizes various locomotive 
maintenance datasets, demonstrate that, with the exception of the execution time, the information extraction 
task based on the original dataset has superior performance. Specifically, the precision, recall, and F1 score 
for this task reach 93.65%, 93.28%, and 93.46%, respectively. Notably, the training set used in this instance 

Fig. 7.  Comparison of the accuracy of standard records based on different locomotive maintenance data 
testing sets.

 

Dataset type Precision/% Recall/% F1/% Runtime/s

Original dataset 93.65 93.28 93.46 6338.74

Expanded dataset 93.64 91.78 92.70 10953.33

Clustered dataset 90.66 88.81 89.73 4823.33

Table 4.  Basic information about the datasets.

 

Parameter Value/Type Parameter Value

Batch 8 learning rate 0.00001

Epoch 100 optimizer AdamW

GPU 8(A30) maximum input length 512

Table 3.  Basic information about the datasets.
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comprises only 10% of the entire original dataset, indicating that the UIE model can effectively perform the 
locomotive maintenance data information extraction task even with a limited amount of data.

Furthermore, the test results from various datasets in the information extraction task of a customized large 
language model, which is based on the UIE model, were analyzed. This analysis considered the names and 
quantities of parts and accessories, as well as the importance of fault labels. The findings indicate that information 
extraction via an expanded dataset produces the most favorable results, whereas information extraction via a 
clustered dataset is less effective.

From these observations, we can conclude that the use of a large standardized information extraction model 
based on the UIE framework for extracting information from locomotive maintenance data can benefit from 
an increase in the number of data entries. Expanding the dataset enhances the training performance of the 
information extraction task. Conversely, balancing the labels of fault types does not considerably improve 
extraction performance and may even lead to a decline in effectiveness. These insights have important 

Fig. 9.  Comparison of F1 values of standard records based on different locomotive maintenance data testing 
sets.

 

Fig. 8.  Comparison of the recall of standard records based on different locomotive maintenance data testing 
sets.
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implications for the development and optimization of information extraction models customized for locomotive 
maintenance data.

A LLM for standardized knowledge Q&A of locomotive data
The application of an information extraction LLM for standardizing locomotive data can serve as an effective 
tool for preprocessing maintenance data. However, this method imposes stringent requirements regarding the 
dataset format. Specifically, explicit marking of the initial and termination positions of the information within 
the text is necessary, complicating the marking process. In practical scenarios, it is conceivable that certain 
information may not be explicitly present in the text, making it impossible to mark. This situation presents 
a considerable challenge for marking locomotive maintenance data, as it introduces difficulties in accurately 
identifying and extracting the required information.

Fortunately, ChatGLM has minimal requirements for dataset formatting while demonstrating commendable 
performance in knowledge Q&A tasks via publicly available datasets such as Gigaword39 and Xsum40. Therefore, 
in this study, we propose improving the annotation methodology for locomotive maintenance data by converting 
the existing information extraction format dataset into a structure that resembles knowledge Q&A datasets. This 
transformed dataset is then used to customize ChatGLM into a standardized knowledge Q&A LLM specifically 
designed for locomotive data.

Automated approach to data annotation
Traditional data annotation relies primarily on manual methods, which require annotators to possess extensive 
professional expertise and operational proficiency. Additionally, these manual processes demand substantial 
time investments, leading to a time-consuming and highly subjective approach to annotation. To address 
these limitations, this section introduces a scripting methodology customized to the unique characteristics 
of locomotive maintenance data. By developing a specialized script, we facilitate batch automated labeling of 
locomotive maintenance data, utilizing the expanded dataset in Table  2. In practical applications, the accessory 
name and component level 2 number are rarely utilized. Therefore, this section annotates only the component 
name, primary number of the component, primary accessory name, and fault label. The method first uses the 
fault contents and treatment methods in the original data to merge and automatically generate a “sentence” and 
then uses the index of the original data to find the specific contents corresponding to the “component name, level 
1 accessory name, component level 1 name, and fault label” to generate “answers”. An illustrative example of data 
annotation derived from the customized script is presented in Fig. 10. In this figure, the term “sentence” refers to 
the combined text that includes the fault content and its corresponding solution, whereas “answers” denote the 
specific details, including the component name, level 1 accessory name, component level 1 name, and fault label.

Experiment
Datasets In this section, the dataset used for the experiments is derived from the locomotive maintenance 
dataset, which has been processed by a specialized script. This processed dataset contains 7,761 locomotive 
maintenance records. The dataset has been divided into training, validation, and test sets, following a ratio of 
6:2:2. Additionally, Jieba was employed as the Chinese segmentation tool throughout the experimental process.

Hyperparameters The settings of the hyperparameters of the experiments in this section are shown in Table 5, 
and these settings include the number of batches, number of GPUs, learning rate, number of threads, maximum 
input length and maximum output length.

Metrics In this paper, Bleu-4, Rouge-1, Rouge-2 and Rouge-L are used as evaluation metrics. Among them, 
Bleu-4 is based on the accuracy of judging the similarity of two sentences and the fluency of the sentences, and 
the mathematical expression of the evaluation index is shown in Equation 3, in which the individual symbols in 
the formula are explained as follows: Ci - machine translation, Sij  - reference translation, Si=si1,si2...,sim - all 
neighboring 4 Chinese characters in Ci are extracted to form a set; wk  - the kth phrase in the set, hk  (Ci) - the 
number of times the kth phrase wk  appears in the machine translation Ci, hk  (Sij) - the number of times the 
kth phrase wk  occurs in the reference translation sij , BP (Ci, Sij) - penalty term, Pn - the precision rate of the 
n-tuple words; lci - the length of the machine translation; and lSij  - the length of the reference translation. As 
an index for automatically assessing the similarity between the generated text and the reference text, the Bleu 
evaluation metric provides a quantitative evaluation standard, making the assessment fairer and more objective. 
Moreover, it can quickly evaluate many translation results, which greatly improves the evaluation efficiency.

	

Pn (Ci, S) =
∑

k
min (hk (Ci) , maxj∈m hk (Sij))∑

k
hk (Ci)

BP (Ci, Sij) =

{ 1,lci > lSij

e
1−

lSij
lci ,lci < lSij

Bleu − 4 = Bp × e

∑N

n=4
0.25lgPn × 100%

� (3)

Rouge evaluates the abstract based on the co-occurrence information of n-grams in the abstract, which is 
an evaluation method oriented to the recall rate of n-grams, and Rouge-1, Rouge-2 and Rouge-L denote the 
Rouge-N based on 1-gram, based on 2-grams and based on the longest common meta-grams, respectively. The 
mathematical expression is shown in Equation 4, where the individual symbols in the formula are interpreted 
as follows: ngram - the number of n phrases common to the reference translation and the machine translation; 
mgram - the number of n phrases extracted by the reference translation; X - the reference translation; Y - the 
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machine translation; l(X, Y) - the length of the longest common subsequence of X, Y; m - the extraction length of 
the reference translation; n - the extraction length of the machine translation; and β - manual setting parameter. 
In this paper, we take β = 1.2. Rouge measures the degree of coverage of key information of the reference 
text by the generated text through the recall rate, which considers the completeness and informativeness of the 
generated text, thus enabling a more comprehensive assessment of the quality of the generated text.

	

Rouge − N = ngram

mgram
, N = 1, 2

Rouge − L =
(1 + β2) × l2(X,Y )

mn
l(X,Y )

m
+ β2 × l(X,Y )

n

� (4)

Results In this section, we first utilize automated data annotation within the locomotive dataset to create the 
training and test sets. Next, we employ ChatGLM to fine-tune the local server, using the hyperparameters 
specified in Table 5 to obtain the customized LLM for standardized knowledge Q&A of locomotive data. This 
fine-tuning process produces a customized LLM specifically designed for standardized knowledge-based Q&A 
related to locomotive maintenance data. Then, we conduct inference testing via the customized LLM. Illustrative 

Parameter Value Parameter Value

Batch 64 Learning rate 0.02

Thread 10 Maximum output length 128

GPU 8(A30) Maximum input length 512

Table 5.  Setting hyperparameters.

 

Fig. 10.  Example of the data annotation obtained via the customized script. In this example, the term 
“sentence” refers to the combined text that includes the fault content and its corresponding solution, whereas 
“answers” denotes the specific details, including the component name, level 1 accessory name, component level 
1 number, and fault label.
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examples of the inference performance and corresponding results are presented in Figs. 11 and 12, respectively. In 
Figure 11, “sentence” refers to the combined text that includes the fault content and the corresponding treatment 
method. “answers” denotes the original annotated text, which comprises the component name, the level 1 
accessory name, the component level 1 number, and the fault label. “prediction” indicates the output produced 
by the model’s predictive capabilities, which also includes the component name, the level 1 accessory name, the 
component level 1 number, and the fault label. Additionally, to illustrate the effectiveness of the ChatGLM-based 
customized LLM, this section presents a comparative analysis of ChatGLM’s performance against other models 
using a public dataset (see Tables 6 and 7).

Discussion
Figure 11 shows that the results are accurate in most cases, but there is an error in the “Level 1 part name”. 
Therefore, the system is accurate in answering “component name, component level 1 number and fault label” 
but poor in answering “level 1 accessory name”. We analyzed the possibility that “component name, component 
level 1 number and fault label” may appear in the “sentence”, but “level 1 part name” needs to be linked to specific 
maintenance documents, and there are difficulties in extracting information. Therefore, based on the analysis 
of this error, in future research, we will explore techniques such as human-in-the-loop and adversarial training 
to improve the accuracy. An analysis of the results presented in Table 6 clearly reveals that the use of ChatGLM 
for knowledge-based Q&A on the Gigaword dataset yields optimal performance, with Rouge-1, Rouge-2, 
and Rouge-L scores reaching 38.9%, 20.0%, and 36.3%, respectively. These scores significantly surpass the 
corresponding performances achieved by MASS and UniLMv2. Furthermore, Table 7 demonstrates that when 
ChatGLM is applied to the Xsum dataset for knowledge Q&A, the highest performance is also attained, with 
Rouge-1, Rouge-2, and Rouge-L scores of 45.5%, 23.5%, and 37.3%, respectively. These scores are notably higher 
than those obtained by the BART and T5. Additionally, Fig. 12 illustrates that a ChatGLM-based knowledge 
Q&A system customized for an LLM achieves exceptional Rouge-1, Rouge-2, and Rouge-L scores of 89.6%, 
87.54%, and 94.26%, respectively. These scores are markedly superior to the performance of ChatGLM on other 
datasets. Based on these findings, the ChatGLM-based knowledge Q&A system customized for LLM is well 
suited for the standardization of locomotive maintenance data.

Supplementary experiments
In previous experiments to ensure fairness, the hyperparameters and tuning strategies are set the same as 
chatGLM on the public dataset. In order to explore the impact of different hyperparameters on the customized 

Fig. 11.  Example of the ChatGLM-based customized LLM for knowledge Q&A. “sentence” refers to the 
combined text that includes the fault content and the corresponding treatment method. “answers” denotes the 
original annotated text, which comprises the component name, the level 1 accessory name, the component 
level 1 number, and the fault label. “prediction” indicates the output produced by the model’s predictive 
capabilities, which also includes the component name, the level 1 accessory name, the component level 1 
number, and the fault label.
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llm based on chatglm, this section conducts supplementary experiments based on the settings of previous 
experiments by respectively changing the learning rate, batch size, maximum input length and maximum output 
length. The model performance obtained with different hyperparameters is shown in Fig.  13. Through the 
analysis of the different results in Fig. 13, the performance of the model is shown to be less affected by setting 
different hyperparameter configurations.

A locomotive maintenance data standardization auxiliary tool
Given the remarkable performance demonstrated by the ChatGLM-based, custom-designed LLM in the field 
of locomotive maintenance data standardization, this paper presents the development of an auxiliary tool that 
integrates this LLM and is suitable for real-world applications. The entire process of developing this tool consists 
of three primary stages: dataset processing, fine-tuning of the LLM, and encapsulation of the results.

These stages are illustrated in Fig. 14, which offers a comprehensive overview of the tool development process 
for locomotive maintenance data standardization. The auxiliary tool system comprises a data preprocessing 
module and an LLM fine-tuning module. The data preprocessing module is responsible for transforming the 
original locomotive maintenance data into three core files: an index file, a locomotive maintenance dataset and 
an original dataset. In particular, the locomotive maintenance dataset integrates the fault content and treatment 
measures of each data item, which is designed to serve the fine-tuning process of the LLM; the original dataset 
comprehensively retains all the information of the original records to facilitate efficient retrieval through the 
index file; and the file records the corresponding index of each data item, ensuring that the results extracted 

Model Rouge-1/% Rouge-2/% Rouge-L/%

BART43 45.1 22.3 37.3

T544 40.9 17.3 33.0

ChatGLM38 45.5 23.5 37.3

Table 7.  Knowledge Q&A results based on the Xsum test set.

 

Model Rouge-1/% Rouge-2/% Rouge-L/%

Mass41 37.7 18.5 34.9

UniLMv242 38.5 19.5 35.8

ChatGLM38 38.9 20.0 36.3

Table 6.  Knowledge Q&A results based on the Gigaword test set.

 

Fig. 12.  Histogram of evaluation metrics for customized large language models based on ChatGLM.
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by the LLM can be accurately traced back to the relevant contents in the original dataset. The LLM module 
is based mainly on the ChatGLM framework and uses the locomotive maintenance dataset for P-tuning to 
obtain the customized LLM for the locomotive maintenance domain. The process of using the auxiliary tool is 
as follows: first, some locomotive maintenance data are input. Through the data preprocessing module, this data 
information is subsequently processed into the index file, the locomotive maintenance dataset, and the original 
dataset. Then, the text in the locomotive maintenance dataset is extracted via the locomotive customized large 
language model for information extraction. Next, accurate retrieval is performed in the original dataset based on 
the information in the index file. Finally, the indexing results and the information extraction results are merged 
as outputs to obtain a complete and accurate final result.

Based on the comparison presented in Fig.  15, the implementation of the locomotive maintenance data 
standardization auxiliary tool effectively retains comprehensive information related to locomotive maintenance 
data. This tool facilitates the conversion of verbal maintenance data into standardized records, encompassing 
details such as the component name, the component level 1 number, the component level 2 number, the level 1 
accessory name, and the fault label. Notably, at the ShuoHuang site, the manual standardization of 4,913 records 
required four person * weeks of labor. In contrast, the use of the auxiliary tool lasted only 15.06 hours (one person 
* week for review). Consequently, the adoption of this auxiliary tool not only streamlines the standardization 
process for onsite locomotive maintenance data but also results in considerable time savings. Additionally, it 
provides a practical solution for standardizing locomotive maintenance practices, ultimately enhancing the 
analysis of locomotive RCM data.

Intelligent Q&A system for locomotive maintenance
Drawing upon an LLM specifically designed for standardizing locomotive maintenance data, this paper presents 
the development of an intelligent Q&A system for locomotive maintenance. The workflow of this system, which 
is based on the customized LLM, is illustrated in Fig. 16. First, the user inputs a question in natural language. 
The system then segments this question into individual words via Jieba, which facilitates the identification of 
named entities. These entities are subsequently scored via the customized LLM. Based on the highest-scoring 
entity, the system retrieves the relevant answer. Next, the system employs big data technology to collect and 

Fig. 13.  Performance of customized models based on different hyperparameter configurations.
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Fig. 15.  Comparison of auxiliary tool and manual labeling results.

 

Fig. 14.  Workflow of the auxiliary tool: First, some locomotive maintenance data are input. Through the data 
preprocessing module, this data information is subsequently processed into the index file, the locomotive 
maintenance dataset, and the original dataset. Then, the text in the locomotive maintenance dataset is extracted 
via the locomotive customized large language model for information extraction. Next, accurate retrieval is 
performed in the original dataset based on the information in the index file. Finally, the indexing results and 
the information extraction results are merged as outputs to obtain a complete and accurate final result.

 

Scientific Reports |        (2025) 15:12953 17| https://doi.org/10.1038/s41598-025-96130-3

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


analyze locomotive maintenance data, ultimately providing feedback to the user. An illustrative example of the 
application of the intelligent locomotive maintenance Q&A system is presented in Fig. 17.

Conclusion
Standardizing the preprocessing of locomotive maintenance data is a crucial step in ensuring data quality 
for RCM analysis. This paper explores information extraction techniques, knowledge Q&As, and LLMs. 
Subsequently, we apply UIE and ChatGLM to the standardized preprocessing of locomotive maintenance 
data, thereby constructing LLMs specifically designed for locomotive maintenance data standardization. This 
approach considerably improves the efficiency of data standardization tasks.

Within this framework, we investigate the impact of data volume and fault type on the performance of 
information extraction via UIE. To facilitate this process, we developed a specialized script to automate data 
annotation. Furthermore, we design an auxiliary tool and an intelligent Q&A system based on a customized 
LLM for standardizing locomotive data, leveraging ChatGLM. The auxiliary tool can be implemented in real-
world scenarios, enabling the conversion of verbal maintenance data into standardized locomotive maintenance 
records. Moreover, the intelligent Q&A system provides essential maintenance components and corresponding 

Fig. 16.  Workflow of the intelligent Q&A system: First, the user inputs a question in natural language. The 
system then segments this question into individual words via Jieba, which facilitates the identification of 
named entities. These entities are subsequently scored via the customized LLM. Based on the highest-scoring 
entity, the system retrieves the relevant answer. Next, the system employs big data technology to collect and 
analyze locomotive maintenance data, ultimately providing feedback to the user.
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fault treatment methods. Collectively, these auxiliary tools and the intelligent Q&A system establish a robust 
foundation for the standardization of locomotive maintenance data.

In this research, the locomotive maintenance data are limited, necessitating the need to expand the dataset 
as a crucial next step to improve the comprehensive standardization system for locomotive maintenance data. 
Additionally, the current intelligent Q&A system deviates from traditional Q&A paradigms. To address this 
issue, future efforts will focus on creating a standardized dataset, which will then be refined and optimized 
by integrating advanced techniques, including large language models, prompt mechanisms, and retrieval-
augmented generation methodologies. Moreover, the automatic data annotation script requires complete 
locomotive maintenance records; otherwise, it is prone to data bias and other problems. In the future, we will 
eliminate some serious missing data, supplement simple missing records, and optimize the automatic data 
annotation script. Furthermore, when the model is applied to larger and more diverse locomotive overhaul 
datasets, in the future, we plan to use multiple GPUs for parallel training in our training strategy, which will help 
to reduce the training time for larger datasets, and we also plan to use data augmentation and batch processing, 
which will help to manage the memory usage and increase the efficiency of the training, and in addition, we 
will explore the model optimisation techniques such as pruning and quantisation to reduce the computational 
load without reduce computational load without significantly impacting performance. Simultaneously, the 
auxiliary tool needs to update the index of new data constantly in the actual deployment, which is a considerable 
challenge, and in the future, we will optimize the mechanism via prompts. Intelligent Q&A systems must be 
constantly updated in actual deployment, which has a great demand for energy, such as more powerful or more 
GPUs to efficiently handle large matrix operations, more GPU memory to load and process data, and more 
storage space to save models and intermediate results, and in the future, we will integrate energy and continue 
to conduct in-depth research.

Fig. 17.  Example of using the locomotive maintenance intelligent Q&A system.
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Data availability
The original dataset, extended dataset and clustered dataset data are obtained from CRRC Corporation Limited 
and Shuohuang Railway Development Limited Liability Company. These datasets contain closed scenarios of 
various models of railroad cars, and most of the sensitive data must be kept confidential, so most of the origi-
nal data of the dataset are not open to the public, and only a small amount of the data are openly available (for 
academic research only): ​h​t​t​​​​p​s​:​​/​​/​g​i​t​​h​u​​b​​.​c​o​​m​/​a​​n​h​​e​​​q​​i​a​​o​-​​n​​e​u​​/​L​L​M​​-​​b​a​s​e​​d​-​​I​n​t​e​l​l​i​g​e​n​t​-​Q​-​A​-​S​y​s​t​e​m​-​f​o​r​-​R​a​i​l​w​a​y​-​L​
o​c​o​m​o​t​i​v​e​-​M​a​i​n​t​e​n​a​n​c​e​-​S​t​a​n​d​a​r​d​i​z​a​t​i​o​n​. However, the data are available from the corresponding author upon 
reasonable request.

Accession codes
The data used for this study are published in ​L​L​M​-​b​a​s​e​d​ ​I​n​t​e​l​l​i​g​e​n​t​ ​Q​&​A​S​y​s​t​e​m​ ​f​o​r​ ​R​a​i​l​w​a​y​ ​L​o​c​o​m​o​t​i​v​e​ ​M​a​i​n​
t​e​n​a​n​c​e​ ​S​t​a​n​d​a​r​d​i​z​a​t​i​o​n​..
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