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Information: a missing component in understanding
and mitigating social epidemics

Roger D. Magarey® "™ & Christina M. Trexler® '

Social epidemics or behaviorally based non-communicable diseases are becoming an
increasingly important problem in developed countries including the United States. It is the
aim of our paper to propose a previously understudied aspect of the spread of social epi-
demics, the role of information in both causing and mitigating social epidemics. In this paper,
we ask, can information be harmful, contagious, and a causal factor in social epidemics? In
the spread of biological epidemics, the causal agents are biological pathogens such as bac-
teria or viruses. We propose that in the spread of social epidemics, one of the causal agents is
harmful information, which is increasing exponentially in the age of the internet. We ground
our idea in the concept of the meme and define the concept of an infopathogen as harmful
information that can spread or intensify a social epidemic. Second, we ask, what are the best
tools to understand the role of information in the spread of social epidemics? The epide-
miological triad that includes a host, agents (and vectors), and the environment is extended
into a quad by including information agents. The quad includes the role of information
technologies as vectors and the impact of the social environment. The “life cycles” of
pathogens in biological epidemics and infopathogens in social epidemics are compared, along
with mitigations suggested by the epidemiological quad. Challenges to the theory of info-
pathogens, including the complexities associated with the spread of memes and the role of
behavior in the spread of epidemics are discussed. Implications of the theory including the
classification of harmfulness, the freedom of speech, and the treatment of infected individuals
are also considered. We believe the application of the epidemiological quad provides insights
into social epidemics and potential mitigations. Finally, we stress that infopathogens are only
part of social epidemic development; susceptible hosts, a favorable environment, and avail-
ability of physical agents are all also required.
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Introduction
n this article, we investigate the idea that information can play
an important role in transmitting social epidemics. In devel-
oped countries, biological epidemics have become increasingly
rare (COVID-19 being a tragic exception); the label “epidemic” is
now commonly also used to describe disorders that appear to be
increasing in frequency or severity and have high social costs. A
social epidemic can be defined as behaviorally based non-
communicable disease (Egger et al., 2003). Examples include
suicide (Cheng et al.,, 2014), violence (Gilligan, 1996; Slutkin,
2012), opioid addiction (Williams and Bisaga, 2016), and obesity
(Ravussin and Ryan, 2018). Despite efforts to combat these epi-
demics, many of these epidemics appear to be increasing in
developed countries. For example, in the United States, obesity
has increased from 30.5% in 2000 to 42.4% of adults in 2018
(Hales et al., 2020), and the overconsumption of oxycodone has
increased by 500% from 1999 to 2011 (Kolodny et al., 2015).
Suicide is now a leading cause of death in the United States and
has increased from 10.7% in 2001 to 14% in 2017 (NIHS, 2019).
In each of these cases there are physical agents involved such as
junk food for obesity, drugs for opioid addiction and weapons,
chemicals or structures for suicide. Additionally, we propose a
missing component, harmful information acting as a contagious
agent that affects human behavior and spreads these epidemics.
In this article, we ask, can information be harmful, contagious
and a causal factor in social epidemics? This is a critical question
since there is an unresolved debate about whether social epi-
demics such as violence should be classified as epidemics (Greene,
2018; Loeffler and Flaxman, 2018; Slutkin et al., 2018b; Williams
and Donnelly, 2014). One of the key arguments against their
classification as epidemics is that there is no causal agent (Greene,
2018). There is also debate in the literature if social epidemics are
contagious, including obesity (Christakis and Fowler, 2013;
Cohen-Cole and Fletcher, 2008), violence (McDavid et al., 2011;
Williams and Donnelly, 2014) and suicide (Cheng et al., 2014;
Mercy et al., 2001). We make the case that information can be
infectious and pathogenic (infopathogenic), by citing information
compiled from studies on the spread of memes and social epi-
demics, including violence. We also discuss the role played by the
internet, media and social media in acting as a vector for harmful
information. Second, we ask, what are the best tools to under-
stand the role of information in the spread of social epidemics?
To address this question, we modify the epidemiological triad to
include information and demonstrate the use of an analog disease
life cycle to explain the spread of social epidemics. Finally, we use
the epidemiological quad to generate insights for managing
infopathogens and for suggesting potential interventions.

Can information be pathogenic?

Although social epidemics such as violence are age old problems,
they have potential to spread and be intensified when vectored by
modern information technologies. Digital information is
increasing at an exponential rate, tenfold every five years (Koehl,
Liu, and Paniccia, 2011) and along with beneficial information
comes information that could be harmful. In addition, social
media has made harmful content increasingly difficult to detect
and monitor (Allcott and Gentzkow, 2017). The potential for
increased spread of information pollution (Pandita, 2014) and the
potential implications for society requires a fresh look at the role
information plays in social epidemics. While information pollu-
tion (that is the production of detrimental information) by the
internet has been addressed by several authors (Cai and Zhang,
1996; Pandita, 2014), we set out to demonstrate the causality of
harmful information as one factor in the spread of social
epidemics.
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The idea that information can behave like a living organism or
gene has been popularized by the concept of the meme. A meme
is information that can be copied; an idea, belief, behavior, or
style that spreads from person to person within a culture
(Blackmore, 2000). The process by which memes survive and
change through cultural evolution has been likened to the process
of the natural selection of genes in biological evolution (Dawkins,
1976). A proposed model of meme diffusion includes multiple
factors such as meme fitness, the individual sources’ competence,
social network structures, societal, contextual, geospatial and
technical factors, and the practical outcomes of meme diffusion
(Spitzberg, 2014).

There were several key concerns raised about meme theory.
First, there was no ready way of deciding what “information
chunks” count as a meme or how they contribute to cultural
change (Armitage et al., 2001). Second, unlike genes, ideas rarely
copy with high fidelity as they are likely to be modified during
transmission through social networks (Armitage et al., 2001). The
third issue was that there was no real way to study how memes
were selected (Fracchia and Lewontin, 2005). Eventually, the
study of memes declined and publication of the Journal of
Memetics ended in 2005. Memes would likely have been forgotten
had it not been for the rise of the internet. Now, the meme is a
widely used term for an idea (usually represented as an image)
that spreads quickly (especially on the internet) and as a virus of
the mind (Burman, 2012). Importantly, the digitization of memes
provided a mechanism to resolve these three objections to the
study of memes. Digital memes can be explicitly defined and their
reproduction and diffusion through social networks can be
quantified and studied (Adar and Adamic, 2005; Gruhl et al,
2004; Weng et al., 2013). Moreover, error-checking mechanisms
in DNA replication (Moraes et al., 2012) responsible for the high
fidelity replication of genes may have an analog in digital memes:
sharing, retweeting, and copying-pasting are all means of repli-
cation that have extremely high fidelity that may allow for
improved study of memes.

Despite the controversy surrounding memes, the spread of
information through social networks (such as memes that go
viral) can be understood as information epidemics or contagion
(Adar and Adamic, 2005; Gruhl et al., 2004; Hodas and Lerman,
2014; Steeg et al., 2011; Weng et al., 2013) and modeled using the
susceptible-infected framework (Kandhway and Kuri, 2016).
Obesity, happiness, smoking and cooperation all exhibit evidence
of social contagion and can be visualized as networks (Christakis
and Fowler, 2013). Another pertinent example is the spread of
fake news, which has been studied as if it was an epidemic (Jin
et al.,, 2013; Kucharski, 2016; Tambuscio et al., 2015). If infor-
mation (including misinformation) can be infectious, then it can
also be thought of as pathogenic. Dawkins (1976) noted that a
meme essentially parasitizes a brain, turning it into a vehicle for
the meme’s propagation in just the way that a virus parasitizes the
genetic mechanism of a host cell. An infectious agent or a
pathogen causes disease or illness to its host, such as an organism
or an infectious particle is capable of producing disease in another
organism (Anon, 2008). Evidence suggests that observing vio-
lence or being impacted by it can alter and dysregulate specific
mechanisms and pathways in the brain (Slutkin, 2012), which is
akin to disease development. Memes that are absorbed by
someone’s mind and result in detrimental changes or behavior
may be thought of as pathogenic. We build on the concept of the
meme to define an infopathogen as harmful information that can
spread or intensify a social epidemic. Importantly, while biolo-
gical pathogens must be transported by physical means, we
suggest infopathogens are much more mobile when vectored via
internet technologies.
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One of the most powerful demonstrations that information can
be pathogenic is the understanding and treatment of violence as if
it was an epidemic caused by a contagious disease (Slutkin, 2012;
Slutkin et al., 2018a). It has long been recognized that violence
appears to spread as if it was an epidemic or a contagion (Ber-
kowitz and Macaulay, 1971; Fagan et al, 2007; Loftin, 1986;
Papachristos et al., 2015; Patel et al., 2013; National Reserach
Council, 1993). Turchin (2012) noted that violence in civil wars
or periods of socio-political instability behaves as an epidemic.
Violence such as mass killings and school shootings have been
shown to be contagious (Towers et al., 2015) as well as violence
among adolescents, which is spread through social networks
(Bond and Bushman, 2017). The use of the epidemic analogy
provides helpful insights. Individuals may be considered infected
if they have suffered from violence or have been traumatically
threatened (Slutkin, 2012). Violence is spread from person to
person by direct victimization, intentional training, or by visual
observation, like an infectious epidemic (Slutkin, 2012; Tracy
et al,, 2016). This understanding led to the development of suc-
cessful social interventions, similar to the ones deployed for
biological epidemics (Slutkin, 2012). The interventions involved
the employment of new types of social workers to reduce the
expression of symptoms and interrupt the transmission and
spread of violence. These community-based interventions focused
on behavioral change in individuals who committed or were
impacted by violent acts and might be high-risk candidates for
committing violent acts in the future.

The proposed classification of violence as an epidemic has been
controversial (Greene, 2018; Loeffler and Flaxman, 2018; Slutkin
et al.,, 2018b; Williams and Donnelly, 2014). Although violence
can be modeled like an epidemic (Green et al., 2017; Myers, 2000;
Wiley et al, 2016), one study demonstrated that gun violence
appears to only slowly diffuse over time (Loeffler and Flaxman,
2018). However, once a pathogen is widespread, the spatial-
temporal distribution of an epidemic may be more strongly
influenced by the spatial properties of the social environment,
and the same may be true for violence. Another argument against
violence behaving as an epidemic was that there is no “violence
bacteria” (Greene, 2018), however, in this paper we argue that
harmful information or infopathogens are the infectious agent. A
third argument against violence acting like an epidemic is the
suggestion that violence (like many other non-communicable
diseases (Rea, 2009) is primarily caused by toxic chemicals in the
environment (Greene, 2018), an issue that will be discussed below
in the context of the epidemiological triad.

In the case of violence and other social epidemics, transmission
of the “disease” appears to also happen through the media acting
as a vector. Observing violence in media can lead to the perpe-
tuation of violent acts in the community or at home (Huesmann
et al,, 2003; Hurley, 2004) and exposure to media violence is a risk
factor for aggression (Anderson et al., 2015). Cigarette advertising
promotes cigarette consumption, but a total ban on cigarette
advertising can reduce cigarette consumption (Saffer and Cha-
loupka, 2000). Suicide appears to spread as an epidemic through
imitation (Cheng et al., 2014; Swanson and Colman, 2013), thus
raising concerns about childhood exposure to suicide in the
media (Howard, 2017). Another well documented example is
internet video memes that led to the consumption of laundry
detergent pods by adolescents (Murphy, 2019). The introduction
of American television programs glamorizing thin body types is
associated with the development of eating disorders in Polynesian
societies where these disorders were previously unknown (Wil-
liams et al., 2006). This last case demonstrates that as humans
have enabled the international spread of biological diseases and
pests through air and sea transportation (Magarey et al., 2009),
human inventions assist the global spread of infopathogens to

new social environments. This may be of particular concern in
societies without prior experience in mitigating a particular social
epidemic. From these examples, we infer that while society has
greatly benefited from low cost, highly diverse and universally
available print, TV, social, and other media, some of this content
has been infopathogenic with detrimental impacts on society and
warrants research into potential interventions. We stress that,
most memes, like most microorganisms, are not harmful to
humans and relatively few memes and microorganisms could be
classified as pathogenic, even fewer still cause epidemics. In the
next section, we modify the classic epidemiological triad to
incorporate information to better understand social epidemics.

The epidemiological quad

The epidemiological triad is a widely used model for infectious
diseases and consists of an agent (that is a pathogen and asso-
ciated vectors), a susceptible host (that is a person), and favorable
environment (Gordis, 2009). The classic epidemiological triad (or
disease triangle) is a paradigm widely used to explain disease
spread, for example in malaria humans are the host, the disease-
carrying mosquito is the vector and warm wet weather that cre-
ates standing water is the environment. The epidemiological triad
has been adapted to behaviorally based Non-Communicable
Diseases (NCDs) by including physical agents and vectors in
place of biological agents and vectors. Examples include obesity
(Egger et al., 2003), motor vehicle injuries (Haddon, 1980; Lett
et al,, 2002), violence (McDavid et al., 2011) and lung cancer from
smoking cigarettes (Egger et al, 2003). In existing literature
regarding the triad being applied to behaviorally based NCDs that
are social epidemics, the agent is the active cause of the disease,
whereas the vector is the carrier of the agent. For example, with
lung cancer the carcinogens are the agent and the vector is the
cigarette (Egger et al., 2003) or alternatively the cigarette is the
agent and manufacturers are the vector (PSU, 2018); with motor
vehicle injury, speed is the agent and vehicle is the vector
(Haddon, 1980); and with gun violence the perpetrator is the
agent (McDavid et al,, 2011) and the gun is the vector. In these
cases, the host is still human, and the environment is the set of
situations that enable the host to interact with the agents and
vectors.

While in these examples disease theory is applied to social
epidemics, it thus far has been done so inconsistently; labeling the
cigarette as either the vector or the agent depending on how the
model is applied, as an example. The epidemiological triad pro-
vides insight for mechanisms to control diseases; when the triad is
inconsistently applied to social epidemics, effective controls
cannot be adequately determined and executed. To promote a
more universally applicable disease theory to social epidemics, we
expand this epidemiological triad to a quad to include an
important factor not seen in biological diseases, the role of
infopathogens or information as memes that influence human
behavior and contribute to the spread and sometimes the inten-
sification of social epidemics (Fig. 1). The utility of the quad for
analyzing social epidemics is that “info-pathogenesis” is possible
where all four factors occur simultaneously and thus mitigations
that reduce this interaction reduce the spread of social epidemics.
Mitigations will be discussed later but first each factor is
explained in detail.

The infectious agent and vectors. The first part of the quad is the
information agents (infopathogens) and associated vectors if
applicable, analogous to a pathogen, parasite or virus, and vectors
such as a mosquitos and ticks that may carry it. As defined earlier,
an infopathogen is harmful information (or memes) that can
spread or intensify a social epidemic. The infopathogen and the
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Social
Environment

Physical
Agents
(and vectors)

Fig. 1 The epidemiological quad for social epidemics. The quad is modified
from the epidemiological triad (Egger et al., 2003) and defines the role of
information agents and vectors in addition to physical agents and vectors,
the social environment and susceptible hosts as a model for describing how
social epidemics spread.

social epidemic is the analog of the pathogen (or virus) and the
biological disease. In the same way that biological pathogens can
become more or less virulent when exposed to certain selection
pressures such as host density (Borovkov et al., 2013), info-
pathogens and memes also undergo selection for increased
reproductive success (Heylighen, 1998). Vectors for infopatho-
gens include media, social media, and advertisers, but they are not
always necessary as infopathogens can spread directly from per-
son to person, especially when people share the same belief sys-
tems. While there is still a role of personal choice when exhibiting
behaviors in a social epidemic (committing acts of violence, over-
eating unhealthy food, smoking cigarettes, etc.), we assert that
infopathogens promote the desire of humans to engage in det-
rimental behaviors. While humans may influence memes and
infopathogens with direct modification in order to influence
populations and elicit certain behaviors (propaganda, fake news,
etc.), this varied origin makes them no less an infopathogen (in
the same way humans could genetically modify biological
pathogens for biological warfare).

The social environment. In a communicable disease triad, the
environment represents the set of factors that are necessary for
disease transmission. Crowded living quarters are more likely to
spread human diseases, high humidity and wet soils are more
likely to spread fungal diseases within plants. If the conditions of
the environment are not suitable for disease transmission,
infections are low (if any) and an epidemic does not occur. The
same is true for the social environment for infopathogens, which
may or may not promote infopathogen transmission and
increased host susceptibility. For infopathogens, this is the social
environment, which includes the built infrastructure; industrial
and occupational structure; labor markets; social and economic
processes; wealth; social, human and health services; power
relations; government; race relations; social inequality; cultural
practices; the arts; religious institutions and practices; and beliefs
about place and community (Barnett and Casper, 2001). Social
environments are experienced at multiple scales, are dynamic,
and change over time as the result of both internal and external
forces. It is also well known that the social environment strongly
influences the susceptibility of an individual to biological diseases
(Farmer, 2001) and infectious diseases disproportionately affect

4

the poor (Bhutta et al,, 2014). The same is often true for many
social epidemics, for example in Jamaica, criminal violence has
roots in poverty and urban decay, political patronage, and more
recently organized crime (McDavid et al., 2011).

Power relations includes an individual’s ability to have an effect
on other individuals actions or on their dispositions to act
(French Jr., 1956). Power has the ability to alter the spread of
information within networks, an obvious example being state
censorship. Thus, an individual’s behavioral response is not just a
function of an individual’s physiological and psychological
properties (Menge, 2018) but rather power is a function of
network configuration and network composition, including
human resources, technologies, and knowledge (Law, 2007). As
such, social networks may entail a level of complexity beyond that
of biological networks where relationships might be governed
primarily by factors such as distance, density, host range and
climate.

When developing a model using this infopathogen quad to
understand a particular epidemic, the degree to which the
different social environmental factors affect the epidemiology of
the infopathogen may be very simple or very complicated. It is
important to explore and enumerate all mechanisms in the
environment, which may contribute to the spread of a social
epidemic.

Physical agents. The third part of the quad are physical agents,
material things that can be utilized in carrying out the negative
behavior that is instigated by the meme, facilitating the spread of
a social epidemic including guns (McDavid et al., 2011), cigarettes
(Egger et al, 2003), drugs (Kolodny et al., 2015), and highly
processed foods (Egger et al., 2003). Physical agents are necessary
for symptom expression when infected with an infopathogen, but
attributing the spread of social epidemics to physical agents and
vectors alone can lead to unsuccessful mitigation strategies.
Attempting to eradicate drugs from neighborhoods, illegalizing
certain types of firearms, restricting availability of high-sugar
drinks at fast food restaurants are attempts to curb social epi-
demics without addressing the role of harmful information and
personal choice in exhibiting expression of social epidemic
infections. They are important to consider as part of the disease
quad, but must be distinguished from the infectious particle
(infopathogen).

The host. The fourth part of the quad is the host (in social
epidemics, humans) and their degree of resistance/susceptibility
to infopathogens. The degree to which a population of infected
individuals expresses symptoms is variable. Just like with biolo-
gical diseases, most exposed individuals may resist infection,
while most susceptible (at-risk) individuals may be asymptomatic,
some may be asymptomatic yet contagious (a disease carrier),
while other may have symptoms that vary from mild to fatal. A
host may be resistant to disease because of past exposure to a
similar pathogen or have resistance, which may be a function of
age, nutrition or genotype. With biological pathogens, the
Susceptible-Exposed-Infected-Recovered framework can describe
the epidemiological process following the exposure of an indivi-
dual to an infectious agent (Hethcote, 2000). Similar stages can
also be described for memes. For example, Heylighen (1998)
formalized this by describing four stages in meme replication:
assimilation, retention, expression and transmission. Assimilation
requires the individual or host to respectively notice, understand,
and accept the pathogen, analogous to the biological process of
infection, which requires complex interactions between host and
pathogen (Forst, 2010). Retention requires the host to remember
the meme and the longer it is retained the greater the chance of
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replication. The next stage of meme replication is expression,
which requires a conscious decision by the host to communicate
the meme. Expression of the meme can be by speech, text, pic-
tures or behavior (Heylighen, 1998). Finally, transmission of
memes requires a physical carrier or medium, including those
with potential for mass multiplication such as media, including
social media. Analogous to the way biological pathogens must
reproduce sufficiently in hosts to sustain epidemics, failure at
anyone of these steps prevents meme replication and prevents a
meme going viral. Having described the epidemiological quad, in
the next section we discuss how the disease life cycle can be
another tool to understand the role of information in social
epidemics.

A comparison of pathogenic and infopathogenic "life cycles”
The spread of social epidemics can be understood in analogous
terms of a pathogen life cycle in which infopathogens act as the
infectious agents with susceptible and non-susceptible human
hosts. The use of biological analogies to describe information is
not a new concept. Human interactions with the information
economy have been described as an information ecosystem
(Davenport and Prusak, 1997; Fidel, 2012). In human epide-
miology, disease life cycle or zoonotic cycle diagrams are used to
both understand and illustrate how diseases are transmitted and
spread. More elegantly, “Zoonotic diagrams function as no less
than an epidemiological Rosetta Stone, forging universally
recognizable linkages between humans and animals” (Lynteris,
2017). In particular, these diagrams have particular application
for public outreach and education, a recent example being the
Centers for Disease Control and Prevention’s public health
communication campaign for Ebola (Lynteris, 2017).

To illustrate this concept, we demonstrate the spread of a fic-
titious model pathogen (or parasite) that is spread by human to
human contact and vectored by mosquitos (Fig. 2A). The disease
cycle begins when a susceptible individual is bitten by a mosquito
that is carrying the pathogen or comes into contact with an
infected individual. The exposed individual may or may not
develop disease symptoms after a certain latent period. This
infected individual can then spread the disease to mosquitos or
other individuals that are not infected. The population of the
mosquito vectors is greatly increased when warm, wet weather
creates environmental conditions, such as standing water that
favors rapid multiplication. Resistant individuals can become
susceptible if the pathogen mutates to a new pathotype with
increased virulence. This type of life cycle can be described by the
SEIR model, with components that include susceptible, exposed,
infected and recovered (Hethcote, 2000). The susceptible-
infectious modeling approach has already been used to under-
stand the spread of social epidemics (Tracy et al., 2018) including
alcohol consumption (Santonja and Shaikhet, 2012), sexually
transmitted diseases (Newman, 2002) and opioid addiction
(Battista et al., 2017; Befekadu and Zhu, 2018). Included in Sus-
ceptible Exoposed Infectious Recovered SEIR models is also the
concept of an incubation or latent period (Fig. 1) between when
an individual is exposed and when symptoms of infection appear
(incubation period) or when an individual becomes infectious
(latency period).

A comparable figure can be created for an infopathogen, in this
case, we use a hypothetical example of violence associated with
Neo-Nazi hate groups (Fig. 2B). This begins with the creation of
infopathogens, for example posting extracts from Mein Kampf,
the biography of Adolph Hitler, on social media as memes. These
infopathogens can then be reproduced, resulting in exposure of
many thousands of individuals from a single infected individual,
since a small fraction of individuals account for most social media

posts (Spitzberg, 2014). Susceptible individuals may become
infected if the social environment is favorable to the spread of the
infopathogen, for example, social circles where racial separatism
is encouraged. The spread of the infopathogen can also occur
directly through social contact with infected or symptomatic
individuals and this might be the most important mechanism for
many social epidemics. In the case of violence, this incubation or
latent period can be either very short or very long (Slutkin, 2012).
Most infected individuals likely never publicly express symptoms
that incur social costs, but this might occur if exposed to a trigger,
for example a right wing march where anti-social behavior is
encouraged. As the cycle of violence continues and more indi-
viduals are impacted, the infopathogen may mutate to infect
individuals who are previously resistant, for example, non-violent
counter-demonstrations becoming violent. Finally, incarceration
of individuals in information sterile environments may result in
intensification of their symptoms and the development of new
content, for example Mein Kampf was written in prison (Heinz,
1934).

Exposure to infopathogenic content such as Mein Kampf
memes could also cause an individual to become a pacifist, per-
haps something akin to the hypersensitive response in plants,
where rapid cell death in the local area of infection protects the
rest of the plant. While observing violence in real life or in the
media can lead to committing acts of violence, not all who witness
the violence in the media commit violence themselves, much in
the manner that individuals in a population are naturally variable
in resistance or susceptibility to disease. In the next section, we
return to the epidemiological quad to better understand how
interventions can be deployed against social epidemics.

Interventions using the epidemiological quad

The potential usefulness of the quad is the role it can play in
framing and suggesting potential interventions (or mitigations) in
four categories: information, social environment, agent and host
(Fig. 3). It is important to note that some interventions may
benefit the general population, while others are applicable only to
exposed or infected individuals (Egger et al., 2003; Slutkin, 2012).

Information interventions. Interventions to slow or stop social
epidemics in regards to infopathogens can include manual or
automated tagging of potential infopathogens, algorithmically
filtering out the most damaging ones, strategic introduction of
positive or corrective news to slow or stop the outbreak, and
reducing financial incentives that encourage unscrupulous pub-
lishers (Nguyen et al., 2012; Pogue, 2017; Weedon et al., 2017).
Information interventions are not a new idea (Metzl, 1997) but
have been discussed more earnestly for social media since the
2016 US federal election and include diversifying information
sources to which a user might be exposed. Pech and Slade (2004)
proposed modifying memes that promote terrorism to create
forms that inhibit terrorism. A substantial body of research has
been developed to combat fake news (Ciampaglia, 2018; Ciam-
paglia et al, 2015; Tambuscio et al., 2015) and could provide
critical insights for combating the spread of infopathogenic
content.

Social environment interventions. Social interventions include
surveillance, forecasting, policy, legislation, and social change
(Egger et al., 2003). There are numerous examples of surveillance
and forecasting in human and botanical epidemiology such as
monitoring for Zika virus (McGough et al., 2017). In situations
where individuals have no choice but to engage in unhealthy
behaviors, such as eating fast food in areas that are fresh food
deserts (Beaulac et al., 2009), social change to allow individuals to
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Fig. 2 A comparison of the life cycle of biological pathogens and infopathogen. A A fictitious biological pathogen spread by human contact (hollow
arrows) and vectored by mosquitos (solid arrows); and B an infopathogen using an example of violence associated with Fascism and Neo-Nazis, spread by
human contact (hollow arrows), and vectored by information technology (solid arrows).

exhibit behavior based on host-centered interventions is neces-
sary. Incorporation of concepts suggested by this biological ana-
logy into a meme diffusion framework (Spitzberg, 2014) could
potentially lead to a model with explanatory or predictive power
for forecasting changes in social epidemics or for testing the
efficacy of potential interventions. Policy and legislation changes
can influence the price and/or availability of many of the physical

6

agents (e.g., guns, drugs, sugary beverages, and cigarettes) that are
required for a social epidemic to occur.

Physical interventions. Engineering and technology can also
impact social epidemics, for example, seat belts reduce injury in
the case of collisions, filters reduce toxins ingested from cigarettes
and safety locks reduce negligent discharge of guns resulting in
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Fig. 3 Interventions for social epidemics suggested by the epidemiological
quad. Potential interventions to reduce the spread of social epidemics are
classified according to their impact on information agents, physical agents,
the social environment, and susceptible hosts.

accidental injury. Importantly, establishing a causal role for
information in the spread of social epidemics does not negate the
need for the appropriate control and regulation of the physical
agents that also cause social epidemics. However, it is important
to make the distinction here, that in some cases physical agents
can easily be substituted when controls are attempted that reduce
their availability. In cultures where guns have been removed,
other weapons such as knives may take their place to continue
perpetration of violence when interventions on the physical agent
is the only action taken (Squires, 2009) Complete prohibition of
some items do not stop the epidemic, but rather result in a loss of
control (alcohol prohibition in the United States, or the current
war on drugs (Gray, 2010)).

Host interventions. Host interventions include infovaccination,
education, counseling, and behavior modification. In human
epidemiology, vaccination (the inoculation of uninfected indivi-
duals with a safe form of the pathogen that leads to immunity or
resistance against a disease) is one of the most important tools to
prevent epidemics (Plotkin and Plotkin, 2004). Evidence suggests
that “infovaccination”, more commonly known as cognitive
immunity (Roozenbeek and van der Linden, 2019) or inoculation
(Cook et al., 2017; Van der Linden et al., 2017) also works against
infopathogens. The idea of inducing resistance to persuasion is
not new and has been around since the 1960s (McGuire, 1964) A
classic example might be anti-smoking advertisements that con-
tain shocking and graphic images, designed to prevent youth
from smoking (Wakefield et al., 2003). Another example is pre-
emptive inoculation against misinformation about climate change
(Cook et al., 2017; Van der Linden et al., 2017). These approaches
may work well for a specific infopathogen but there could also be
approaches that infer resistance to multiple infopathogens. For
example, Roozenbeek and van der Linden (2019) developed an
interactive online game to confer cognitive immunity through
exposing participants to common types of misinformation.
Additional insights on the mitigation of infopathogens might
also be gained from interventions used for the mitigations of
viruses. For example, when immunizations for biological diseases
are applied at large scale, or when large numbers of individuals
recover, it can lead to a condition known as herd immunity where
susceptible individuals are protected by the inability of the
pathogen to spread because of a large proportion of resistant

individuals (Anderson and May, 1985). The techniques used to
develop new vaccines such as inactivation, encapsulation or
genetic engineering (Plotkin and Plotkin, 2004) may provide
insights for the development of info-vaccines. As has already been
mentioned, other insights might also be gained from the studies
of the spread of epidemics, especially those that study the
immunization of complex networks (Pastor-Satorras and Ves-
pignani, 2002).

Interventions can be used to encourage infected and exposed
individuals to not express symptoms, for example by offering
alternative role models to Adolf Hitler and alternative social
events to right wing hate marches. Institutions and organizations
may provide a key role in suppressing the negative impacts of
infopathogens by providing positive information alternatives.
Examples of host interventions include anti-drunk driving
campaigns (Cismaru et al., 2009) and the “play 60” movement
to reduce childhood obesity (Bai et al., 2015). Prochaska et al.
(1992) identified five stages for quitting an addiction: pre-
contemplation, contemplation, preparation, action and main-
tenance, stages that could be analogous to the SEIR model. It is
known that at any one time in at-risk populations, 80% of the
population are in the pre-contemplative or contemplative stages
and interventions can be matched to the stage that individuals are
in (Prochaska and Velicer, 1997).

A combination of intervention tactics are likely to be more
successful than individual ones (McDavid et al., 2011). This has
been exemplified numerous times in agro-ecological systems for
example, in response to the development of resistance to
pesticides that were initially highly efficacious, such as DDT
(Forgash, 1984). This resistance led to the development of
integrated pest management, which relies upon a combination of
strategies, such as cultural practices, biological controls and
monitoring, and is more sustainable in the long term (Kogan,
1998).

Discussion

In this discussion, we explore challenges to the theory of info-
pathogens. First, we demonstrate that the biological analog can
explain the behavior of information spread in networks. Second,
we discuss how human (or host) behavior influences the spread of
both biological and social epidemics. Third, we discuss challenges
to the theory in terms of the subjective nature of harm and the
protection of the right to freedom of speech. Finally, we discuss
the most important implication of the theory, the rehabilitation of
infected individuals.

First, our theory can be falsifiable if the spread of harmful
information through human and computer networks is not
consistent with the biological analog of infectious diseases. For
example, cognitive limits that restrict the spread of memes, has
been seen as evidence that a meme is not a virus (Hodas and
Lerman, 2014; Lerman, 2016). However, cognitive limits can be
seen as analogous to the biological principle of host resistance.
Some individuals are biologically resistant and do not transmit a
pathogen while other susceptible individuals might be super-
spreaders (Hawley and Altizer, 2011), and others fall in between
these extremes of symptom expression. Another resistance related
observation is that individuals that are exposed to a meme
repeatedly are less likely to transmit it (Steeg et al.,, 2011). The
biological analogy also explains the high transmission rates of
memes by poorly connected individuals (Hodas and Lerman,
2014), analogous to the increased disease susceptibility observed
in isolated populations, for example, tuberculosis (Hurtado et al.,
2003). Likewise, while the spread of infectious agents (including
information) can be explained by simple contagion, the spread of
human behaviors (including those associated with social
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epidemics) are spread by complex contagion (Centola and Macy,
2007). This has been observed for the ice bucket challenge as well
as for certain biological diseases associated with the failure to
vaccinate (Campbell and Salathé, 2013).

Second, the importance of human behavior in the spread of
social epidemics also suggests that a biological analog is not
appropriate. For example, social media users actively seek out
information and make a conscious decision to propagate it (Hodas
and Lerman, 2014), sometimes with damaging consequences.
However, the choices, knowledge, and behavior of individuals and
groups also influences the rate of spread of biological pathogens
(Tanaka et al.,, 2002). Some pathogens will also cause a change in
behavior in their hosts, an example being hantaviruses in rodents
(Klein et al., 2004). Biological pathogens are spread by vectors,
which actively seek out hosts and hosts who actively seek out
resources, such as water. A classic case of the later is the outbreak
of cholera from the use of the Broad Street pump where individuals
did not have the epidemiological knowledge of water borne dis-
eases to inform their behavioral choices (Paneth, 2004). With the
recent outbreak of COVID-19 social distancing is an important
behavior for controlling the epidemic (Anderson et al., 2020), yet
many individuals still chose to ignore these guidelines and some
became infected because of this choice. Likewise, many individuals’
behavioral choices are influenced by the information they consume,
which can render them more vulnerable to social epidemics
(Anderson et al, 2015; Howard, 2017; Huesmann et al., 2003;
Hurley, 2004; Murphy, 2019; Saffer and Chaloupka, 2000). Fur-
thermore, the media and information consumption choices made
by individuals are likely heavily influenced by their social envir-
onment, an example being echo chambers and filter bubbles caused
by ideological polarization (Spohr, 2017). Importantly, these
choices are constrained by algorithmic ranking and evidence sug-
gests that minimal nudging from a central node can change users’
viewpoints (Perra and Rocha, 2019).

Another issue raised by the theory of infopathogens is that the
classification of information as harmful can be quite subjective or
open to debate. One of the best examples is video games; despite
anecdotal evidence suggesting their harm, a widely cited recent
study suggests there are no linkages to violent behavior (Markey
et al,, 2015) indicating a misapplication of a meme (video game
violence) to an epidemic (physical violence). Something that is
considered to be a social epidemic now, for example teen smoking,
might once have been considered harmless. In biology the dis-
tinction between pathogenic and non-pathogenic microbes has not
always been clear. Over a hundred and fifty years of microbiological
research has helped us learn what microbes are beneficial and
which ones are harmful. Many microbes are beneficial, including
microbes involved in digestion and even some viruses are beneficial
to humans by increasing host resistance to harmful bacteria
(Roossinck, 2015). Recent controversies and the rise of the anti-
vaccination movement (Kata, 2012) suggest that scientific evidence
is not universally accepted by the public even regarding childhood
diseases that have historically killed thousands. Unfortunately, our
understanding of the harm and benefits of information have not
kept up with the exponential spread of the internet. In the end, if
the meme is, at current, perceived as being an infopathogen, the
epidemiological infopathogen quad provides a framework for
understanding and remedying the perceived epidemic.

Historically, society has relied upon the “marketplace of ideas”
analogy, allowing for selection of good ideas and rejection of bad
ones (Gordon, 1997), but this analogy relies upon a rational
human mind, which may be overly optimistic (Ingber, 1984). The
theory that the best ideas will win out clearly does not apply to
the fields of advertising and entertainment where harmful and
intellectually questionable content may be delivered if it results in
more views or clicks (Hurley, 2004), nor with memes
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purposefully created and spread to elicit a certain behavior—
propaganda and fake news, for example. The issue is not what
information content is harmful but that more effective tools for
protecting individuals from harm should be developed. This
implicitly recognizes that content that may be harmful to one
individual but not to another, since individuals likely vary in their
susceptibility to infopathogens even more so than they do to
biological pathogens. We implicitly recognize that the concept of
an infopathogen does not negate the personal responsibility of
individuals who ultimately make the choice to engage in beha-
viors that may be detrimental to themselves or others.

One concern presented by the concept of an infopathogen is that
it could be used as excuse to enforce censorship and limit free
speech. We argue that direct censorship is akin to biological eradi-
cations—a technique that is often difficult and somewhat rare as its
success is unlikely. Like biological pathogens in the natural envir-
onment, infopathogens in the information economy are ubiquitous
and difficult to eradicate. Once invasive pests and pathogens have
become widely established, eradication attempts usually fail (Pluess
et al,, 2012). Similarly, attempts to limit or eradicate infopathogenic
content of popular memes is not a productive strategy as new
sources of an infopathogen can quickly appear from other online
sources or an infopathogen can quickly mutate to a new form. A
classic biological example of mutation pressure is herbicide-resistant
weeds that appeared following widespread herbicide use in crops
that were genetically engineered to be resistant to herbicide (Gould
et al., 2018). Pressure also exists for content producers who will look
for new ways to deliver or disguise their messages following cen-
sorship. Instead, multiple intervention strategies provide a more
practical approach to limiting the harm caused by infopathogens.

Finally, one of the most important implications of this theory is
that individuals who perpetuate social epidemics such as violent
offenders should be treated as infected individuals. This idea is
supported by the observation that repeat offending is socially and
spatially contagious (Mennis and Harris, 2011). The idea of treating
offenders as infected individuals does not negate the role of the
criminal justice system, but suggests that interventions as part of
rehabilitation can be deployed to break the epidemic cycle. Educa-
tion practices and reducing social isolation in some prison systems
such as Norway confirms this approach can be successful (Bhuller
et al,, 2020; Langelid, 1999). We also wish to be clear that the
identification of a role for information in causing social epidemics
does not diminish the importance of susceptible hosts, physical
agents or social environments in any way. Any public health
interventions should involve all these aspects in a systems approach.

Conclusions and next steps
In conclusion, we have developed a novel framework for improving
the understanding and the mitigation of social epidemics:

1. Infopathogens: Information has been shown to be con-
tagious (Jin et al., 2013; Kucharski, 2016; Tambuscio et al.,
2015) and play a role in social epidemics (Christakis and
Fowler, 2013). However, this paper is the first to clearly
define the role information plays as causal agent in social
epidemics by defining the term infopathogen. This defini-
tion can help resolve the scientific debate over the status of
violence as a contagious disease (Greene, 2018; Slutkin
et al., 2018b) by suggesting infopathogens as the missing
causal agent (Greene, 2018).

2. The epidemiological quad: This paper is the first to expand
the epidemiological triad to a quad by including informa-
tion agents and vectors (information technologies and
media). The epidemiological quad provides an improved
tool for the macro-analysis of social epidemics, including
the role of information and potential mitigations. In
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particular, the epidemiological quad could provide guidance
for the confusion over how violence should be approached
in public health policy (Williams and Donnelly, 2014).

3. Infopathogenic life cycle: Another novel contribution of
this paper is to compare the life cycles of biological
pathogens and infopathogens. The use of life cycle diagrams
and associated modeling is critical to understanding the
spread of epidemics, including social epidemics. In
particular, life cycle diagrams (or zoonotic cycle) have
functioned as “pilots of human mastery” over biological
epidemics (Lynteris, 2017), suggesting that these diagrams
could also be critical for mastering social epidemics.

We recognize that more research is needed to continue to
develop and test this framework. The utility of a framework for
describing infopathogens will be verified if additional mitigations
for social epidemics can be identified through the comparative
analysis of social and biological epidemics, especially those caused
by viruses. Two of the most promising areas for research are the
development of vaccines (Plotkin and Plotkin, 2004) and the spread
of epidemics through networks (Pastor-Satorras and Vespignani,
2002). A second test of the utility of the framework will be if the
epidemiological quad proves to be useful as an educational, out-
reach and management tool for social epidemics. One approach is
to combine the quad with the Public Health Approach as suggested
by Lett et al. (2002) for the triad. The Public Health Approach is a
methodology consisting of four hierarchical levels; surveillance, risk
factor identification, intervention evaluation and program imple-
mentation. The utility of the quad can be tested by identifying the
contribution of information agents to the spread of epidemics and
their potential mitigations in each of these four levels.

Finally, in developed countries, we believe that the impact of
infopathogens on social stability will become one of the most
important issues for the twenty-first century. This is because the
intended and unintended consequences of harmful information on
human behavior will become increasingly harder to mitigate, even
as our information technologies increasingly regulate and control
other aspects of the social environment. In addition, the efficiency
and diversity of the internet and social media makes it possible for
just a single infected individual to transmit infopathogens to large
numbers of people. Human society may become more vulnerable
to infopathogenic content as people increasingly rely on intelligent
decision support systems and less on individual common sense and
judgment (for example, overreliance on instructions from a faulty
GPS system). Moreover, our own human judgment may spur us to
share lies at a higher rate than truth (Vosoughi et al, 2018)
increasing the potential for the spread of harmful information. We
hope this article will spur cooperation between the humanities and
sciences to study the influence of harmful information on the
spread of social epidemics.

Data availability
No data was generated for this paper.

Received: 17 September 2019; Accepted: 30 September 2020;
Published online: 20 October 2020

References

Adar E, Adamic LA (2005) Tracking information epidemics in blogspace. Pro-
ceedings of the 2005 IEEE/WIC/ACM International Conference on Web
Intelligence, pp 207-214

Allcott H, Gentzkow M (2017) Social media and fake news in the 2016 election.
National Bureau of Economic Research. Working Paper No. 23089. https://
doi.org/10.1257/jep.31.2.211

Anderson CA, Bushman BJ, Donnerstein E, Hummer TA, Warburton W (2015)
SPSSI research summary on media violence. Anal Soc Issues Public Policy 15
(1):4-19. https://doi.org/10.1111/asap.12093

Anderson RM, Heesterbeek H, Klinkenberg D, Hollingsworth TD (2020) How will
country-based mitigation measures influence the course of the COVID-19
epidemic? The Lancet 395(10228):931-934. https://doi.org/10.1016/S0140-
6736(20)30567-5

Anderson RM, May RM (1985) Vaccination and herd immunity to infectious
diseases. Nature 318(6044):323-329. https://doi.org/10.1038/318323a0

Anon (2008) Definition of pathogen. Biology Online Supplement. 8 July 2008.
Retrieved from http://www.biology-online.org/dictionary/Pathogen. 15 Mar 2019

Armitage D, Plummer R, Berkes F, Arthur R, Charles A, Davidson-Hunt I, Atran S
(2001) The trouble with memes. Hum Nat 12(4):351-381. https://doi.org/
10.1007/s12110-001-1003-0

Bai Y, Saint-Maurice PF, Welk GJ, Allums-Featherston K, Candelaria N, Anderson
K (2015) Prevalence of youth fitness in the United States: baseline results
from the NFL PLAY 60 FITNESSGRAM partnership project. ] Pediatr 167
(3):662-668. https://doi.org/10.1016/j.jpeds.201

Barnett E, Casper M (2001) A definition of “social environment”. Am ] Public
Health 91(3):465-465

Battista NA, Pearcy LB, Strickland WC (2017) Modeling the prescription opioid
epidemic. arXiv preprint arXiv 1711:03658. https://doi.org/10.1007/s11538-
019-00605-0

Beaulac J, Kristjansson E, Cummins S (2009) A systematic review of food deserts,
1966-2007. Prev Chronic Dis 6(3):A105-A105

Befekadu GK, Zhu Q (2018) A further study on the opioid epidemic dynamical
model with random perturbation. arXiv preprint arXiv:1805.12534

Berkowitz L, Macaulay J (1971) The contagion of criminal violence. Sociometry 34
(2):238-260

Bhuller M, Dahl GB, Leken KV, Mogstad M (2020) Incarceration, recidivism, and
employment. ] Polit Econ 128(4):1269-1324. https://doi.org/10.1086/705330

Bhutta ZA, Sommerfeld J, Lassi ZS, Salam RA, Das JK (2014) Global burden,
distribution, and interventions for infectious diseases of poverty. Infect Dis
Poverty 3(1):21. https://doi.org/10.1186/2049-9957-3-21

Blackmore S (2000) The meme machine. Oxford University Press, Oxford, UK

Bond RM, Bushman BJ (2017) The contagious spread of violence among US
adolescents through social networks. Am J Public Health 107(2):288-294

Borovkov K, Day R, Rice T (2013) High host density favors greater virulence: a
model of parasite-host dynamics based on multi-type branching processes. ]
Math Biol 66(6):1123-1153. https://doi.org/10.1007/500285-012-0526-9

Burman JT (2012) The misunderstanding of memes: biography of an unscientific
object, 1976-1999. Perspect Sci 20(1):75-104. https://doi.org/10.1162/
POSC_a_00057

Cai K-Y, Zhang C-Y (1996) Towards a research on information pollution. Systems,
Man, and Cybernetics, 1996., IEEE International Conference 4:3124-3129.
https://doi.org/10.1109/ICSMC.1996.561484

Campbell E, Salathé M (2013) Complex social contagion makes networks more
vulnerable to disease outbreaks. Sci Rep 3(1):1905. https://doi.org/10.1038/
srep01905

Centola D, Macy M (2007) Complex contagions and the weakness of long ties. Am
J Sociol 113(3):702-734. https://doi.org/10.1086/521848

Cheng Q, Li H, Silenzio V, Caine ED (2014) Suicide contagion: a systematic review
of definitions and research utility. PLoS ONE 9(9):e108724. https://doi.org/
10.1371/journal.pone.0108724

Christakis NA, Fowler JH (2013) Social contagion theory: examining dynamic
social networks and human behavior. Stat Med 32(4):556-577. https://doi.
org/10.1002/sim.5408

Ciampaglia GL (2018) Fighting fake news: a role for computational social science in
the fight against digital misinformation. ] Comput Soc Sci 1(1):147-153.
https://doi.org/10.1007/s42001-017-0005-6

Ciampaglia GL, Shiralkar P, Rocha LM, Bollen J, Menczer F, Flammini A (2015)
Computational fact checking from knowledge networks. PLoS ONE 10(6):
€0128193. https://doi.org/10.1371/journal.pone.0128193

Cismaru M, Lavack AM, Markewich E (2009) Social marketing campaigns aimed at
preventing drunk driving: a review and recommendations. Int Mark Rev 26
(3):292-311. https://doi.org/10.1108/02651330910960799/full/html

Cohen-Cole E, Fletcher JM (2008) Is obesity contagious? Social networks vs.
environmental factors in the obesity epidemic. ] Health Econ 27
(5):1382-1387. https://doi.org/10.1016/j.jhealeco.2008.04.005

Cook J, Lewandowsky S, Ecker UKH (2017) Neutralizing misinformation through
inoculation: exposing misleading argumentation techniques reduces their influ-
ence. PLoS ONE 12(5):€0175799. https://doi.org/10.1371/journal.pone.0175799

Davenport TH, Prusak L (1997) Information ecology: mastering the information
and knowledge environment. Oxford University Press, Oxford, UK

Dawkins R (1976) The selfish gene, 2nd edn. Oxford University Press, Oxford, UK

Egger G, Swinburn B, Rossner S (2003) Dusting off the epidemiological triad: could
it work with obesity? Obes Rev 4(2):115-119. https://doi.org/10.1046/.1467-
789X.2003.00100.x

| (2020)7:128 | https://doi.org/10.1057/541599-020-00620-w 9


https://doi.org/10.1257/jep.31.2.211
https://doi.org/10.1257/jep.31.2.211
https://doi.org/10.1111/asap.12093
https://doi.org/10.1016/S0140-6736(20)30567-5
https://doi.org/10.1016/S0140-6736(20)30567-5
https://doi.org/10.1038/318323a0
http://www.biology-online.org/dictionary/Pathogen
https://doi.org/10.1007/s12110-001-1003-0
https://doi.org/10.1007/s12110-001-1003-0
https://doi.org/10.1016/j.jpeds.201
https://doi.org/10.1007/s11538-019-00605-0
https://doi.org/10.1007/s11538-019-00605-0
https://doi.org/10.1086/705330
https://doi.org/10.1186/2049-9957-3-21
https://doi.org/10.1007/s00285-012-0526-9
https://doi.org/10.1162/POSC_a_00057
https://doi.org/10.1162/POSC_a_00057
https://doi.org/10.1109/ICSMC.1996.561484
https://doi.org/10.1038/srep01905
https://doi.org/10.1038/srep01905
https://doi.org/10.1086/521848
https://doi.org/10.1371/journal.pone.0108724
https://doi.org/10.1371/journal.pone.0108724
https://doi.org/10.1002/sim.5408
https://doi.org/10.1002/sim.5408
https://doi.org/10.1007/s42001-017-0005-6
https://doi.org/10.1371/journal.pone.0128193
https://doi.org/10.1108/02651330910960799/full/html
https://doi.org/10.1016/j.jhealeco.2008.04.005
https://doi.org/10.1371/journal.pone.0175799
https://doi.org/10.1046/j.1467-789X.2003.00100.x
https://doi.org/10.1046/j.1467-789X.2003.00100.x

ARTICLE

Fagan J, Wilkinson DL, Davies G (2007) Social contagion of violence. In: Daniel JF,
Alexander TV, Irwin DW (eds) The Cambridge handbook of violent behavior
and aggression. Cambridge University Press, 2007; Columbia Public Law
Research Paper No. 06-126 (2006). https://scholarship.law.columbia.edu/
faculty_scholarship/1428

Farmer P (2001) Infections and inequalities: the modern plagues. Univ of Cali-
fornia Press, Oakland, CA

Fidel R (2012) Human information interaction: an ecological approach to infor-
mation behavior. MIT Press, Cambridge, MA

Forgash AJ (1984) History, evolution, and consequences of insecticide resistance.
Pestic Biochem Physiol 22(2):178-186. https://doi.org/10.1016/0048-3575
(84)90087-7

Forst CV (2010) Host-pathogen systems biology. In: Sintchenko V (ed.) Infectious
disease informatics. Springer New York, New York, NY, pp 123-147

Fracchia J, Lewontin RC (2005) The price of metaphor. Hist Theor 44(1):14-29.
https://doi.org/10.1111/j.1468-2303.2005.00305.x

French Jr JR (1956) A formal theory of social power. Psychol Rev 63(3):181

Gilligan J (1996) Violence: our deadly epidemic and its causes. GP Putnam, New
York, NY

Gordis L (2009) Epidemiology. Saunders, Philadelphia, PA

Gordon J (1997) John Stuart Mill and the “marketplace of ideas”. Soc Theor Pract
23(2):235-249

Gould F, Brown ZS, Kuzma ] (2018) Wicked evolution: can we address the
sociobiological dilemma of pesticide resistance? Science 360(6390):728-732.
https://doi.org/10.1126/science.aar3780

Gray J (2010) Why our drug laws have failed: a judicial indictment of war on drugs.
Temple University Press, Phillidelphia, PA

Green B, Horel T, Papachristos AV (2017) Modeling contagion through social net-
works to explain and predict gunshot violence in Chicago, 2006 to 2014. JAMA
Int Med 177(3):326-333. https://doi.org/10.1001/jamainternmed.2016.8245

Greene MB (2018) Metaphorically or not, violence is not a contagious disease.
AMA ] Ethics 20(5):513-515. https://doi.org/10.1001/journalofethics.2018.20.5.
corrl-1805

Gruhl D, Guha R, Liben-Nowell D, Tomkins A (2004) Information diffusion
through blogspace. Paper presented at the Proceedings of the 13th interna-
tional conference on World Wide Web. ACM, New York, NY

Haddon W (1980) Advances in the epidemiology of injuries as a basis for public
policy. Public Health Reports 95(5):411-421

Hales C, Caroll M, Fryar C, Ogden C (2020) Prevalence of obesity and severe
obesity among adults: United States, 2017-2018. NCHS Data Brief, no 360.
National Center for Health Statistics. 2020, Hyattsville, MD. https://www.cdc.
gov/nchs/products/databriefs/db360.htm. Viewed 28 July 2020

Hawley DM, Altizer SM (2011) Disease ecology meets ecological immunology:
understanding the links between organismal immunity and infection
dynamics in natural populations. Funct Ecol 25(1):48-60. https://doi.org/
10.1111/j.1365-2435.2010.01753.x

Heinz H (1934) Germany’s Hitler. Hurst and Blackett, London, UK

Hethcote HW (2000) The mathematics of infectious diseases. SIAM Review 42
(4):599-653

Heylighen F (1998) What makes a meme successful? Selection criteria for cultural
evolution. Selection Criteria for Cultural Evolution. Proc. 16th Int. Congress
on Cybernetics. Namur: Association Internat. de Cybernétique. http://
cogprints.org/1132/1/MemeticsNamur.html.

Hodas NO, Lerman K (2014) The simple rules of social contagion. Sci Rep 4:4343

Howard J (2017) Why teen mental health experts are focused on ‘13 Reasons Why’.
CNN. Updated 1314 GMT (2114 HKT) 25 April 2017

Huesmann LR, Moise-Titus J, Podolski C-L, Eron LD (2003) Longitudinal relations
between children’s exposure to TV violence and their aggressive and violent
behavior in young adulthood: 1977-1992. Dev Psychol 39(2):201. https://doi.
0rg/10.1037/0012-1649.39.2.201

Hurley S (2004) Imitation, media violence, and freedom of speech. Philos Stud 117
(1-2):165-218. https://doi.org/10.1023/B:PHIL.0000014533.94297.6b

Hurtado AM, Hill KR, Rosenblatt W, Bender J, Scharmen T (2003) Longitudinal
study of tuberculosis outcomes among immunologically naive Aché natives of
Paraguay. Am ] Phys Anthropol 121(2):134-150. https://doi.org/10.1002/
ajpa.10228

Ingber S (1984) The marketplace of ideas: a legitimizing myth. Duke Law J
1984:1-91

Jin F, Dougherty E, Saraf P, Cao Y, Ramakrishnan N (2013) Epidemiological
modeling of news and rumors on twitter. Proceedings of the 7th workshop on
social network mining and analysis, pp 1-9. https://doi.org/10.1145/
2501025.2501027

Kandhway K, Kuri J (2016) Campaigning in heterogeneous social networks:
optimal control of SI information epidemics. IEEE/ACM Trans Network 24
(1):383-396. https://doi.org/10.1109/TNET.2014.2361801

Kata A (2012) Anti-vaccine activists, Web 2.0, and the postmodern paradigm-an
overview of tactics and tropes used online by the anti-vaccination movement.
Vaccine 30(25):3778-3789. https://doi.org/10.1016/j.vaccine.2011.11.112

Klein SL, Zink MC, Glass GE (2004) Seoul virus infection increases aggressive
behaviour in male Norway rats. Animal Behav 67(3):421-429. https://doi.org/
10.1016/j.anbehav.2003.03.022

Koehl S, Liu A, Paniccia M (2011) Integrated silicon photonics: harnessing the data
explosion. Opt Photon News 22(3):24-29. https://doi.org/10.1364/
OPN.22.3.000024

Kogan M (1998) Integrated pest management: historical perspectives and con-
temporary developments. Ann Rev Entomol 43(1):243-270. https://doi.org/
10.1146/annurev.ento.43.1.243

Kolodny A, Courtwright DT, Hwang CS, Kreiner P, Eadie JL, Clark TW, Alexander
GC (2015) The prescription opioid and heroin crisis: a public health
approach to an epidemic of addiction. Ann Rev Public Health 36(1):559-574.
https://doi.org/10.1146/annurev-publhealth-031914-122957

Kucharski A (2016) Study epidemiology of fake news. Nature 540(7634):525-525.
https://doi.org/10.1038/540525a

Langelid T (1999) The sharing of responsibility in the rehabilitation of prisoners in
norway: the import-model in theory & practice. ] Correct Educ 50(2):52-61

Law J (2007) Actor network theory and material semiotics. Version of 25th April
2007. http://www.heterogeneities.net/publications/Law2007 AN TandMaterial
Semiotics.pdf. Accessed 28 July 2020

Lerman K (2016) Information is not a virus, and other consequences of human
cognitive limits. Future Internet 8(2):21. https://doi.org/10.3390/fi8020021

Lett R, Kobusingye O, Sethi D (2002) A unified framework for injury control: the
public health approach and Haddon’s Matrix combined. Inj Contr Saf Pro-
mot 9(3):199-205

Loeffler C, Flaxman S (2018) Is gun violence contagious? A spatiotemporal test. |
Quant Criminol 34(4):999-1017. https://doi.org/10.1007/s10940-017-9363-8

Loftin C (1986) Assaultive violence as a contagious social process. Bull New York
Acad Med 62(5):550

Lynteris C (2017) Zoonotic diagrams: mastering and unsettling human-animal
relations. ] R Anthropol Inst 23(3):463-485. https://doi.org/10.1111/1467-
9655.12649

Magarey RD, Colunga-Garcia M, Fieselmann DA (2009) Plant biosecurity in the
United States: roles, responsibilities, and information needs. Bioscience 59
(10):875-884. https://doi.org/10.1525/bi0.2009.59.10.9

Markey PM, Markey CN, French JE (2015) Violent video games and real-world
violence: rhetoric versus data. Psychol Popular Media Culture 4(4):277-295.
https://doi.org/10.1037/ppm0000030

McDavid H, Cowell N, McDonald A (2011) Is criminal violence a non-
communicable disease? Exploring the epidemiology of violence in Jamaica.
West Indian Med ] 60(4):478-482

McGough SF, Brownstein JS, Hawkins JB, Santillana M (2017) Forecasting Zika
incidence in the 2016 Latin America outbreak combining traditional disease
surveillance with search, social media, and news report data. PLoS Negl Trop
Dis 11(1):0005295. https://doi.org/10.1371/journal.pntd.0005295

McGuire WJ (1964) Some contemporary approaches 11. The research by the author
which is reported in this chapter was greatly facilitated by two successive grants
from the National Science Foundation, Division of Social Sciences. He wishes
to acknowledge the aid itself and the enlightened manner in which it was
administered by the Foundation. In: L. Berkowitz (ed.) Advances in Experi-
mental Social Psychology, vol. 1, Academic Press, pp 191-229

Menge T (2018) The role of power in social explanation. Eur J Soc Theor 21
(1):22-38. https://doi.org/10.1177/1368431017714426

Mennis J, Harris P (2011) Contagion and repeat offending among urban
juvenile delinquents. J Adolesc 34(5):951-963. https://doi.org/10.1016/j.
adolescence.2010.12.001

Mercy JA, Kresnow M-j, O’Carroll PW, Lee RK, Powell KE, Potter LB, Bayer TL
(2001) Is suicide contagious? A study of the relation between exposure to the
suicidal behavior of others and nearly lethal suicide attempts. Am ] epidemiol
154(2):120-127

Metzl JF (1997) Information intervention: when switching channels isn’t enough.
Foreign Affairs. November/December Issue. https://www.foreignaffairs.com/
articles/1997-11-01/information-intervention-when-switching-channels-isnt-
enough

Moraes M, Neto J, Menck C (2012) DNA repair mechanisms protect our genome
from carcinogenesis. Front Biosci 17:1362-1388

Murphy RH (2019) The rationality of literal Tide Pod consumption. J Bioecon
1-12. https://doi.org/10.1007/s10818-019-09285-1

Myers DJ (2000) The diffusion of collective violence: infectiousness, susceptibility,
and mass media networks. Am J Sociol 106(1):173-208

Newman ME (2002) Spread of epidemic disease on networks. Phys Rev E 66
(1):016128. https://doi.org/10.1103/PhysRevE.66.016128

Nguyen NP, Yan G, Thai MT, Eidenbenz S (2012) Containment of misinformation
spread in online social networks. Proceedings of the 4th Annual ACM Web
Science Conference, 213-222. https://doi.org/10.1145/2380718.2380746

NIHS (2019) Suicide. The National Institute of Mental Health Information Resource
http://https://www.nimh.nih.gov/health/statistics/suicide.shtml#part_154968. 28
July 2020

| (2020)7:128 | https://doi.org/10.1057/541599-020-00620-w


https://scholarship.law.columbia.edu/faculty_scholarship/1428
https://scholarship.law.columbia.edu/faculty_scholarship/1428
https://doi.org/10.1016/0048-3575(84)90087-7
https://doi.org/10.1016/0048-3575(84)90087-7
https://doi.org/10.1111/j.1468-2303.2005.00305.x
https://doi.org/10.1126/science.aar3780
https://doi.org/10.1001/jamainternmed.2016.8245
https://doi.org/10.1001/journalofethics.2018.20.5.corr1-1805
https://doi.org/10.1001/journalofethics.2018.20.5.corr1-1805
https://www.cdc.gov/nchs/products/databriefs/db360.htm
https://www.cdc.gov/nchs/products/databriefs/db360.htm
https://doi.org/10.1111/j.1365-2435.2010.01753.x
https://doi.org/10.1111/j.1365-2435.2010.01753.x
http://cogprints.org/1132/1/MemeticsNamur.html
http://cogprints.org/1132/1/MemeticsNamur.html
https://doi.org/10.1037/0012-1649.39.2.201
https://doi.org/10.1037/0012-1649.39.2.201
https://doi.org/10.1023/B:PHIL.0000014533.94297.6b
https://doi.org/10.1002/ajpa.10228
https://doi.org/10.1002/ajpa.10228
https://doi.org/10.1145/2501025.2501027
https://doi.org/10.1145/2501025.2501027
https://doi.org/10.1109/TNET.2014.2361801
https://doi.org/10.1016/j.vaccine.2011.11.112
https://doi.org/10.1016/j.anbehav.2003.03.022
https://doi.org/10.1016/j.anbehav.2003.03.022
https://doi.org/10.1364/OPN.22.3.000024
https://doi.org/10.1364/OPN.22.3.000024
https://doi.org/10.1146/annurev.ento.43.1.243
https://doi.org/10.1146/annurev.ento.43.1.243
https://doi.org/10.1146/annurev-publhealth-031914-122957
https://doi.org/10.1038/540525a
http://www.heterogeneities.net/publications/Law2007ANTandMaterialSemiotics.pdf
http://www.heterogeneities.net/publications/Law2007ANTandMaterialSemiotics.pdf
https://doi.org/10.3390/fi8020021
https://doi.org/10.1007/s10940-017-9363-8
https://doi.org/10.1111/1467-9655.12649
https://doi.org/10.1111/1467-9655.12649
https://doi.org/10.1525/bio.2009.59.10.9
https://doi.org/10.1037/ppm0000030
https://doi.org/10.1371/journal.pntd.0005295
https://doi.org/10.1177/1368431017714426
https://doi.org/10.1016/j.adolescence.2010.12.001
https://doi.org/10.1016/j.adolescence.2010.12.001
https://www.foreignaffairs.com/articles/1997-11-01/information-intervention-when-switching-channels-isnt-enough
https://www.foreignaffairs.com/articles/1997-11-01/information-intervention-when-switching-channels-isnt-enough
https://www.foreignaffairs.com/articles/1997-11-01/information-intervention-when-switching-channels-isnt-enough
https://doi.org/10.1007/s10818-019-09285-1
https://doi.org/10.1103/PhysRevE.66.016128
https://doi.org/10.1145/2380718.2380746
https://www.nimh.nih.gov/health/statistics/suicide.shtml#part_154968

ARTICLE

Pandita R (2014) Information pollution, a mounting threat: internet a major causality.
J Inf Sci Theory Pract 2(4):49-60. https://doi.org/10.1633/JISTaP.2014.2.4.4

Paneth N (2004) Assessing the contributions of John Snow to epidemiology: 150
years after removal of the broad street pump handle. Epidemiology 15
(5):514-516. https://doi.org/10.1097/01.ede.0000135915.94799.00

Papachristos AV, Wildeman C, Roberto E (2015) Tragic, but not random: the
social contagion of nonfatal gunshot injuries. Soc Sci Med 125:139-150.
https://doi.org/10.1016/j.socscimed.2014.01.056

Pastor-Satorras R, Vespignani A (2002) Immunization of complex networks. Phys
Rev E 65(3):036104. https://doi.org/10.1103/PhysRevE.65.036104

Patel DM, Simon MA, Taylor RM (2013) Contagion of violence: workshop sum-
mary. National Academies Press, Washington, DC

Pech R, Slade B (2004) Memetic engineering: a framework for organisational
diagnosis and development. Leadersh Organ Dev J 25(5):452-465. https://doi.
0rg/10.1108/01437730410544764

Perra N, Rocha LEC (2019) Modelling opinion dynamics in the age of algorithmic
personalisation. Sci Rep 9(1):7261. https://doi.org/10.1038/s41598-019-43830-2

Plotkin SL, Plotkin SA (2004) A short history of vaccination Vaccines. W.B.
Saunders, Philadelphia, PA

Pluess T, Jarosik V, PySek P, Cannon R, Pergl ], Breukers A, Bacher S (2012) Which
factors affect the success or failure of eradication campaigns against alien species?
PLoS ONE 7(10):e48157. https://doi.org/10.1371/journal.pone.0048157

Pogue (2017) What facebook is doing to combat fake news. Sci Am 316(2)

Prochaska JO, DiClemente CC, Norcross JC (1992) In search of how people
change: applications to addictive behaviors. Am Psychol 47(9):1102. https://
doi.org/10.1037/0003-066X.47.9.1102

Prochaska JO, Velicer WF (1997) The transtheoretical model of health behavior change.
Am ] Health Promot 12(1):38-48. https://doi.org/10.4278/0890-1171-12.1.38

PSU (2018) Lesson 1: Introduction to Epidemiology 1.2—Epidemiologic Triad.
Epidemiological Research Methods STAT 507. Retrieved from https:/
onlinecourses.science.psu.edu/stat507/node/25/

Ravussin E, Ryan DH (2018) Three new perspectives on the perfect storm: what’s
behind the obesity epidemic? Obesity 26(1):9-10. https://doi.org/10.1002/
0by.22085

Rea WJ (2009) What primary physicians should know about environmental
causes of illness. AMA ] Ethics 11(6):473-476. https://doi.org/10.1001/
virtualmentor.2009.11.6.0ped1-0906

National Research Council (1993) Understanding and preventing violence: Vol 1.
Washington, DC: The National Academies Press. https://doi.org/10.17226/1861

Roossinck MJ (2015) Move over, bacteria! Viruses make their mark as mutualistic
microbial symbionts. J Virol 89(13):6532-6535. https://doi.org/10.1128/
JVI1.02974-14

Roozenbeek J, van der Linden S (2019) Fake news game confers psychological
resistance against online misinformation. Palgrave Commun 5(1):12. https://
doi.org/10.1057/s41599-019-0279-9

Saffer H, Chaloupka F (2000) The effect of tobacco advertising bans on tobacco
consumption. ] Health Econ 19(6):1117-1137. https://doi.org/10.1016/S0167-
6296(00)00054-0

Santonja F-J, Shaikhet L (2012) Analysing social epidemics by delayed stochastic
models. Discrete Dyn Nat Soc. https://doi.org/10.1155/2012/530472

Slutkin G (2012) Violence is a contagious disease. Contagion of violence: workshop
summary. National Academy Press, Washington, DC, pp 94-11

Slutkin G, Ransford C, Zvetina D (2018a) How the health sector can reduce vio-
lence by treating it as a contagion. AMA J Ethics 20(1):47-55. https://doi.org/
10.1001/journalofethics.2018.20.1.nlit1-1801

Slutkin G, Ransford C, Zvetina D (2018b) Response to “metaphorically or not,
violence is not a contagious disease. AMA Ethics 20(5):516-519. https://doi.
org/10.1001/journalofethics.2018.20.5.corr2-1805

Spitzberg BH (2014) Toward a model of meme diffusion (M3D). Commun Theory
24(3):311-339. https://doi.org/10.1111/comt.12042

Spohr D (2017) Fake news and ideological polarization: filter bubbles and selective
exposure on social media. Bus Infor Rev 34(3):150-160. https://doi.org/
10.1177/0266382117722446

Squires P (2009) The knife crime ‘epidemic’ and British politics. Br Politics 4
(1):127-157. https://doi.org/10.1057/bp.2008.40

Swanson SA, Colman I (2013) Association between exposure to suicide and sui-
cidality outcomes in youth. Can Med Assoc Journal 185(10):870-877. https://
doi.org/10.1503/cmaj.121377

Tambuscio M, Ruffo G, Flammini A, and Menczer, F (2015) Fact-checking effect
on viral hoaxes: a model of misinformation spread in social networks. Pro-
ceedings of the 24th international conference on World Wide Web, Asso-
ciation for Computing Machinery, New York, NY, USA. pp 977-982. https://
doi.org/10.1145/2740908.2742572

Tanaka MM, Kumm J, Feldman MW (2002) Coevolution of pathogens and cultural
practices: a new look at behavioral heterogeneity in epidemics. Theor. Popul.
Biol. 62(2):111-119. https://doi.org/10.1006/tpbi.2002.1585

Towers S, Gomez-Lievano A, Khan M, Mubayi A, Castillo-Chavez C (2015)
Contagion in mass killings and school shootings. PLoS ONE 10(7):¢0117259.
https://doi.org/10.1371/journal.pone.0117259

Tracy M, Braga AA, Papachristos AV (2016) The Transmission of gun and other
weapon-involved violence within social networks. Epidemiol Rev 38
(1):70-86. https://doi.org/10.1093/epirev/mxv009

Tracy M, Cerdd M, Keyes KM (2018) Agent-based modeling in public health:
current applications and future directions. Ann Rev Public Health
39:77-94

Turchin P (2012) Dynamics of political instability in the United States, 1780-2010.
] Peace Res 49(4):577-591. https://doi.org/10.1177/0022343312442078

Van der Linden S, Leiserowitz A, Rosenthal S, Maibach E (2017) Inoculating the
public against misinformation about climate change. Glob Challenge 1
(2):1600008

Steeg GV, Ghosh R, Lerman K (2011) What stops social epidemics? arXiv preprint
arXiv:1102.1985

Vosoughi S, Roy D, Aral S (2018) The spread of true and false news online. Science
359(6380):1146-1151. https://doi.org/10.1126/science.aap9559

Wakefield M, Flay B, Nichter M, Giovino G (2003) Effects of anti-smoking
advertising on youth smoking: a review. ] Health Commun 8(3):229-247.
https://doi.org/10.1080/10810730305686

Weedon J, Nuland W, Stamos A (2017) Information operations and Facebook.
version 1:27

Weng L, Menczer F, Ahn Y-Y (2013) Virality prediction and community structure
in social networks. Sci Rep 3:2522. https://doi.org/10.1038/srep02522

Wiley SA, Levy MZ, Branas CC (2016) The impact of violence interruption on the
diffusion of violence: a mathematical modeling approach. In: G Letzter, K
Lauter, E Chambers, N Flournoy, JE Grigsby, C Martin (eds) Advances in the
mathematical sciences. Springer, Cham, Switzerland, pp 225-249

Williams AR, Bisaga A (2016) From AIDS to opioids—how to combat an epidemic.
New Eng ] Med 375(9):813-815. https://doi.org/10.1056/NEJMp1604223

Williams DJ, Donnelly PD (2014) Is violence a disease? Situating violence pre-
vention in public health policy and practice. Public Health 128(11):960-967.
https://doi.org/10.1016/j.puhe.2014.09.010

Williams LK, Ricciardelli LA, McCabe MP, Swinburn BA, Waga GG, Bavadra K
(2006) A comparison of the sources and nature of body image messages
perceived by indigenous Fijian and European Australian adolescent girls. Sex
Roles 55(7-8):555-566. https://doi.org/10.1007/s11199-006-9109-9

Acknowledgements

Kayla Watson shared valuable insights on communication theory. We thank Dr. Tom
Chappell, Dr. Ernie Hain, Dr. Godshen Paperambilli, Jesse Bolatto and two anonymous
reviewers for their valuable feedback on an early version of this manuscript. We thank
J.E. Theriot (Flicker) for the silhouette of susceptible and resistant individuals and
Acarlogiste, WikiMedia Commons for the drawing of the Culex mosquito.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to R.D.M.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
B

Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2020, corrected publication 2021

| (2020)7:128 | https://doi.org/10.1057/541599-020-00620-w 1


https://doi.org/10.1633/JISTaP.2014.2.4.4
https://doi.org/10.1097/01.ede.0000135915.94799.00
https://doi.org/10.1016/j.socscimed.2014.01.056
https://doi.org/10.1103/PhysRevE.65.036104
https://doi.org/10.1108/01437730410544764
https://doi.org/10.1108/01437730410544764
https://doi.org/10.1038/s41598-019-43830-2
https://doi.org/10.1371/journal.pone.0048157
https://doi.org/10.1037/0003-066X.47.9.1102
https://doi.org/10.1037/0003-066X.47.9.1102
https://doi.org/10.4278/0890-1171-12.1.38
https://onlinecourses.science.psu.edu/stat507/node/25/
https://onlinecourses.science.psu.edu/stat507/node/25/
https://doi.org/10.1002/oby.22085
https://doi.org/10.1002/oby.22085
https://doi.org/10.1001/virtualmentor.2009.11.6.oped1-0906
https://doi.org/10.1001/virtualmentor.2009.11.6.oped1-0906
https://doi.org/10.17226/1861
https://doi.org/10.1128/JVI.02974-14
https://doi.org/10.1128/JVI.02974-14
https://doi.org/10.1057/s41599-019-0279-9
https://doi.org/10.1057/s41599-019-0279-9
https://doi.org/10.1016/S0167-6296(00)00054-0
https://doi.org/10.1016/S0167-6296(00)00054-0
https://doi.org/10.1155/2012/530472
https://doi.org/10.1001/journalofethics.2018.20.1.nlit1-1801
https://doi.org/10.1001/journalofethics.2018.20.1.nlit1-1801
https://doi.org/10.1001/journalofethics.2018.20.5.corr2-1805
https://doi.org/10.1001/journalofethics.2018.20.5.corr2-1805
https://doi.org/10.1111/comt.12042
https://doi.org/10.1177/0266382117722446
https://doi.org/10.1177/0266382117722446
https://doi.org/10.1057/bp.2008.40
https://doi.org/10.1503/cmaj.121377
https://doi.org/10.1503/cmaj.121377
https://doi.org/10.1145/2740908.2742572
https://doi.org/10.1145/2740908.2742572
https://doi.org/10.1006/tpbi.2002.1585
https://doi.org/10.1371/journal.pone.0117259
https://doi.org/10.1093/epirev/mxv009
https://doi.org/10.1177/0022343312442078
https://doi.org/10.1126/science.aap9559
https://doi.org/10.1080/10810730305686
https://doi.org/10.1038/srep02522
https://doi.org/10.1056/NEJMp1604223
https://doi.org/10.1016/j.puhe.2014.09.010
https://doi.org/10.1007/s11199-006-9109-9
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Information: a missing component in understanding and mitigating social epidemics
	Introduction
	Can information be pathogenic?
	The epidemiological quad
	The infectious agent and vectors
	The social environment
	Physical agents
	The host

	A comparison of pathogenic and infopathogenic &#x0201C;life cycles&#x0201D;
	Interventions using the epidemiological quad
	Information interventions
	Social environment interventions
	Physical interventions
	Host interventions

	Discussion
	Conclusions and next steps
	Data availability
	References
	Acknowledgements
	Competing interests
	Additional information




