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Investigating students’ programming behaviors,
interaction qualities and perceptions through
prompt-based learning in ChatGPT

Dan Sun® ', Azzeddine Boudouaia® 2%, Junfeng Yang® 3 & Jie Xu® 4

ChatGPT has proven to facilitate computer programming tasks through the strategic use of
prompts, which effectively steer the interaction with the language model towards eliciting
relevant information. However, the impact of specifically designed prompts on programming
learning outcomes has not been rigorously examined through empirical research. This study
adopted a quasi-experimental framework to investigate the differential effects of prompt-
based learning (PbL) versus unprompted learning (UL) conditions on the programming
behaviors, interaction qualities, and perceptions of college students. The study sample
consisted of 30 college students who were randomly assigned to two groups. A mixed-
methods approach was employed to gather multi-faceted data. Results revealed notable
distinctions between the two learning conditions. First, the PbL group students frequently
engaged in coding with Python and employed debugging strategies to verify their work,
whereas their UL counterparts typically transferred Python code from PyCharm into ChatGPT
and posed new questions within ChatGPT. Second, PbL participants were inclined to for-
mulate more complex queries independently, prompted by the guiding questions, and con-
sequently received more precise feedback from ChatGPT compared to the UL group. UL
students tended to participate in more superficial-level interactions with ChatGPT, yet they
also obtained accurate feedback. Third, there were noticeable differences in perception
observed before and after the ChatGPT implementation, UL group reported a more favorable
perception in the perceived ease of use in the pre-test, while the PbL group experienced an
improvement in their mean scores for perceived usefulness, ease of use, behavioral intention
to utilize, and a significant difference regarding the attitude towards utilizing ChatGPT.
Specifically, the use of structured output and delimiters enhanced learners’ understanding of
problem-solving steps and made learning more efficient with ChatGPT. Drawing on these
outcomes, the study offers recommendations for the incorporation of ChatGPT into future
instructional designs, highlighting the structured prompting benefits in enhancing program-
ming learning experience.
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Introduction

n today’s tech-driven culture, programming education is

becoming increasingly vital (Liu et al. 2023; Sun et al. 2022).

The reason behind this is its widely acknowledged importance
in enabling the creation of scripts and programs capable of effi-
ciently handling repetitive or time-consuming tasks (Ou et al.
2023). Because of this, students can focus more intently on the
challenging and innovative aspects of their work, which increases
productivity. Students who take programming classes will be
more prepared to succeed in today’s data-driven and technolo-
gically advanced workplace (Dengler and Matthes 2018). It gives
students the tools they need to be adaptable, competent in using
computers, and problem solvers, which makes them more mar-
ketable in the job market (Nouri et al. 2020). The pursuit of
programming education’s benefits, however, is not without its
challenges. Several obstacles may arise for students who are
actively participating in programming education.

Recent studies have shown that programming is ideally aligned
with the fast rise of artificial intelligence (Yilmaz and Karaoglan
Yilmaz 2023a). The alignment may be attributed to the many
benefits that students get from artificial intelligence resources
(Andersen et al. 2022). Computer programming abilities, such as
coding ability and task understanding, may be significantly
improved with the aid of artificial intelligence. Recently, students
have begun using ChatGPT in their programming learning
(Surameery and Shakor 2023). ChatGPT has had a substantial
influence on the learning process as a result of its capacity to
assist learners by giving explanations, responding to queries, and
offering help on a broad variety of topics (Gayed et al. 2022; Jeon
and Lee 2023). Even for those who are experiencing difficulties in
their educational journeys, ChatGPT has the potential to improve
accessibility because of its capacity to provide information and
help to users who come from a variety of learning backgrounds
(Kohnke et al. 2023; Tam 2023). When it comes to the more
tedious aspects of learning, ChatGPT is a great value tool that
helps and enhances learners’ efficiency (Ahmed 2023). ChatGPT’s
extensive knowledge base and linguistic fluency allow it to aid
users in discovering information or having amusing discussions
(Kohnke et al. 2023; Tam 2023).

Because of its remarkable capacity to comprehend and generate
natural language that is indistinguishable from that of a genuine
human speaker, ChatGPT stands out as a potent automated lan-
guage processing tool (Dwivedi et al. 2023; Kohnke et al. 2023).
ChatGPT, when used in conjunction with scaffolding and activity
creation, might greatly enhance learning (Gayed et al. 2022; Jeon
and Lee, 2023). To generate responses that resemble human
experts while answering questions and addressing different topics,
ChatGPT combines unsupervised pre-training with supervised
fine-tuning (Dwivedi et al. 2023). During a discussion, it could
answer many questions. The model gets data during the session
and processes it to provide replies (Gayed et al. 2022). Not only
does the system not save or retrieve information from previous
sessions or discussions, but each interaction stands on its own and
is independent of any previous state. This system cannot learn
from its experiences and retain information about previous
encounters, in contrast to those that have real in-context learning.
To make it look livelier and more participatory, the conversational
agent could offer questions to steer the conversation. However,
there is a lack of supporting evidence for its results. The current
state of affairs at ChatGPT puts it at risk of being seen as the last
word in knowledge, as it states a single truth without providing
enough evidence or suitable qualifiers (Cooper, 2023; Kohnke et al.
2023; Rawas, 2023). In this instance, students had a difficulty in
effectively using ChatGPT to get essential feedback for their pro-
gramming education. Several students use ChatGPT haphazardly
and choose its responses without concern for proper sequencing,
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on the assumption that ChatGPT would provide accurate output
regardless of input quality. As a result, students have limitations
while using ChatGPT. Problems that students face when learning
to code in college could have a negative impact on their whole
academic career. Sun et al. (2021a) and Lu et al. (2017) both
emphasize the need to provide college students with significant
support throughout their programming education.

In this respect, it is necessary to construct scaffolding by
integrating prompts to adequately aid ChatGPT in performing
productive or well-established answers. Brown et al. (2020) found
that prompt-based learning, a less technical no-code method to
“instruct” big language models on a specific task, has recently
shown encouraging outcomes. In natural language, prompts may
be either brief instructions with examples (Yin et al. 2019) or
more detailed descriptions of the job at hand. Regarding this
matter, the usefulness of ChatGPT for programming education
may be called into question if its usage differs when a prompt is
included compared to when it is not. The most effective approach
for using ChatGPT to enhance students’ learning of program-
ming is still uncertain (Sun et al. 2024a). In this respect, it seems
worthwhile to investigate the effectiveness of using prompts while
using ChatGPT in programming learning.

Previous research had demonstrated that acceptance has a
substantial impact on learning performances (Liu and Ma 2023;
Ofosu-Ampong et al. 2023). In order to gain a more compre-
hensive understanding of how individuals adopt and employ new
technologies, such as ChatGPT, researchers have employed the
Technology Acceptance Model (TAM), which was developed by
Davis (1989). Sanchez and Hueros (2010) have proven the
reliability of the TAM as a predictor of consumer adoption of new
technologies. The TAM posits that users’ assessments of a tech-
nology’s usefulness and ease of use are critical determinants of
their willingness to adopt and implement it. Furthermore, pre-
vious research and TAM have demonstrated that users’ attitudes
and intentions also significantly influence their willingness to
utilize technology for educational purposes (Yi et al. 2016; Sun
et al. 2024a). The acceptance of prompts in ChatGPT is a novel
area of investigation that has not yet garnered researchers’
attention. It is an essential determinant of ChatGPT’s efficacy in
facilitating student programming learning. Researchers have used
Davis’ (1989) technology acceptance model to look at how stu-
dents interact with Al-based learning technologies (Xie et al.
2023) in the area of programming learning that works with
prompts (Sun et al. 2024a). This implies that TAM can be used to
study how students accept PBL in ChatGPT. Thongkoo et al.
(2020) show that the TAM is a good way to predict how people
will use technology to learn programming. However, there is not
much research on how students feel about using prompts when
learning programming with ChatGPT, even though Ofosu-
Ampong et al. (2023) and Strzelecki (2023) say that some stu-
dies have looked at how likely students are to use ChatGPT in the
classroom. As a result, it is imperative to investigate whether the
use of prompts affects students’ perceptions of ChatGPT in
programming education, using TAM as a theoretical foundation.

To address the above-mentioned gaps, this study aimed to
explore the impact of prompts on college students’ programming
behaviors, interaction qualities, and perceptions while using
ChatGPT in programming learning. This was achieved by com-
paring two kinds of classes: prompt-based learning (PbL) and
unprompted learning (UL). As a result, this study attempted to
answer the following research questions:

RQ 1. How did the impact of PbL while using ChatGPT on
learners’ programming behaviors differ from the impact of UL?

RQ 2. How did the impact of PbL on learners’ interaction
quality with ChatGPT differ from the impact of UL?
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RQ 3. How did the impact of PbL on learners’ perceptions
toward ChatGPT differ from the impact of UL?

Insights gained from this study may help policymakers
improve and expand access to ChatGPT for programming
courses at universities. This study may be useful for curriculum
developers and teachers in China as they work to improve pro-
gramming education. Policymakers, curriculum developers, and
teachers from many countries may gain valuable insight into their
own programming education system’s strengths and weaknesses
by observing the results of this study. The inclusion of prompts in
ChatGPT for programming instruction is an important issue, and
this study has the potential to provide new insights into this
pressing subject. The findings of this study might contribute to
the continuing discussion regarding programming education
throughout the world and provide useful information for the
developers of ChatGPT. This study has shed light on prospective
students’ perceptions regarding the use of ChatGPT prompts for
programming studies, and it may substantially improve education
stakeholders” knowledge.

Literature review

Advancing programming education with ChatBots. To become
experts in digital technology and innovators, students need a solid
foundation in computer programming (Balanskat and Engelhardt,
2015). Research and development in Al pave the way for smarter
technology, such as chatbots, to improve programming education
and speed up improvements to talent training methods. Besides,
programming and educational breakthroughs have had an impact
on AL In this regard, the next generation must acquire coding skills
and digital competencies in light of the pervasiveness of Al (Sun
et al. 2021b). The area of artificial intelligence is increasingly
recognizing programming education as a very practical kind of
learning (Liu et al. 2021). In this vein, coding skills hold significant
value in this field (Sun et al. 2021b).

Yilmaz and Karaoglan Yilmaz (2023a) have designed an
assortment of artificial intelligence tools, including chatbots,
interactive coding platforms, and virtual instructors, to augment
students’ engagement and accessibility in programming education.
Students who are in the process of learning programming will
discover these resources beneficial as they endeavor to enhance their
understanding of the foundational principles of programming (Tian
et al. 2023). Utilizing artificial intelligence tools, students can
generate code that is more easily understood, this feature enables
individuals to promptly recognize and rectify errors, thereby
expediting their educational progression (Yilmaz and Karaoglan
Yilmaz 2023b). Providing students with the tools and resources
necessary to investigate programming concepts autonomously is an
additional aim of these resources, which is to encourage students to
pursue their studies independently. This approach fosters self-
directed learning and permits every student to acquire coding skills
in a distinct manner and at an individualized pace (Eason et al.
2023; Yilmaz and Karaoglan Yilmaz 2023a).

In recent years, there has been a significant increase in the
number of students studying programming who have embraced
ChatGPT as a valuable tool. This AI model has unique qualities
that set it apart from other programming tools. Engaging in
conversations with students using natural language allows for
personalized explanations, as emphasized in recent studies
(Dwivedi et al. 2023; Gayed et al. 2022; Jeon and Lee 2023).
Phung et al. (2023) highlighted the progression from ChatGPT to
GPT-4, demonstrating its remarkable performance in a range of
programming tasks. Based on the findings, it is evident that GPT
has demonstrated a remarkable ability to perform at the same
level as human instructors across various programming educa-
tional tasks. These tasks include program repair, hint generation,

grading feedback, peer programming, task development, and
contextualized explanation.

ChatGPT’s adaptability is clear as it enables individuals to
pursue self-directed learning, surpassing the boundaries of
traditional educational settings. Examining past discussions or
topics can prove to be a valuable asset for self-directed learners
seeking to improve their understanding (Gayed et al. 2022).
ChatGPT’s interface carefully caters to the needs of students with
varying levels of programming knowledge, ensuring accessibility
and inclusivity for all. Emphasizing usability enhances the overall
educational experience (Tian et al. 2023). Even beginners in
coding can find value in ChatGPT’s intuitive interface and useful
support in tackling programming obstacles (Surameery and
Shakor 2023). The research conducted by Kashefi and Mukerji
(2023) clearly demonstrates ChatGPT’s proficiency in numerical
problem-solving. This study explores the -effectiveness of
ChatGPT in addressing numerical algorithms, demonstrating its
capacity to generate, debug, enhance, finish, and modify code in
different programming languages for a range of numerical
problems. In their study, Ouh et al. (2023) offer valuable insights
into the effectiveness of ChatGPT in facilitating coding solutions
for Java programming tasks within the context of an under-
graduate course. Nevertheless, the study highlights the difficulties
that ChatGPT encounters when dealing with intricate coding
tasks that demand thorough explanations or the integration of
class files, resulting in less precise results. The results indicate that
ChatGPT has demonstrated remarkable aptitude for generating
Java programming solutions that are remarkably lucid and
structured. Moreover, the model possesses the capability to
generate alternative solutions that exhibit remarkable memory
efficiency. Within the wider scope of programming education,
these studies emphasize that ChatGPT provides more than just
problem-solving capabilities. This resource is extremely valuable
for students as they navigate through programming challenges
and explore various problem-solving approaches. Understanding
the constraints of ChatGPT can assist educators in creating
coding assignments that minimize the potential for cheating while
still maintaining their effectiveness as assessment tools.

In addition, the literature emphasizes the significant impact of
ChatGPT in making complicated topics more accessible by
incorporating real-life examples or similar situations (Kohnke
et al. 2023; Sun et al. 2024a; Tam 2023). In their study, Avila-
Chauvet et al. (2023) showed how ChatGPT can be used for
programming assistance. They showcase the real-world imple-
mentation of building an online behavioral task using JavaScript,
HTML, and CSS. While the AI cannot fully replace programmers,
empirical evidence suggests that OpenAl ChatGPT can signifi-
cantly reduce programming time and offer a wider range of
programming options than programmers. In a recent study,
Biswas (2022) delves into the potential for enhancing compre-
hension by improving ChatGPT’s computer programming skills.
The model’s exceptional ability to perform various programming
tasks while significantly reducing programming time and
providing a wider range of programming options is emphasized.
The results showed that ChatGPT can execute a wide range of
programming-related tasks and has been trained on a diverse set
of texts. Completing and correcting code, predicting and
suggesting code snippets, resolving automated syntactic errors,
providing recommendations for code optimization and refactor-
ing, generating documents and chatbots, responding to technical
inquiries, and generating missing code are among these
responsibilities. Besides, ChatGPT proved capable of aiding users
in comprehending intricate concepts and technologies, locating
pertinent resources, and diagnosing and resolving technical issues
through the provision of explanations, examples, and direction.
Students who require assistance with sophisticated code segments
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or grammatical errors may find ChatGPT to be incredibly useful.
This resource offers extensive advice on correcting errors and
optimizing code (Vukoji¢i¢ and Krsti¢, 2023). ChatGPT engages
students in thought-provoking dialogues and delivers succinct
elucidations on specific topics, thereby captivating them.
ChatGPT is an excellent tool for learners, offering clear
explanations and helpful guidance to greatly improve their grasp
of programming fundamentals.

Prompt utilization in ChatBots study. An often-observed
method of manipulating the large language model’s (LLM) out-
put in chatbots is through the use of explicit queries or instruc-
tions (McTear et al. 2023). Providing a prompt is one method to
direct the conversation and elicit relevant information from a
large language model such as chatbot (White et al. 2023). Recent
developments in LLM systems have demonstrated exceptional
capabilities for zero-shot learning (Wei et al. 2021). These
approaches, also known as prompt-based techniques, have
demonstrated efficacy in various domains and tasks (Pryzant
et al. 2023; Xu et al. 2022), all without the need for additional
training or refinement. This substantially increases the potential
for the development of educational chatbots. Researchers have
utilized the Reinforcement Learning from Human Feedback
(RLHF) framework to enhance the security and dependability of
chatbots, including ChatGPT (Ouyang et al. 2022). Implementing
a prompt-based approach enables the development of chatbots
capable of serving diverse instructional objectives. Through
authentic and interactive engagement with Chatbots, students
possess the ability to express their viewpoints and direct the
discourse in a way that piques their curiosity (Babe et al. 2023;
McTear et al. 2023). Requesting information regarding a specific
topic may prompt chatbot to provide details in response to an
inquiry like “Tell me more about [TOPIC].” As a result, the
chatbot provides an extensive array of information and diverse
viewpoints pertaining to the topic that has been selected. Incor-
porating an inquiry into chatbot, such as “I am encountering
some difficulties with [SPECIFIC ISSUE]” to ensure that it is
capable of providing technical assistance. Individuals will
experience enhanced clarity in articulating their distinct concerns.
It appears that this inquiry would prompt the chatbot to consider
potential solutions to the issue that has been delineated.

Utilizing extremely large pre-trained language models can be an
efficient method in the computer science field, as demonstrated by
prompt-based learning (Liu et al. 2021). Constructing a prompt
template that describes the downstream task is essential when using a
pre-trained language model for prediction tasks. Next, the original
input is inserted into the input slot in the prompt template (Schick
and Schutze 2021). In this study, we refer to the method of learners
using prompt templates to communicate with LLM as prompt-based
learning, aligning with the computer science rationale of prompt-
based learning approach in programming education. Prompts can
enhance chatbot performance in a learning context by allowing
students to express their opinions and questions, thereby guiding the
dialogue towards their interests. Utilizing prompts is a practical
method for directing conversations with chatbots and ensuring that
they provide accurate and useful responses (Ekin 2023; McTear et al.
2023). Numerous benefits accompany the use of chatbot prompts.
Prompts serve primarily to direct and furnish the chatbot with
relevant information. In order to direct the discourse appropriately
and obtain valuable responses, it is advisable for users to furnish
precise instructions or pose comprehensive inquiries (Mollick and
Mollick 2023). Users may also obtain targeted and precise
information through the use of prompts (Denny et al. 2023).

In their study, White et al. (2023) introduced a framework that
facilitates the creation of problem-domain-relevant prompts. The
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purpose of this framework is to optimize the performance of LLM
responses through the provision of an assortment of inquiries
that have been empirically validated. Through the integration and
utilization of patterns in the construction of prompts, the
framework endeavors to enhance the academic achievements of
students who employ LLMs. An area that is becoming
increasingly popular is the study of the questions that students
ask themselves when employing LLMs. In the course of their
investigation, Babe et al. (2023) assembled a reliable dataset
consisting of 1,749 queries covering a wide range of 48 distinct
topics. Students who have recently been instructed in Python
present a diverse array of inquiries in the dataset. The inquiries
encompass a wide range of Python programming topics and offer
valuable insights into the sorts of inquiries that students
frequently pose. All individuals have access to this dataset for
the purposes of LLM benchmarking and tool development. In
their study, Denny et al. (2023) proposed “Prompt Problem” as a
novel educational concept to teach students how to construct
prompt for LLMs in an efficient manner. Furthermore, they
developed an instrument called Promptly facilitates the assess-
ment of code generated by prompts. The researchers examined
the use of Promptly in a first-year Python programming course
through a field investigation involving 54 participants. Students
highly favored Promptly in the first-year Python programming
course as it fostered the development of computational thinking
skills and instructed them in novel programming principles.

Moreover, Fulford and Andrew Ng developed the course
“ChatGPT Prompt Engineering for Developers” in partnership with
OpenAl The main goal is to help developers optimize the utilization
of LLMs. This course integrates the latest research findings on
effective techniques for utilizing prompts in the current LLM
models. ChatGPT Prompt Engineering for Developers is a great
resource for individuals who are just starting out in the field. A basic
understanding of Python is enough. On the other hand, it is suitable
for experienced machine learning engineers who are interested in
delving into the cutting-edge field of prompt engineering and
utilizing LLMs. They can gain the necessary skills to effectively
utilize a powerful LLM for quickly developing innovative and
reliable applications. With the help of the OpenAI AP], students can
easily create features that can generate innovative ideas and add
value in ways that were once costly, highly specialized, or simply out
of reach. Isa Fulford from OpenAl and Andrew Ng from Deep
Learning teach this course. Al can provide insights into how LLMs
work, provide tips for effective prompt engineering, and showcase
the use of LLM APIs in various applications. These applications
include summarization (such as condensing user reviews), inference
(such as sentiment analysis and topic extraction), text transforma-
tion (such as translation and spelling/grammar correction), and
expansion (such as automated email composition). In addition,
students can gain an understanding of two key concepts for creating
effective prompts, as well as the systematic approach to designing
prompts of high quality. In addition, students can develop their skills
in building a customized chatbot. Students can engage with
numerous examples in the Jupyter notebook environment, gaining
hands-on experience in prompt engineering for every topic
(DeepLearning. Al 2023). Prompts mediate between users and LLMs;
they affect how these models do analysis and generate data. When
interacting with LLMs, users have a wide range of needs and goals.
To make it more tailored to their requirements, users may direct the
chat or ask for specific information using the prompts.

Research Methodology

Research context, participants, and instructional procedures.
This study was conducted in the context of a mandatory “Python
Programming” course, offered to Educational Technology
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Fig. 1 ChatGPT Next platform used in class.

students at a Hangzhou Normal University during Spring 2023. A
quasi-experimental design was employed in this research to
explore students’ programming behaviors, interaction quality,
and perceptions under two conditions: control (Unprompted
learning condition; UL) and experimental (Prompt-based learn-
ing condition; PbL). Each condition involved 15 learners: in the
control UL group, there were 9 females and 6 males, and in the
experimental PbL group, 7 females and 8 males. Both groups were
taught by the same teacher (the first author), who maintained a
consistent teaching style across both conditions. The students had
C programming experience and an agreement in written form
was obtained from the review committee, confirming ethical
clearance for interacting with the students and collecting
research data.

Classes were delivered using the same instructional materials
and followed the same teaching guidance, with the sole exception
of the ChatGPT prompt application in the experimental
condition. The course was segmented into three phases compris-
ing six instructional sessions, each lasting 90 min. During Phase I
and Phase I, the first four sessions covered the basic concepts of
Python programming, such as Python introduction (e.g., IDLE,
input(), eval(), print()), data structure (e.g. int, float, set, list,
dictionary), control structure (e.g., if, for, while), functions, and
methods (e.g., Recursion, Lambda). In Phase III, students were
asked to develop a Python programming project aided by
ChatGPT.

The structure of the instructional sessions was modeled after the
Python Programming book (ICOURSE 2023). The ChatGPT Next
platform, deployed by the study’s first author, was utilized as a key
tool to assist students’ problem-solving processes (see Fig. 1). The
platform was equipped with a gpt-3.5-turbo model, enabling
students to initiate diverse topic conversations with ChatGPT by
inputting their questions and receiving feedback. The UL group
interacted with ChatGPT based on their existing knowledge
(e.g., oral language), whereas the PbL group utilized additional

Type in questions to ChatGPT

prompts to facilitate their interactions. In Phase I and Phase 1II,
both groups initially received lectures, oral presentations, and
Python demonstrations, followed by self-guided programming
tasks. In Phase III, students were tasked with developing a
programming project within a 90-minute time frame.

Design of the prompt. The prompt design was tailored based on
the “ChatGPT Prompt Engineering for Developers: Guidelines for
Prompting” online course (DeepLearning.Al 2023). This course
emphasized two essential principles for creating effective prompts
(namely, crafting clear and precise instructions and providing the
model with time to process) and also outlined ways to system-
atically engineer well-structured prompts and develop a bespoke
chatbot. Various tactics were introduced under these two key
principles, such as the use of delimiters, requesting structured
output, and verifying satisfaction of conditions.

The rationale for adopting this course is twofold: firstly, the
course was conceptualized and delivered by Andrew Ng
(Founder, DeepLearning.AI) and Isa Fulford (Member of
Technical Staff, OpenAlI), who both have rich expertise and
experience in teaching and technical domains. Secondly, this
course’s objective aligns well with the research context—the goal
was to instruct students on how to utilize a LLM to rapidly
construct robust applications, akin to the programming projects
(comprising applications, websites, and so on) that students
needed to develop with support from ChatGPT in our course. In
line with the teaching from this course, we devised our specific
prompt for the Python course, exemplified by Word Cloud
project-based learning. In each instance, we offered an overall
tactic explanation, supported by a detailed sample using the
Word Cloud project (see Table 1). For example, for “Write clear
and specific instructions” tactic, we gave students a bad example
of “write me a summation function”, and also a good example of
“Create a summation function with Python 3 that takes two

| (2024)11:1447 | https://doi.org/10.1057/s41599-024-03991-6 5



ARTICLE

Table 1 Examples of prompt of ChatGPT.

Prompts Tactic

Examples

Write clear and specific Use delimiters

instructions

Ask for structured output

Check whether conditions are satisfied

Few-shot prompting

Give the model time to Specify the steps to complete a task

think

Instruct the model to work out its own
solution before rushing to a conclusion

Distinguish code from other text, to wrap the code in triple quotes/
backticks/dashes, so that ChatGPT knows that the wrapped part is code,
while the rest should just be plain text.

Tell the model the specific output structure, not a generalized functional
description, such as please list the function modules we need to use, the
specific code, the comments of the code, and the result of running the code.
Check the assumptions required to do the task, such as please indicate
whether each module is required in the code by stating [Required] or [Not
Required] in front of the above functional modules.

Give successful examples of completing programming tasks, then ask the
model to perform the task, such as how can | customize the shape of the
displayed word cloud based on above successful code?

Start simple, then iterate. Don't confuse ChatGPT with complex prompts
right off the bat. start with the simplest questions and gradually add
complexity and edge cases. It's important to refactor and modularize as the
code and complexity increase to keep your interactions and related code as
small and focused as possible. Keep breaking down the code and problems
into smaller chunks.

Actively tell the model that the answer is more accurate with a little more
time to think, more acid lithium, and more logical steps.

integer arguments and returns their sum”, all of the examples
were illustrated with pictures.

Data collection and analysis approaches. We employed three
key methods to compile and scrutinize data for this study. Firstly,
we documented the programming behaviors of the students using
both computer screen-capture videos (mute) and platform log
data. Notably, we opted to concentrate on the final session as the
primary source of video data for this study (90 min per learner,
totaling 2700 minutes). There were two reasons behind this
choice. Initially, this session revolved around a comprehensive
programming task which allowed us to monitor the complete
process of students incorporating ChatGPT into problem-solving
activities, thereby offering a clearer demonstration of their pro-
gramming capabilities. Secondly, students in the experimental
group had become more proficient at utilizing ChatGPT prompts,
which resulted in increased engagement during this session, as
suggested by informal observations. To analyze this data, we
utilized clickstream analysis (Filva et al. 2019) to identify the
programming behaviors of the students. Subsequently, an itera-
tive coding process based on a pre-established coding framework
(Sun et al. 2024b) was employed for video analysis (see Table 2).

Regardless of the video coding results, to scrutinize the
behavioral patterns of the learners, we employed lag-sequential
analysis (Faraone and Dorfman, 1987). This analysis included the
transition frequencies between distinct behaviors and the
visualized network representations across the two teaching
modes. We used Yule’s Q to signify the strength of transitional
associations due to their utility in controlling the number of base
contributions and their descriptive usefulness.

Secondly, we collected information on learners’ interactions
with ChatGPT (i.e., asking questions and receiving feedback)
from the ChatGPT Next platform’s logs. To analyze such data, we
utilized Ouyang and Dai’s (2022) framework for coding knowl-
edge inquiry, allowing us to examine the quality of students’
question-asking as well as their further questioning of ChatGPT’s
feedback. In the first step, all obtained data were systematically
arranged in Excel according to the learner, performance level, and
the content of the queries. Following that, inquiries posed by
learners were identified and segmented into coding units (PbL:
281; UL:459), dependent on their order of appearance. In the
subsequent process, two researchers individually assigned the
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final coding classifications, using a pre-established coding table
for guidance (refer to Table 3). The consistency of these coding
classifications was evaluated, achieving a reliability score of 0.81.
Lastly, these data were reformatted to align with the structural
requirements of cognitive network analysis. The analysis was
carried out using an online tool designated for cognitive network
assessment, known as webENA.

Thirdly, we focused on the learners’ perceptions of ChatGPT
across two classes. To gather this data, we employed surveys after
the course. Inspiration for the survey design stemmed from a pre-
existing model by Venkatesh and Davis (2000), which we used as
a base and expanded upon using the Technology Acceptance
Model (TAM) scale proposed by Sdnchez and Hueros (2010). The
survey was divided into two segments: the initial portion
requested demographic information, past experiences, and the
learners’ expectations of ChatGPT, while the subsequent portion
utilized a 7-point Likert scale that ranged from 1 (strongly
disagree) to 7 (strongly agree). The four sub-categories considered
were perceived usefulness, perceived ease of use, behavioral
intention to use, and attitude towards using ChatGPT. The survey
results were evaluated using an independent t-test and descriptive
analysis.

Results

College students’ programming behaviors in PbL and UL class.
In addressing RQ1 (How did the impact of PbL on learners’
programming behaviors differ from the impact of UL?), we col-
lected and observed the student activity during the programming
process. To identify any potential divergences in behavioral pat-
terns between the two instructional paradigms, we implemented a
lag-sequential analysis. Notably, the behavioral patterns of lear-
ners from both groups illuminated a blend of similarities and
distinct differences.

From a frequency perspective, if we set aside irrelevant behaviors
and technical issues in ChatGPT, the dominant behaviors in the
PbL group were reading feedback (RF; frequency = 538), asking
new questions (ANQ; frequency = 414), and understanding Python
code (UPC; frequency = 249) (see Fig. 2). In contrast, the UL group
applied Python coding (CP; frequency = 928) frequently, along
with reading feedback (RF; frequency = 927) and asking new
questions (ANQ; frequency = 414) (see Fig. 3).
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Code

Table 2 Coding framework for programming behavior.

Description

Understanding task (UT)

Coding in Python (CP)

Debugging in Python (DP)
Understanding Python codes (UPC)
Checking Output Window (COW)
Reading console message (RCM)
Asking new questions (ANQ)
Pasting console message (PCM)
Pasting Python codes (PPC)
Reading feedback (RF)

Copy and paste codes (CPC)
Referring to additional materials (RAM)
Failure in ChatGPT (FC)

Idle operation (10)

A student transferred to the task window to understand the programming projects.
A student wrote codes with the Python language in the system.

A student debugged in PyCharm.

A student attempted to understand the code with the mouse moving back and forth on the code.

A student checked the output window in PyCharm.

A student read error messages in output console in PyCharm.

A student asked new questions in ChatGPT.

A student pasted error messages from output console window in ChatGPT.

A student pasted Python codes to ChatGPT.
A student read feedback in ChatGPT.
A student copy and paste codes from ChatGPT.

A student referred to additional materials from instructors.
ChatGPT failed to give feedback due to technical problems (e.g., cannot connect to the server, get stuck).

A student had no operation.

Table 3 Encoding framework for interaction with ChatGPT.

Superficial-level
knowledge inquiry
(SKI)
Medium-level
knowledge inquiry
(MK

Deep-level
knowledge inquiry
(DK

Superficial-level
feedback inquiry
(SFI)

Medium-level
feedback inquiry
(MFI)

Deep-level feedback
inquiry (DFI)

Feedback inquiry
(FI)

General feedback
from ChatGPT (GFC)

Feedback from
ChatGPT (FC)

Specific feedback
from ChatGPT (SFC)

Correct feedback
from ChatGPT (CFC)
Incorrect feedback
from ChatGPT (IFC)

Students raise questions related to the topic, but
without personal processing or perspectives

Students raise questions related to the topic,
which have been processed by themselves

Students raise questions related to the topic,
clearly articulate their viewpoints, arguments, or
opinions, and provide detailed problem-solving
steps

Student simply (dis)agreement, or simple
evaluation for the feedback from ChatGPT.

Students evaluate ChatGPT's feedback and ask
for more simple questions.

Students evaluate the feedback on ChatGPT and
provide specific examples for further information.

ChatGPT returned general feedback without
specific problem-solving steps.

ChatGPT returned examples of text and code, and
it has a clear structure or block.

ChatGPT returned correct feedbacks of the
questions raised by students.

ChatGPT returned incorrect feedback, such as
incomplete answer or server error.

Category Code Description Sample
knowledge inquiry  Irreverent knowledge Students raise questions unrelated to the topic. ~ What historical initiative should college students
(KD inquiry (IKD) possess?

Python code for creating radar maps.

Create radar images using some libraries in Python
and provide detailed code.

Using the Numpy and Matplotlib libraries in Python to
create a Holland career analysis radar map, it is
necessary to include 6 labels and provide accurate
and detailed code that can run.

Please continue writing.

What does linewidth=2 mean?

After entering the answer from you, there were errors
such as Value Error: x and y must have the same first
dimension, but have shapes (6,) and (5,). Please
provide a modification plan and possible code.

As a virtual assistant, | am able to provide you with
help and support in Python programming. | don't have
an actual identity, but | can help you like a
programmer who is familiar with Python.

Ok, taking Weibo as an example, the process of
crawling resources with the theme of “postgraduate
entrance examination”, “English”, “mathematics” and
“tutorial” is roughly as follows: 1... 2...

Ok, first you need to install Numpy and Matplotlib,
which you can do with the following command: 1... 2...
Ok, taking microwave as an example, the process of
crawling resources with the theme of “postgraduate
entrance examination”, “English”, “mathematics” and
“tutorial” is roughly as follows:

1. Identify sites to crawl: Yes

Meanwhile, regarding sequence analyses, both the PbL and
UL classes featured 38 and 41 significant programming learning
sequences respectively, boasting ample interconnections across
distinct codes (see Table 4). Both groups showed a propensity
to read console messages (RCM) and paste console messages in
ChatGPT (PCM), frequently engaging in Python code debug-
ging (DP) and reading messages in the console (RCM) or

output window (COW). More specifically, PbL students
predominantly: (1) coded in Python and debugged to validate
their work (CP->DP, Yule’s Q =0.83); and (2) copied and
pastes codes from ChatGPT to PyCharm and conducted
debugging (CPC->DP, Yule’s Q=0.74). In contrast, UL
students mainly: (1) pasted Python codes from PyCharm to
ChatGPT and inquired about new questions in ChatGPT
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(PPC- > ANQ, Yule’s Q =0.94) and; (2) frequently copied and
adjusted codes from ChatGPT to PyCharm (CPC- > CP, Yule’s
Q =0.90). These differences underscore that each class of
students utilizes unique learning strategies, contingent on the
contextual environment and provided resources.

College students’ interaction qualities with ChatGPT in PbL
and UL class. Regarding RQ2 (How did the impact of PbL on
learners’ interaction qualities with ChatGPT differ from the
impact of UL?), we collected data on students’ interaction with
ChatGPT in two groups, and ENA was applied to discover dif-
ferences in the cognitive level between the two groups. Fig. 4a, b
exhibit the epistemic networks derived from the discourse of the
PbL and UL groups. In these representations, nodes embody the
codes, the lines interconnecting the nodes symbolize the corre-
sponding connections, and line thickness is indicative of the
relative co-occurrence frequency (Shaffer et al. 2016). When
comparing the PbL and UL cohorts, students under the UL
methodology depicted stronger connections in SKI-CFC, SKI-
SEC, MFI-CFC, MFI-SFC, and SKI-GFC than those in the PbL
group. On the other hand, PbL students represented a more
potent MFI-CFC connection than UL students. In summary, UL
students seemed more inclined to pose superficial-level questions,

Table 4 LsA transition frequency of programming behaviors
of learners in two groups.

PbL uL

Transition Yule's Q Transition Yule's Q
RCM-PCM 0.98 RCM-PCM 0.97
DP-RCM 0.92 DP-RCM 0.96
DP-COW 0.89 DP-COW 0.95
CP-DP 0.83 PPC-ANQ 0.94
CPC-DP 0.74 CPC-CP 0.90

«IKl

(a)

Fig. 4 Students’ cognitive network of PbL (in blue) and UL (in red).

receive accurate responses from ChatGPT, introduce more
intermediate-level questions based on the feedback from
ChatGPT, and consequently receive correct responses. Con-
versely, students in the PbL group displayed a proclivity towards
posing medium-level questions and obtaining accurate feedback
from ChatGPT.

The subtracted network can represent the differences in the
two clusters’ category connection patterns (Sun et al. 2022).
Therefore, Fig. 5 display the comparative analysis of student
interactions with ChatGPT. The X-axis (first dimension) accounts
for 10.7% of variable data, while the Y-axis (second dimension)
accounts for an added 35.1%. To scrutinize the differences in
student communications with ChatGPT between the two groups,
Mann-Whitney tests were implemented. At the alpha level of
0.05, a significant differential was discovered between the two
learning techniques along the X-axis (MRI1). Notably, students’
interactions with ChatGPT in the PbL were substantially distinct
from those in the UL along the X-axis (Median FLT =0.14,
Median SLT = —0.10, U = 54.00, p = 0.00, r = 0.58), demonstrat-
ing a stark divergence in communicative patterns.

Compared to students learning in the UL group, those in the
PbL group demonstrated enhanced interconnections between
SKI-MKI, MKI-CFC, MKI-SFC, and MKI-GFC. Conversely, the
UL students exhibited a stronger SKI-CFC link than their PbL
counterparts. In essence, this suggests that PbL learners tend to
generate more mid-level queries independently, based on the
prompts, and receive accurate feedback from ChatGPT at a
higher rate than UL learners. On the other hand, students within
the UL group seem to engage in more surface-level interactions
with ChatGPT, albeit still receiving correct feedback.

College students’ perception towards ChatGPT in PbL and
UL class. Concerning Research Question 3 (How did the impact
of PbL on learners’ perceptions toward ChatGPT differ from the
impact of UL?), we collected student feedback through surveys
and employed T-tests to examine perceptions towards ChatGPT.
During the preliminary perception pre-test implemented at the

MFI
«DFI
GFC
—@lI5FC, o
oMKl — - CFC ?
- SFI *IKI
“IFC
SKI

(b)
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Fig. 5 Subtracted network of interaction level of PbL (in blue) and UL
(in red).

Table 5 Statistic results of students' scores on the four
dimensions in the post-test of perception.

Group M SD t p

Perceived Usefulness UL 468 122 —1.31 0.19
PbL 5.23 1.06

Perceived Ease of Use UL 473 146 —-0.27 0.78
PbL 486 118

Behavioral Intention to Use UL 5,02 135 —1.23 0.22
PbL 553 0.86

Attitude towards Using uL 382 128 226" 0.03
PbL 475 094

*p<0.05.

research commencement, there were no statistically significant
discrepancies in perceived usefulness (¢t (28) =1.05, p =0.29),
behavioral intentions to utilize (t+ (28) =1.67, p=0.11), and
attitudes towards using ChatGPT (¢t (28) =-1.01, p=0.32).
However, a noteworthy difference was discerned in perceived ease
of use (t (28) =2.27, p=0.03). This suggests that the UL group
initially held more positive views towards the usability of
ChatGPT. After the intervention (see Table 5), learners in the PbL
group reported higher average scores in perceived usefulness, ease
of use, behavioral intention to utilize, and attitudes toward using
ChatGPT. T-tests revealed a statistically significant difference
favoring PbL, specifically about the attitude towards using
ChatGPT (¢ (28)=-2.26, p=10.03). In essence, these results
indicate that, with the assistance of ChatGPT prompts, learners
from the PbL cohort demonstrate significantly improved attitudes
towards ChatGPT usage and perceive it to be easier to use than
their UL counterparts in post-intervention.

In examining the influence of different prompts on learning,
students found the guidance to seek structured output most
useful, as it allowed clearly organized solutions, enhancing
understanding of problem-solving steps. The use of delimiters
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was also appreciated, helping manage input and output, making
learning more efficient with ChatGPT. Finally, students valued
instructions that promoted thoughtful problem-solving by the
model, offering insight into its logic, encouraging methodical
approaches in learners, and facilitating proficiency in program-
ming and analysis (see Fig. 6).

Discussion

The primary objective of this research was to explore the impact
of prompts while using ChatGPT programming learning on
college students’ programming behaviors, interaction quality, and
perceptions by comparing a class utilizing prompt-based learning
with a class directed under conditions without prompts. The
findings present an interesting array of shared and unique char-
acteristics in the programming behaviors of learners in both
groups, with notable differences primarily attributed to the exis-
tence or absence of prompts.

Firstly, the deployment of lag-sequential analysis allowed for an
examination of the students’ activities during the programming
process, revealing distinct patterns of behavior reflective of the
two learning paradigms. In terms of frequency, PbL students
exhibited a strong engagement with feedback, a high incidence of
question-asking, and a notable effort to understand Python code.
This pattern aligns with the adaptability of ChatGPT, which
enables individuals to pursue self-directed learning, surpassing
the boundaries of traditional educational settings (Gayed et al.
2022). The PbL approach appears to cultivate a reflective and
inquisitive mindset, echoing the findings of Yilmaz and Kar-
aoglan Yilmaz (2023a), who found that PbL enhances self-
regulated learning. On the other hand, UL students demonstrated
a greater frequency of applying Python coding, which suggests a
more hands-on, exploratory approach. But the fact that UL stu-
dents copy and change code from ChatGPT so often might mean
that they are too dependent on outside help, which could stop
them from developing deep problem-solving skills (Krupp et al.
2023). The sequence analysis further differentiates the learning
behaviors between PbL and UL. PbL students displayed sequences
that suggest an iterative process of coding and debugging, which
is indicative of a deeper engagement with the material (Sun et al.
2024c). In contrast, UL students’ sequences reveal a pattern of
seeking immediate solutions through copying and adjusting
codes, which might reflect a more surface-level engagement with
the task at hand (Mayer 2004).

Secondly, the ENA findings suggest that the PbL approach
fosters deeper cognitive engagement, as evidenced by the stronger
connections between mid-level questioning and correct feedback
from ChatGPT. This aligns with the constructivist theories, which
posit that learners benefit from engaging in tasks that require
them to apply and extend their existing knowledge and skills. The
PbL method, with its emphasis on problem-solving, appears to
support this type of cognitive development (Ekin 2023; McTear
et al. 2023). The stronger connections in the UL group’s surface-
level interactions, shown by the SKI-CFC link, often lead to
cognitive processing at the surface level. In contrast, our study
demonstrates that PbL environments promote an interaction
dynamic that encourages learners to engage in more meaningful
and complex discourse with ChatGPT, thereby potentially
enhancing their understanding and retention of the material. The
subtracted network and the significant differences found in the
comparative analysis show that the PbL and UL groups com-
municate in very different ways. This finding is consistent with
the work of Sun et al. (2022), who found that the structure of
learning activities significantly influences the quality of student
interactions with learning technologies. Moreover, the enhanced
interconnections between mid-level knowledge indicators in the
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Fig. 6 Ranking of students' preferred prompts of ChatGPT. The Y-axis
represents the different prompts provided for students, and the X-axis
represents the percentage of students who chose the corresponding
prompt.

PbL group suggest that this approach facilitates a more integrated
understanding of concepts, as learners are more frequently con-
necting different levels of knowledge. This observation supports
the assertion by Shaffer et al. (2016) that the structure of
knowledge connections within a learning environment can
impact the depth of student understanding and learning
outcomes.

Thirdly, PbL learners reported a more favorable perception of
ChatGPT across all measured constructs, which posits that users’
continued intention to use technology is influenced by their
expectations, perceived performance, and satisfaction. The
structured prompts in PbL likely helped to align learners’
expectations with the actual performance of ChatGPT, leading to
higher satisfaction and a more positive attitude. Perceived use-
fulness and ease of use are critical factors in the acceptance and
adoption of new technologies (Davis 1989). The PbL approach,
with its structured prompts, seems to have provided a scaffold
that enhanced the learners’ understanding and efficiency in using
ChatGPT. This scaffolding aligns with McTear et al. (2023), who
found that learners can achieve higher levels of understanding
with the support of more knowledgeable others or tools. More-
over, the preference for prompts that encourage structured out-
puts and the use of delimiters indicate that learners value clarity
and organization in the learning process, emphasizing the
importance of a coherent presentation of information in enhan-
cing comprehension and learning. The appreciation for prompts
that encourage thoughtful problem-solving by the model suggests
that learners are seeking not just answers but also understanding
of the underlying logic, where learning is an active, constructive
process.

In conclusion, our study suggests that the effectiveness of Al
tools like ChatGPT in educational settings is significantly influ-
enced by the pedagogical context in which they are employed.
The PbL approach appears to amplify the benefits of ChatGPT by
aligning with constructivist principles and fostering positive
attitudes towards the use of ChatGPT in learning. These findings
have implications for the design of educational interventions and
the integration of ChatGPT in the classroom, emphasizing the
need for a pedagogically sound approach to maximize the
potential of these advanced technologies.

Implications

Considering the research findings, this study proposes pedago-
gical implications intended to guide educators in the effective
integration of Al tools like ChatGPT into their teaching practices,
especially in the context of programming education. To begin
with, educators are advised to integrate structured prompts into
their pedagogical strategies when employing these advanced tools
to enhance learning outcomes. Structured prompts are instru-
mental in guiding students through the learning process,

prompting them to actively engage with the material, which is
critical for deeper comprehension and retention (Yilmaz and
Karaoglan Yilmaz 2023a). The design of these tasks should be
such that they necessitate student interaction with feedback,
incentivize question-asking, and encourage reflective thinking
about their understanding (Babe et al. 2023). Moreover, the act of
asking questions is a fundamental component of the learning
process, as it drives learners to seek clarification and deepen their
understanding (McTear et al. 2023). The integration of structured
prompts into the use of Al tools in programming education is a
pedagogical strategy that can lead to more meaningful learning
experiences. For example, instructors have the potential to deepen
students’ comprehension of the material through the provision of
comprehensive explanations and examples that demonstrate the
use of ChatGPT in programming. In the realm of AI technology,
a “prompt” sets the stage for a task or discourse that the language
model endeavors to complete. The crafting of a suitable prompt
takes on critical importance, as the model aims to produce text
that fits seamlessly with the context defined by the initial prompt,
aligning with the findings of Liu et al. (2023).

In addition, since the cultivation of problem-solving skills is a
cornerstone of effective programming education, instructors
should share their way of utilizing feedback from ChatGPT. To
leverage ChatGPT’s feedback effectively in programming educa-
tion, instructors should guide students on how to interpret the
feedback critically and integrate the feedback into their work
effectively. This could involve understanding the suggestions
provided, identifying the root causes of issues, recognizing pat-
terns in the feedback that could indicate deeper conceptual
misunderstandings (Gayed et al. 2022), and not just making
direct changes but understanding why those changes are neces-
sary. Instructors can also model this process by working through
examples and demonstrating how to use feedback to refine and
improve code. Additionally, students should be encouraged to
reflect on the feedback they receive and consider its application to
the problem they are attempting to solve. Prompts can facilitate
reflection by asking students to summarize what they learned
from the feedback and how they might apply this learning to
similar problems in the future (Gayed et al. 2022).

Moreover, instructors also need to actively discourage negative
practices such as code copying without any further consideration.
While this may offer short-term convenience, as Krupp et al.
(2023) suggest, it hinders the development of vital problem-
solving skills and a deep understanding of programming. Such
practices lead to a superficial engagement with the material,
where students may complete tasks without truly grasping the
principles or being able to apply knowledge in new contexts. By
focusing on these aspects, instructors can foster a learning
environment where feedback from ChatGPT is not just a tool for
answers but a catalyst for developing robust programming
expertise and problem-solving acumen.

Conclusion, limitations, and future directions

ChatGPT, an advanced Al language model, has demonstrated its
ability to support computer programming tasks by offering gui-
dance, responding to queries, and producing code snippets; har-
nessing the power of prompting is a technique that can guide the
discourse with such a large language model, driving it to disclose
pertinent information. Our quasi-experimental study assesses the
impact of prompt-driven interaction on college students’ pro-
gramming behaviors, the quality of their interactions, and their
perceptions towards ChatGPT. The study juxtaposes the outcomes
of a prompt-based learning approach against those of a control
group engaging in unprompted learning scenarios. The findings
underscore the significant role that prompt structuring plays in
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the domain of programming education. Nevertheless, the study’s
scope presents certain limitations that warrant consideration.
Firstly, the generalizability of the results is potentially constrained
by the singular prompt version employed; subsequent research
should endeavor to validate these findings across a diverse array of
prompt variations, and explore the use of structured prompts to
provide students with clear guidance when engaging with Chatbot.
Secondly, the pivotal role of instructional design in the pro-
gramming learning trajectory suggests that further research should
investigate the integration of prompt-based methodologies at
various instructional stages. In particular, future studies may
explore the effectiveness of using prompt-based methods to
encourage students to think about what they have learned, con-
sidering the feedback they receive and how it can be uptake and
applied to problem-solving. We will also examine how such
prompts can help develop critical thinking skills in students. By
investigating these issues, we may be able to fine-tune the use of
Chatbot in programming education and support better learning
outcomes among students. Lastly, the six-week duration of the
study highlights the necessity for more extensive longitudinal
research to better understand student perceptions of prompt uti-
lization over extended periods. Such research would offer a more
comprehensive view of the long-term effects of prompts on
learning outcomes in programming education.

The present study’s findings suggest that the integration of
structured prompts within programming instruction can improve
the learning experience when interacting with ChatGPT. While
acknowledging the limitations encountered in this research, it is
imperative to pursue further academic investigation to expand
upon these initial findings and fully ascertain the capabilities of
Al language models in optimizing programming education.
Consequently, it can be reasonably posited that the utilization of
tailored prompts in ChatGPT may serve as a potent pedagogical
instrument, benefiting educators and learners by enhancing the
instructional experience in the realm of computer programming.

Data availability
Data will be made available on reasonable request.
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