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Corrections & amendments 

Author Correction: Probing the limitations of multimodal 
language models for chemistry and materials research

Nawaf Alampara    , Mara Schilling-Wilhelmi    , Martiño Ríos-García    , 
Indrajeet Mandal    , Pranav Khetarpal    , Hargun Singh Grover, 
N. M. Anoop Krishnan     & Kevin Maik Jablonka    

In the version of the article initially published, the colours in the Fig. 3a key were reversed and 
have now been corrected in the HTML and PDF versions of the article, as seen in Fig. 1.
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Fig. 1 | Original and corrected Fig. 3a.
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