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Abstract

Background Large language model (LLM) offer promise in addressing layperson queries
related to cardiovascular disease (CVD) prevention.However, the accuracy andconsistency
of information provided by current general LLMs remain unclear.
Methods We evaluated capabilities of BARD (Google’s bidirectional language model for
semantic understanding), ChatGPT-3.5, ChatGPT-4.0 (OpenAI’s conversational models for
generating human-like text) and ERNIE (Baidu’s knowledge-enhanced language model for
context understanding) in addressing CVD prevention queries in English and Chinese. 75
CVDprevention questionswere posed to each LLM. Theprimary outcomewas the accuracy
of responses (rated as appropriate, borderline, inappropriate).
Results For English prompts, the chatbots’ appropriate ratings are as follows: BARD at
88.0%, ChatGPT-3.5 at 92.0%, and ChatGPT-4.0 at 97.3%. All models demonstrate
temporal improvement in initially suboptimal responses, with BARD and ChatGPT-3.5 each
improvingby67%(6/9and4/6), andChatGPT-4.0 achievinga100%(2/2) improvement rate.
Both BARD and ChatGPT-4.0 outperform ChatGPT-3.5 in recognizing the correctness of
their responses. For Chinese prompts, the “appropriate” ratings are: ERNIE at 84.0%,
ChatGPT-3.5 at 88.0%, andChatGPT-4.0 at 85.3%.However, ERNIEoutperformChatGPT-
3.5 and ChatGPT-4.0 in temporal improvement and self-awareness of correctness.
Conclusions For CVD prevention queries in English, ChatGPT-4.0 outperforms other LLMs
in generating appropriate responses, temporal improvement, and self-awareness. The
LLMs’ performance drops slightly for Chinese queries, reflecting potential language bias in
these LLMs. Given growing availability and accessibility of LLM chatbots, regular and
rigorous evaluations are essential to thoroughly assess the quality and limitations of the
medical information they provide across widely spoken languages.

Large language models (LLMs) consist of a neural network with typically
billions of parameters, trained on large quantities of available text including
those relevant to health care1–4.With the rapid development of LLMs, along
with mass scale of data available for training, it is now possible for LLM to

provide relatively appropriate answers and responding in a human-like
manner when prompted with health-related queries5–7. LLMChatbots such
as BARD (Google’s bidirectional language model for semantic under-
standing) (https://bard.google.com/), ERNIE (Baidu’s knowledge-enhanced
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Plain Language Summary

Recently therehasbeenan increase in theuse
of large language model (LLM) chatbots by
patients seeking medical information.
However, the accuracy of information
provided by LLMs across different languages
remain unclear. This study aimed to evaluate
the performance of popular LLM chatbots,
such as BARD, ChatGPT-3.5, ChatGPT-4.0,
and ERNIE, in answering cardiovascular dis-
easepreventionquestions inbothEnglishand
Chinese. We tested these models with 75
questions each, focusing on the accuracy of
their responses and their ability to improve
over time. The results showed that ChatGPT-
4 provided the most accurate answers in
English and demonstrated the best improve-
ment over time. In Chinese, ERNIE performed
better in improving its responses over time.
This research highlights the need for ongoing
evaluations to ensure the spread of reliable
health information by LLMs across diverse
languages.
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language model for context understanding) (https://wenxin.baidu.com/
ernie3), and ChatGPT (OpenAI’s conversational language models for
generating human-like text) (https://chat.openai.com/chat) are now readily
accessible by public users8. In a time where the internet is becoming a go-to
source for healthcare information9, these widely available and human-like
LLM chatbots are set to serve as a resource for a broad range of individuals
and communities. However, it remains uncertain how consistently these
chatbots provide accurate and evidence-based information.

Cardiovascular disease (CVD) prevention is a topic with extensive
evidence-based information.Given the expansive burdenofCVDglobally10,
LLMchatbots could assist in reducing associated inequities throughbroader
access to high-quality health information on CVD prevention11,12. Early
exploratory analyses showed that ChatGPT-3.5 is able to address CVD
prevention queries with an appropriateness level of up to 88%6,8. Beyond
ChatGPT-3.5, the relative performances of other commonLLMChatbots in
this context have yet been evaluated13–19.

As LLMs undergo refinement through user interactions and feedback,
updated data, and underlying algorithm updates, they could improve over
time. Additionally, LLM has the ability to mitigate hallucinations and false
claims through self-checking20. Therefore, in addition to assessing how
different LLM chatbots compare to each other in terms of appropriately
answer queries, it is also important to gauge their potential ability to identify
and rectify initial inappropriate responses through self-checking and to
evaluate the temporal improvementof thesemodels.Overall, understanding
the extent to which some LLM chatbots are able to deliver reliable medical
information while minimizing the spread of medical misinformation
requires robust evaluation.

In this study, we conduct a rigorous evaluation of widely accessible
LLM chatbots, assessing their accuracy, temporal improvement, and self-
checking capabilities in responding to CVD prevention queries in two
predominant languages - English and Chinese. The results indicate that
ChatGPT-4 delivers the most accurate answers in English and exhibits the
greatest improvement over time, while ERNIE shows better performance in
enhancing its responses in Chinese.

Method
Large language models and Chatbots
To ensure a comprehensive evaluation that includes common and popular
LLM-chatbots, we included four LLMChatbots in our study: (1) ChatGPT-
3.5 by OpenAI; (2) ChatGPT-4.0 by OpenAI; (3) BARD by Google; and (4)
ERNIEbyBaidu.The evaluationofEnglishprompts, involvedChatGPT3.5,
ChatGPT 4, and BARD; for Chinese prompts, the evaluation involved
ChatGPT 3.5, ChatGPT 4, and ERNIE (Supplementary Table S1).We used
the models with their default configurations and temperature settings
(temperature of 0.7 for ChatGPT-3.5 and -4.0; 0.5 for BARD; and 0.8 for
ERNIE).We did not make any adjustments to these parameters during our
analysis. This study does not include human or animal subjects, and so the
need for ethical review was waived.

Question generation and chatbot response evaluation
The American College of Cardiology and American Heart Association
provide guidelines and recommendations forCVDpreventionss6,21,22. These
guidelines encompass information on risk factors, diagnostic tests, and
treatment options, as well as patient education and self-management stra-
tegies. Drawing from key topics within these guidelines, we involved 2
experienced attending-level cardiologists (YWC, HWJ) to generate ques-
tions related to CVD prevention, framing them similarly to how patients
would inquire with physicians to ensure relevance and comprehensibility
from a patient’s perspective (Supplementary Table S2). This patient-
centered and guideline-based approach yielded a final set of 300 questions
covering domains such as biomarker, medication information, dyslipide-
mia, hypertension, diet counseling, diabetes mellitus and/or chronic kidney
disease, secondary prevention, prevention strategy, inflammation, exercise
counseling, obesity, and tobacco treatment. We then translated these
questions into Chinese, ensuring the appropriate use of conventional units

(e.g., mg/dL) and international units (e.g., mmol/L) in the English and
Chinese versions respectively

Figure 1 depicts the comprehensive study design employed in our
research. To enhance the reliability and minimize bias, a random sampling
approach was implemented. Our target sample size was determined to be
225 (75 per chatbot), aiming for a 90% power to detect an effect size of 5%
within a general linear model framework. Consequently, we randomly
selected 75 questions from the original pool of 300 questions (Supple-
mentary Table S3). Between the dates of 24th April and 9th May, separate
query sessions were conducted for ChatGPT-3.5 (both English andChinese
versions), ChatGPT-4.0 (both English and Chinese versions), BARD
(English only), and ERNIE (Chinese only). Each chatbot was utilized to
respond to 75 prompts, with each prompt being posed once on the interface
during the respective query session (Supplementary Fig. S1). This process
yielded a total of 75 responses per chatbot.Hence, the final sample consisted
of 75:75:75 responses generated by the three LLM-Chatbots, for both the
English and Chinese sections of the study. The responses were indepen-
dently evaluated by two panels of cardiologists from Singapore and China,
eachpanel comprising cardiologistswith aminimumoffiveyears ofpractice
in cardiology. One panel assessed the English responses, and the other
evaluated the Chinese responses, ensuring proficiency in the respective
languages.

Blinding and randomly ordered assessment
To ensure the graders were unable to distinguish the origin of the response
among different LLM Chatbots, we manually concealed any chatbot-
specific features. These features includedphrases such as “I amnot a doctor”
byGPT-4,which could indicate the use of a specificmodel. (Supplementary
Table S4). As shown in Fig. 1, the evaluationwas conducted in a blinded and
randomly ordered manner. Specifically, the responses from three chatbots
were randomly shuffled within the question set. The responses from three
chatbots were randomly assigned to 3 rounds, in a 1:1:1 ratio, for blinded
assessment by three cardiologists, with a 48-hour wash-out interval in
between rounds so as to mitigate recency bias.

Accuracy evaluation
The primary outcome in this study was the performance in responding to
primary CVD prevention questions. Specifically, we used a two-step
approach to evaluate the responses. In the first step, the panel of three
cardiologists (CHS, JY, AHD for English; ZN, GMQ, LFH for Chinese),
reviewed all LLMChatbot generated responses and graded the responses as:
“appropriate”, “borderline” or “inappropriate”, in relation to expert con-
sensus and guidelines21–23. Specifically, the response was graded as appro-
priate when there were no inaccuracies; borderline when there were
potential factual inaccuracies but still unlikely tomislead the average patient
or cause harm; and inappropriate when the response consisted of unac-
ceptable inaccuracies thatwould likelymislead the averagepatient and cause
harm. In the second step, we utilized a majority consensus approach,
wherein the final rating for each chatbot response was based on the most
common rating graded amongst the three graders. In scenarios where
majority consensus couldnot be achieved among the threegraders (i.e., each
grader provided a different rating), we additionally sought adjudication
from a senior cardiologist (STL) to finalize the rating.

Evaluations of temporal improvement and self-checking
capabilities
The secondary outcomes involved the evaluation of temporal improvement
and self-checking capabilities of the LLM Chatbots. Therefore, we targeted
prompts that initially yielded suboptimal responses to create a controlled
environment conducive to evaluating the self-awareness capabilities of the
LLMs in identifying and rectifying errors, which also helps establish a
baseline of common issues and errors. Specifically, to evaluate temporal
improvements, we implemented an experimental process that allowed
responses initially deemed as “borderline” or “inappropriate” to be given a
subsequent opportunity for refinement (2 months after original baseline
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response). These regenerated responses then underwent another round of
expert evaluation. To evaluate the LLMs self-checking capabilities, we fur-
therprompted the chatbotswith “please check if the above answer is correct”
to discern whether the chatbots could self-check for correctness or further
improve the quality of their original incorrect response, when prompted.

Statistics and reproducibility
Data were presented as mean (SD), and n (%) as appropriate. Kruskal-
Wallis Rank Sum Test andMann–Whitney U test (for pairwise) were used
to compare the differences in sum score of responses across the three LLM-
Chatbots. To compare the proportions of ‘appropriate,’ ‘borderline,’ and
‘inappropriate’ ratings across the LLM Chatbots, a two-tailed Pearson’s χ2
test was conducted. All analyses were performed using R version 4.2.1 (R
Foundation for Statistical Computing). A two-sided P value of <0.05 was
considered statistically significant.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Results
Responses from LLM-Chatbots
Table 1 displays the length of the LLM-Chatbots’ responses to the
75 selected CVD prevention queries. The mean (standard deviation, [SD])
of the word count of English response was 209.08 (70.82) for Google Bard,
165.01 (55.60) for ChatGPT-3.5, and 213.28 (83.67) for ChatGPT-4.0. The

mean (SD) word count of Chinese response was 299.68 (119.10) for Baidu
ERNIE, 320.44 (100.54) for ChatGPT-3.5, and 405.73 (134.86) for
ChatGPT-4.0.

Performance of LLM-Chatbots
Table 2 displays the performance of different LLM-Chatbots. LLM-chatbot
performed generally better with English prompts than with Chinese
prompts (Pearson’s chi-squared test, P = 0.022). Specifically, for English
prompts, BARD (sum score of 5.40), ChatGPT-3.5 (score of 5.45), and
ChatGPT-4.0 (score 5.65)demonstrated similar sumscore (Pvalues ranging
from P = 0.057 to P = 0.74). When comparing proportions of ‘appropriate’
rating, ChatGPT-4.0 had 97.3% of ‘appropriate’ rating, compared to 92% in
ChatGPT-3.5 (Pearson’s chi-squared test,P = 0.24) and88% inGoogle Bard
(Pearson’s chi-squared test, P = 0.021). For Chinese prompts, ChatGPT3.5
had a higher sum score (5.25), followed by ChatGPT-4.0 (5.07), and Ernie
(4.99). However, the differences were not statistically significant (P-values
ranging from P = 0.34 to P = 0.78) Similarly, ChatGPT-3.5 had higher
proportion of ‘appropriate rating’ for Chinese prompts (88.0%), compared
to ChatGPT-4.0 (85.3%) and ERNIE (84.0%), but the differences were not
statistically significant (P values ranging from P = 0.71 to P = 0.96).

Performance across CVD prevention domains
Figure 2 illustrated the “appropriate” ratings across different CVD pre-
vention domains. Remarkably, ChatGPT-4.0 consistently performedwell in
most domains, with a 100% “appropriate” rating in “dyslipidemia”, “life-
style”, “biomarker and inflammation”, and “DM and CKD” domains

Fig. 1 | Study design. Sample strategy, preprocess,
randomly-ordered assessment by blinded cardiolo-
gist. 75 questions were randomly selected from the
original pool of 300 questions. Each chatbot was
utilized to respond to 75 prompts, with each prompt
being posed once on the interface during the
respective query session. The evaluation was con-
ducted in a blinded and randomly ordered manner.
Specifically, the responses from three chatbots were
randomly shuffled within the question set. The
responses from three chatbots were randomly
assigned to 3 rounds, in a 1:1:1 ratio, for blinded
assessment by three cardiologists, with a 48-hour
wash-out interval in between rounds so as to miti-
gate recency bias.
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(Supplementary Table S5). However, BARD showed suboptimal perfor-
mance compared to ChatGPT4.0 and ChatGPT-3.5, particularly in the
“lifestyle” domain, where ChatGPT-4.0 and ChatGPT-3.5 achieved 100%
“appropriate” ratings compared to 73.3% for BARD (P = 0.012).

Figure 3 showed results for Chinese prompts. All three LLM-Chatbots
performed well in the “lifestyle” domain, with 100% “appropriate” ratings
(Supplementary Table S6). However, variations in performance were
observed across other domains. ChatGP-4.0 and ChatGPT-3.5 performed
better in “biomarker and inflammation” and “prevention strategy”
domains, whereas ERNIE performed better in “DM and CKD” and “pre-
vention strategy” domains.

Progressive improvement and self-checking ability
Table 3 highlights the progressive improvement of LLM-Chatbots over 2
months and their ability to self-check when prompted. Overall, all LLM-
Chatbots exhibited substantial improvements in rectifying initial sub-
optimal responses with their updated iterations. ChatGPT-3.5 improved
66.7%of its suboptimal responses (4out of 6),ChatGPT-4.0 improved100%
(2 out of 2), andGoogle Bard improved 66.7% (6 out of 9).When prompted
with “please check if the above answer is correct”, ChatGPT-4.0 identified
the correctness of 100%of its answers (2 out of 2), BARD identified 77.8% (7
out of 9), and ChatGPT-3.5 identified 16.7% (1 out of 6). For Chinese
prompts, ERNIE improved 91.6% (11 out of 12), ChatGPT-4.0 improved
54.5% (6 out of 11), and ChatGPT-3.5 improved 22.2% (2 out of 9) of their
initial suboptimal responses. When prompted to check their own answer,
ERNIE identified the correctness of 91.6% of its answers (11 out of 12),
ChatGPT-4.0 identified 45.4% (5 out of 6), and ChatGPT-3.5 identified
11.1%(1 out of 9).

Discussion
Our study showcases a head-to-head comparison of LLM-chatbot perfor-
mance in addressing CVD prevention questions using 2 predominant
languages – English and Chinese. Notably, LLM-chatbots exhibited sig-
nificant disparities in performance across languages, performing generally

better with English prompts than with Chinese prompts. ChatGPT-4.0
outperformedChatGPT-3.5 andBard for English promptswhileChatGPT-
3.5 outperformed ChatGPT-4.0 and ERNIE for Chinese prompts. When
evaluating for temporal improvement and self-checking capabilities,
ChatGPT-4.0 and ERNIE exhibited substantial improvements in rectifying
initial suboptimal responses with their updated iterations for English and
Chinese prompts, respectively. Our study findings highlight the promising
capabilities of LLM-Chatbots in addressing inquiries related to CVD pre-
vention and its potential for future advancements in this field.

This study has important implications for CVD prevention. Indivi-
duals with health concerns have become increasingly engaged consumers of
publicly available health information24 – beginning with the advent of the
digital age and, then, even more so during the recent growth in telehealth
care programs and augmentation of internet search functions25. The tra-
ditional model of patients seeking and gaining information from their
primary care providers has been shown historically to enhance knowledge
and understanding of cardiovascular risk factors, healthy behaviors, and
preventive measures related to cardiovascular health26. However, the sole
reliance on primary care practitioners to improve population’s cardiovas-
cular literacy poses inherent limitations such as geographical and resource
disparities and time constraints27–29, especially when considering the poor
access to health care in underserved population30. LLM-Chatbots offer
promising potential in delivering accurate knowledge and information to
bridge these gaps. In this regard, our study provides valuable evidence
regarding the utility of appropriate LLM-Chatbots in promoting health
literacy in terms of CVD prevention.

Moreover, in the context of responding to CVD prevention queries,
this study represents the first investigation comparing the performance of
chatbots when prompted with Chinese17–19, a language used by ~20% of the
global population. Baidu’s ERNIE, tailored for Chinese linguistic nuances31,
displayed inherent strengthswhen compared toChatGPT3.5 andChatGPT
4 in distinct CVD prevention areas. Notably, ChatGPT often misidentified
specific drug brand names in Chinese, mistakenly linking ‘诺欣妥’
(nuoxintuo, the Chinese moniker for sacubitril-valsartan) to unrelated

Table 2 | Performance of LLM-Chatbots in addressing questions with english prompts

English Prompts BARD ChatGPT 3.5 ChatGPT 4 PBARD vs. 3.5 PBARD vs. 4 P3.5 vs. 4

Sum Score, mean (SD)a 5.40 (0.93) 5.45 (1.06) 5.65 (0.67) 0.74 0.057 0.16

Appropriate, n% 66 (88.0) 69 (92.0) 73 (97.3) 0.33 0.021 0.24

Borderline, n % 9 (12.0) 5 (6.7) 1 (1.3)

Inappropriate, n % 0 (0.0) 1 (1.3) 1 (1.3)

Chinese Prompts ERNIE ChatGPT 3.5 ChatGPT 4 PERNIE vs. 3.5 PERNIE vs. 4 P3.5 vs. 4

Sum Score, mean (SD)a 4.99 (1.85) 5.25 (1.62) 5.07 (1.74) 0.34 0.78 0.49

Appropriate, n% 63 (84.0) 66 (88.0) 64 (85.3) 0.71 0.96 0.85

Borderline, n % 3 (4.0) 3 (4.0) 3 (4.0)

Inappropriate, n % 9 (12.0) 6 (8.0) 8 (10.7)
aFor gradings from three cardiologists, “Appropriate”was assignedwith score 2, “Borderline”was assignedwith score 1, and “Inappropriate”was assignedwith score 0. The p-values in the table represent
the following comparisons: PBARD vs. 3.5: Comparison betweenGoogle Bard andChatGPT-3.5. PBARD vs. 4: Comparison betweenGoogleBard andChatGPT-4. P3.5 vs. 4: Comparison betweenChatGPT-3.5
and ChatGPT-4.
SD standard deviation.

Table 1 | Overview of response length from LLM-Chatbots to cardiovascular disease prevention queries

English Response Length BARD ChatGPT 3.5 ChatGPT 4 PBARD vs. 3.5 PBARD vs. 4 P3.5 vs. 4 PANOVA

Words, mean (SD) 209.08 (70.82) 165.01 (55.60) 213.28 (83.67) <0.001 0.74 <0.001 <0.001

Chinese Response Length ERNIE ChatGPT 3.5 ChatGPT 4 PERNIE vs. 3.5 PERNIE vs. 4 P3.5 vs. 4 PANOVA

Words, mean (SD) 299.68 (119.10) 320.44 (100.54) 405.73 (134.86) 0.25 <0.001 <0.001 <0.001

The p-values in the table represent the following comparisons: PBARD vs. 3.5: Comparison betweenGoogle Bard and ChatGPT-3.5. PBARD vs. 4: Comparison betweenGoogle Bard and ChatGPT-4. P3.5 vs. 4:
Comparison between ChatGPT-3.5 and ChatGPT-4. PANOVA: P-value from the ANOVA test comparing all three models (Google Bard, ChatGPT-3.5, and ChatGPT-4).
SD standard deviation.
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Fig. 2 | Responses graded “Appropriate” across
subject matter domains of cardiovascular pre-
vention using English prompts. This spider plot
showed large language model (LLM) with English
prompts. Points indicate the percentage of responses
from the respective LLM that were graded as
appropriate. Lines indicate the performance of dif-
ferent LLMs,with each color representing a different
model. Dotted lines indicate reference points at 0%,
50%, and 100%. Gray lines to the center indicate that
points on these lines are for the same LLM. DM
diabetes mellitus, CKD chronic kidney disease.

Fig. 3 | Responses graded “Appropriate” across
subject matter domains of cardiovascular pre-
vention using Chinese prompts. This spider plot
showed large language model (LLM) with Chinese
prompts. Points indicate the percentage of responses
from the respective LLM that were graded as
appropriate. Lines indicate the performance of dif-
ferent LLMs,with each color representing a different
model. Dotted lines indicate reference points at 0%,
50%, and 100%. Gray lines to the center indicate that
points on these lines are for the same LLM. DM
diabetes mellitus, CKD chronic kidney disease.
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drugs like Norspan and Norinyl. This suggests a possible over-reliance on
transliteration techniques for Chinese drug names. Although ERNIE
excelled at drug name recognition, its overall competency across domains
still fell short in comparison toChatGPTs forChinesequeries.WhileERNIE
was developed with the goal of improving access to health information32,
especially in Chinese speaking regions, our findings however indicate that it
did not surpass ChatGPT in performance. These findings may suggest that
current language specific LLM may not be as well and broadly trained as
generic LLM such asChatGPT. The performance disparities observed likely
stem from the quality and availability of training datasets. This distinction is
particularly evident when juxtaposing English and Chinese LLM cap-
abilities, given the varying quality of guideline-based CVD prevention
resources across the languages. Despite the initial postulation, our findings
are noteworthy in revealing that Chinese-specific LLMperformed inferiorly
compared to generic LLMs like ChatGPT-4.0. This disparity may suggest
that despite being tailored to the Chinese language, the current Chinese-
specific LLMs may not have been trained as broadly as the generic, English
dominant LLMs33. In addition, our findings demonstrated variability in
response lengths acrossdifferentLLMs.While longer responsesmay suggest
a more comprehensive understanding of the query topic, this increased
verbosity did not consistently lead to higher accuracy rates. For instance,
among Chinese responses, a mean response length of 299 words was
associated with an accuracy of 84%, while a length of 405 words corre-
sponded to a just slightly higher accuracy of 85.3%.Nevertheless, the impact
of response length on perceived accuracy warrants further evaluation.

Our assessment covered both the chatbots’ initial factual accuracy and
their adeptness at refining suboptimal responses over time. Recent updates
to ChatGPT 3.5, ChatGPT 4, and BARD have shown marked improve-
ments, transitioning their responses from “inappropriate”or “borderline” to
“appropriate” ones. Our findings were consistent with Johnson et. al.
paper34, which reported a significant improvement in accuracy scores over a
2-week period between evaluations. Collectively, these exemplify the rapidly
advancing nature of LLMs and its boundless potential moving forward.
Additionally, we further examined the chatbots’ self-awareness of correct-
ness by instructing them to review their own responses. Interestingly,
ChatGPT 3.5, even in its updated form, identified the correctness of only 1
out of 6 of its own responses. This indicates that, even when explicitly
prompted, LLM-Chatbots might continue to relay inaccurate information.
Moreover, the gaps in ability to improve over time are related not only to
availability and quality of training data but in the availability and quality of
the continued interaction and feedback data. Thus, it is likely that the LLM

chatbots that will demonstrate substantial improvements in performance
over time are those that garner the most attention to ongoing technical
improvement but also the most attention in terms of user feedback. Such
that we will likely see not only improvement in LLM chatbot performance
over time but also increasing gap between high performers and low per-
formers. This will obligate ongoing continuation of comparison studies of
this type to understand themagnitude, nature, and temporal trends in these
gaps. Regarding Chinese prompts, ERNIE displayed significant improve-
ments in refining suboptimal responses, effectively addressing 11 out of 12
cases. Furthermore, ERNIE demonstrated a significant capability to self-
aware correctness, accurately assessing the accuracy of its responses in 11
out of 12 cases. Considering the notable evolutions of LLMs, it should be
noted that ChatGPT has undergone a series of more than ten updates35,
whereas Baidu ERNIE has also undergone substantial and pivotal updates36.
In light of this, the observed disparities of LLMs’ temporal improvements
should be plausibly attributed to divergent magnitudes and velocities
characterizing the updates received by each model. Capitalizing on the
promising ability of chatbots to self-check accuracy may entail user
adjustments in interaction patterns or enhancements in the chatbot’s built-
in algorithm checks37,38, especially concerning medical queries.

In the process of conducting our study, several noteworthy strengths
emerged thatwebelieve contribute significantly to the value and reliabilityof
our findings. First, where many studies focused primarily on ChatGPT3.5,
we expanded our scope to include ChatGPT-3.5, ChatGPT-4.0, Google
Bard, and Baidu ERNIE (Chinese). This comprehensive approach provides
a broader understanding of chatbot capabilities in CVD-related patient
interactions. Second, our study involved systematic masking, randomiza-
tion, and a wash-out period between grading sets. Each assessment was
meticulously conducted by three seasoned cardiologists, with a consensus
approach guiding the establishment of the ground truth. These measures
ensured our study’s robustness. Third, with our team’s multilingual
expertise, we could compare chatbot performance in both English and
Chinese, offering a unique angle on AI-driven medical communications
across major languages. Additionally, beyond assessing a chatbot’s factual
accuracy, we scrutinized its response evolution and introduced a procedure
to prompt self-assessment, highlighting potential avenues for improving AI
responses in medical contexts. There are also limitations that may merit
further consideration. First, although we generated the questions with a
guideline-based approach, they only represent a small part of questions in
terms ofCVDprevention. Thoughwe compared the responses offive LLMs
under consistent conditions to ensure the impact of stochasticity was con-
sistent across the selected LLMs, the impact of stochastic responsesmay not
be eliminated completely. Thus, the generalizability of our findings to the
entire spectrum of CVD prevention questions may be limited. Second,
though we tested models’ temporal improvements, most responses were
generated using chatbots between 24th April and 9th May 2023. As the
LLM-Chatbots evolve at a unprecedent speed, more continuous research is
needed to accommodate updated LLM iterations and other emerging LLMs
such as Meta’s LLaMA and Anthropic’s Claude. Third, to reduce the bias
from language proficiency, English part and Chinese part were assessed by
independent panel of cardiologists, leading to varying guideline inter-
pretations in respective regions. For example, Entresto was approved for
treatment of hypertension in China and Japan but not in United States and
Singapore. Thus, the any direct comparisons between performances of the
chatbots in response to English and Chinese prompts should be interpreted
with caution. Fourth, our findings indicate comparable performances
between the chatbots, suggesting a smaller effect size than anticipated. This
implies that our initial effect size estimation during the study design phase,
set at 0.05, might have been optimistic, resulting in a potential under-
estimation of the ideal sample size.

In conclusion, ChatGPT-4.0 excels in responding to English-language
queries related to CVD prevention, with a high accuracy rate of 97.3%. In
contrast, all LLM Chatbots demonstrated moderate performance for
Chinese-language queries, with accuracy rates ranging from 84% to 88%.
Considering the increasing accessibility of LLM Chatbots, they offer

Table 3 | Performance of LLM-Chatbots in refining suboptimal
responses with updated model iterations (English)

English Prompts BARD ChatGPT 3.5 ChatGPT 4

Number of Suboptimal
Responses, n

9 6 2

Temporal Improvement,
n (%)a

6 (66.7) 4 (66.7) 2 (100)

Self-check, n (%)b 7 (77.8) 1 (16.7) 2 (100)

Chinese Prompts ERNIE ChatGPT 3.5 ChatGPT 4

Number of Suboptimal
Responses, n

12 9 11

Temporal Improvement,
n (%)a

11 (91.6) 2 (22.2) 6 (54.5)

Self-check, n (%)b 11 (91.6) 1 (11.1) 5 (45.4)
aTo evaluate themodels’ temporal improvement over the studyperiod, suboptimal responseswhich
included “borderline” and “inappropriate” responseswere updated using the latest iteration of LLM
(26th June and 10th July), with new responses assessed by the cardiologist graders.
bTo test the performance of self-check, “please check if above answer is correct”was entered as a
follow-up prompt. Successful self-checkwas defined as either recognizingwhether the response is
correct or additionally providing an appropriate response.
LLM large language model, SD standard deviation
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promising avenues for enhancing health literacy, particularly among
underserved communities. Continuous comparative evaluations assess-
ments are crucial to delve deeper into the quality and limitations of the
medical information disseminated by these chatbots across common
languages.

Data availability
Source data for Figs. 2 and 3 can be found in Supplementary Table S5 and
Supplementary Table S6, respectively. All data are available from the cor-
responding author (or other sources, as applicable) on reasonable request.
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