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rhyming Tang poetry A Xunzi Yayun R1
case study
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This study explores using a GRPO (Generative Ranking Policy Optimization) reward mechanism
combined with RAG (Retrieval Augmented Generation) to train a large language model for creating
Tang poetry. The goal was to generate poems that adhere to traditional rules of tone, rhyme,
parallelism, and word count while maintaining high artistic quality.The methodology involved building
a specialized corpus, using DeepSeek-R1-671B for data distillation, and applying GRPO-based
reinforcement learning. Integrating RAG technology further enhanced generation quality.Results
showed that the resulting model, Xunzi-Yayun-R1, significantly surpassed the baseline in accurately
following poetic rules. This research successfully fuses traditional literary norms with modern
generative techniques, providing a viable path for generating other classical texts.

The groundbreaking advancements in generative large language models
have opened up unprecedented possibilities for the intelligent processing of
ancient texts. While models like ChatGPT1 have demonstrated astonishing
capabilities in open-domain text generation, achieving professional-level
poetry creation under the dual constraints of strict formal rules and pro-
found cultural connotations has become a core challenge that the field of
digital humanities urgently needs to overcome. Tang poetry, a treasure of
Chinese civilization, requires adherence to a complex systemof formal rules
and esthetic paradigms. This presents an almost paradoxical demand onAI
generation technology: it must precisely fit structural constraints such as
level and oblique tones and parallelism, while also achieving artistic sub-
limation in conveying mood and cultural heritage.

Current mainstreammethods have fallen into a path dependency on
“scaling law”, resorting to ultra-large-scale models like DeepSeek-R1-
671B2 (hereinafter referred to as DeepSeek) to meet metrical require-
ments. This has led to two prominent problems: on one hand, the high
computational power consumption for model inference creates a tech-
nical barrier, turning the digitization of cultural heritage into an
“expensive experiment”; on the other hand, the simple fine-tuning of
general-purpose models often results in a “separation of form and
spirit”—while the generated text may barely conform to formal specifi-
cations, it commonly suffers from artistic deficiencies such as the mere
piling up of imagery and a lack of emotional depth.

To address the dilemma of poor metrical accuracy and artistic
expression, the key to solving this problem lies in transforming metrical
rules from passive constraints into active guidance. This involves imple-
menting metrical rewards through a rule-based reward mechanism in
reinforcement learning, combined with knowledge distillation to break

through the artistic expression bottlenecks of lightweightmodels, ultimately
constructing a generative paradigm that is “excellent in both form and
spirit”.

This study utilizes GRPO2 reinforcement learning, breaking
through the traditional technological path of “exchanging scale for
quality”. By constructing a continuous rule encoding mechanism, dis-
crete poetic metrical rules are transformed into differentiable reward
signals. A knowledge-oriented distillation strategy is designed to imbue
lightweight models with the rhythms of Tang poetry. The Tang poetry
generation reasoning model Xunzi-Yayun-R13 is built and combined
with RAG technology to make poetry generation logical. This technical
path achieves two major breakthroughs on a 32B model: ① surpassing
theDeepSeekmodel inmetrical accuracy using only 1 K data;② reducing
inference energy consumption to a range manageable by conventional
computing power.

This research is dedicated to solving the following key questions:
Q1. How can an effective, model-optimizable rule-based reward

mechanism be established for Tang poetry metrical rules?
Q2. How can large language models learn the rhyming patterns of

Tang poetry?
Q3. How can the metrical regularity of generated Tang poetry be

comprehensively and accurately evaluated?
Q4. How can a transferable reinforcement learning framework be

constructed that can be generalized to other sub-domains of ancient text
processing?

By constructing a systematicTangpoetry generation evaluation system
and open-sourcing the training framework and model, this study not only
confirms the feasibility of professional-level poetry creationwith lightweight
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models but also refines a methodological system of “rule encoding—
knowledge distillation—dynamic reinforcement—retrieval augmentation”.
This provides an efficient and feasible new technological paradigm for
empowering digital humanities with artificial intelligence, especially in the
revitalization and inheritance of ancient texts.

The contributions of this study are as follows:
Methodological Innovation: It proposes a “rule encoding—knowledge

distillation—dynamic reinforcement—retrieval augmentation” framework,
which for the first time transforms discrete poetic metrical rules into
adjustable reinforcement learning reward signals. This resolves the core
contradiction in traditional methods where metrical regularity and artistic
expression are difficult to reconcile. Through the joint optimization of
GRPO reinforcement learning and knowledge distillation, the Xunzi-
Yayun-R1 model achieved metrical accuracy surpassing DeepSeek, pro-
viding an efficient and sustainable technological path for generation tasks in
sub-domains of ancient texts. This moves artificial intelligence beyond
“cultural replication” and toward “cultural reproduction”.

Technological System Breakthrough: A Tang poetry generation eva-
luation system was designed, covering four core metrics: level and oblique
tones, rhyming, parallelism, andword count. It also introduces anRAGreal-
time retrieval mechanism driven by the “Pingshui Yun” (《平水韵》)4

database, which increased rhyming accuracy to 91.23%, filling the gap in
fine-grained rule quantification within traditional evaluation systems.

Research on the automatic generation of classical Chinese poetry has
transitioned from evolutionary algorithms to deep learning methods, and
subsequently, towards more complex large language model technologies.
This progression not only demonstrates the profound impact of technolo-
gical iteration on literary creation but also carves out new pathways for the
deep integration of traditional culture and modern artificial intelligence.

Early poetry generation frameworks based on evolutionary algorithms
combined lexicalized tree adjoining grammar with genetic operators to
optimize rhyme and semantics5. The use of level and oblique tone encoding
and a syntax-semanticweighting functionwas introduced for Song ci poetry
generation, although linear evaluation led to monotonous poetic meaning6.
Later efforts included constructing Tang poetry corpora and establishing
DFA (Deterministic Finite Automaton) grammar specifications to
strengthen semantic constraints7.

Memory-augmented neural architectures were introduced, integrating
Seq2Seq generatorswithexternal knowledge bases to generate poetry,which
balanced formal regularity with creativity but faced limitations in terms of
templating8. Hybrid decoders were designed to alleviate the vanishing latent
variable problem, enhancing thematic consistency while considering the
metrical esthetics of poetry9. Dual-channel RNNs were applied to model
intra-sentence grammar and inter-sentence parallelism rules, but long
poetry generation was still constrained by gradient decay10. Visualizable
LSTM poetry generation models were established; however, training on a
five-character quatrain dataset resulted in weaker performance for gen-
erating seven-character poetry11. The combination of BiLSTM with
word2vec was explored for processing poetic emotions, achieving mixed
emotional expression but with insufficient accuracy12. Furthermore, BERT-
based sentiment analysis was integrated with an Attention mechanism in
the design of Seq2Seq steganography models, achieving high thematic
relevance in poetry generation13.

The GPT series of models, based on the Transformer decoder, master
the structural and rhythmic rules of poetry through autoregressive pre-
training, supporting innovative fusion of classical forms and modern
semantics14–16. GPT models have been fine-tuned on classical poetry cor-
pora, generating high-quality and coherent poems, highlighting the
potential of large models16. Systems like LingXi were developed by fine-
tuning GPT-2 to generate modern poetry, achieving perplexity close to
human-written text and excellent diversity17. The “SikuQuanshu” has been
utilized to fine-tune models, achieving multi-style classical poetry genera-
tion, with performance validated by Turing tests18. Multi-agent frameworks
employing social learning have also been proposed to avoid stylistic repe-
tition and enhance poetic novelty19.

Overall, research in automatic classical Chinese poetry generation has
iterated through three stages: rule-driven, data-driven, and knowledge-
driven, gradually overcoming metrical constraints and evolving towards
semantic innovation and multi-style generation. Evolutionary algorithms
optimized prosody using genetic operators but tended to produce poems
with convergent artistic conceptions. Deep learning methods, utilizing
RNNs and Transformers, captured phonetic and rhythmic patterns but
were limited by data quality. Large language models, relying on pre-trained
knowledge, achieve cross-era semantic fusion, yet bottlenecks persist in
creativity and the construction of cultural artistic conception. Current core
challenges are concentrated on the dynamic balance between metrics and
semantics, cross-modal cultural cognition, and the absence of a quantitative
evaluation system, urgently requiring the construction of new paradigms to
advance technology towards an artistic dimension.

Currently, innovative applications of large language models in areas
such as reasoning ability optimization, multimodal semantic under-
standing, and cultural heritage are continually pushing the boundaries of
intelligence. Research focuses on reinforcement learning-driven perfor-
mance enhancement and the deep mining of cultural knowledge.

Curriculum-guidedGRPO reinforcement learning has been employed
to enhance the reasoning capabilities of audio language models, with a
multiple-choice question dataset of 32,000 samples being constructed,
leading to excellent model performance on audio reasoning tasks20. The
DianJin-R1 model, through supervised fine-tuning and GRPO reinforce-
ment learning, has demonstrated superior effectiveness over non-reasoning
models across multiple benchmarks21. Fine-tuned Xunzi-series LLMs (e.g.,
Xunzi-Baichuan) achieve superior cross-lingual classicalNERperformance,
excelling in F1/BLEU/ROUGE metrics with strong generalization22.
Instruction-tuned Xunzi-Baichuan2-7B outperforms base models in
ancient text translationusing 1.2Mparallel corpora, demonstratingdomain
adaptation efficacy23. Research based onDeepSeek-R1 andRAG technology
has led to the construction of an intelligent question-answering system for
Pre-Qin cultural classics, using the “Spring and Autumn Annals” as a case
study. This involves knowledge extraction and knowledge graph con-
struction, combined with various RAG methods to enhance Q & A per-
formance, providing intelligent support for cultural heritage24. Leveraging
GPT-4 API services, work has been done to synthesize domain-specific
relation extraction datasets for ancient texts using self-instruct, chain-of-
thought, and human feedback. After data augmentation, F1 scores of
56.07% and 30.50% were achieved on two different ancient text relation
extraction datasets, respectively25. Addressing the intertextual character-
istics of Pre-Qin classics, an unsupervised automatic intertextual discovery
process based on large languagemodels has been constructed. This involves
training models via a contrastive learning framework and validating the
effects in idiom tracing tasks26. An LLM-based automated fact extraction
and RAG evaluation framework, AutoNuggetizer, has been proposed to
assess the performance of RAG systems27. The CoT-RAG framework has
been introduced,which employs knowledge graph-driven chain-of-thought
reasoning, knowledge instance-aware retrieval-augmented generation, and
pseudo-program prompt execution to significantly enhance the reasoning
ability and accuracy of large language models in complex tasks28.

In summary, by integrating reinforcement learning and RAG tech-
nology, large language models are achieving precise optimization and per-
formance breakthroughs in vertical domains. Systematic optimization of
reasoning ability based on GRPO reinforcement learning significantly
improves the efficiency with which models parse complex semantic logic.
Meanwhile, deep knowledge enhancement strategies based on RAG further
strengthen their domain adaptability and factual consistency. The organic
integration of these two aspects is enabling LLMs to transcend traditional
task boundaries.

Methods
Theoretical basis and methodology
Current large languagemodels encounter issues ofmetrical non-conformity
in Tang poetry generation, primarily manifested as incorrect level and
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oblique tones, deviation from rhyme schemes, and uncontrolled word
counts. For instance, a seven-character quatrain generated by Kimi29, “春风

又绿江南岸, 桃花笑映故人还” (Spring wind greens the southern bank
again, peach blossoms smile reflecting the returning old friend), exhibits
deviations in its first couplet from the expected tonal pattern (which should
be “level-level-oblique-oblique-level-level-oblique, level-oblique-oblique-
level-oblique-oblique-level”, whereas the actual output deviates). Further-
more, the piling up of imagery leads to a fragmented artistic conception.
These issues reflect threemajor technical bottlenecks: first, a loss of focus on
the dynamic balance between metrical constraints and poetic expression;
second, stylistic convergence causedby thehomogenizationof trainingdata;
and third, the lack of fine-grained metrical quantification indicators in
traditional evaluation systems.This study proposes an optimization fra-
mework that integrates GRPO reinforcement learning with RAG technol-
ogy. Through GRPO, a multi-dimensional reward mechanism is
constructed for level and oblique tones, rhyming, parallelism, and word
count, thereby achieving dynamic calibration of metrical rules. Con-
currently,RAG is leveraged to retrieve suitable rhymecategories in real-time
from the “Pingshui Yun” database, ensuring adherence to rhyming con-
ventions. This approach aims to enable generated poetic verses to not only
conform tometrical norms but also, through a rich interplay of tangible and
intangible imagery, reinvigorate the vitality of Tang poetry by achieving a
resonance between form and spirit. Figure 1.

Research algorithm and framework
The research framework in this study consists of three core mod-
ules:①Knowledge-Oriented Distillation: This module involves constructing
a Tang poetry imagery corpus and utilizing the “Pingshui Yun” database to
perform knowledge distillation from DeepSeek. This process generates a
Tang poetry inference dataset comprising both cold-start data and test data.
The aim of this module is to address the insufficient understanding of Tang
poetry metrical rules and artistic conception features by models with fewer
parameters. Through knowledge transfer, themodel is guided to grasp rules
such as level and oblique tones and rhyme schemes from the underlying
semantics, thereby avoiding the rigid generation patterns caused by rote
memorization.②Cold-Starting and Reinforcement Learning: A two-stage
training strategy is adopted. First, a general conversationalmodel undergoes
supervised fine-tuning based on the cold-start data, initially adapting it into
a Tang poetry reasoning model. Subsequently, GRPO reinforcement

learning is introduced, designing dual optimization objectives that include
format rewards andcontent rewards (encompassing level andoblique tones,
rhyming, parallelism, and word count). This process yields reasoning
model-R1. Concurrently, the general conversational model also undergoes
direct reinforcement learning without the cold-start phase, resulting in
reasoning model-RL, thus forming a basis for comparing different training
paths.③Model Comparison and Evaluation: An automatedmetrical scoring
system is constructed using anopen-source evaluation tool30 combinedwith
RAG technology. Model performance is quantified using a weighted com-
prehensivemetric (level and oblique tones: 40%; rhyming: 30%; parallelism:
20%; word count: 10%). This module validates the effectiveness of knowl-
edge distillation and staged training by comparing the training path
involving cold-starting and reinforcement learning (reasoning model-R1)
with the direct reinforcement learning path (reasoning model-RL). Ulti-
mately, reasoning model-R1 is selected as the preferred open-source solu-
tion, providing a highly robust solution for Tang poetry generation. This is
specifically illustrated in Fig. 2.

To systematically address the issue ofmetrical non-conformity inTang
poetry generated by large language models, this study designs five core
algorithms (Algorithm 1–5) to quantitatively control poetry quality
assessment, level and oblique tone rules, rhyming conventions, parallelism
correctness, and word count structure, respectively.

Algorithm 1 is the core process for evaluating the quality of generated
Tang poetry, calculating a comprehensive score through the weighted
computation of multi-dimensional metrics. The input consists of the Tang
poetry text and a reference rhyme database, and the output is a quality score
ranging from 0 to 100. First, pure Chinese text is extracted (Step 3). A
classification algorithm then determines the poem’s type (e.g., Jueju, Lüshi),
the numberof lines (L), and thenumber of characters per line (C) (Step 4). If
the type is invalid, or if the number of lines and characters per line do not
conform to Tang poetry standards (e.g., not 4 or 8 lines, or not 5 or 7
characters per line), a baseline score of 50 is directly returned (Steps 5–7).
Subsequently, four sub-algorithms are invoked to calculate scores for level
and oblique tones (ST), rhyming (SR), parallelism (SA), and word count
(SL) respectively (Steps 8-12). These scores undergo normalization pro-
cessing (constrained to the 0.1–1.0 range) to prevent interference from
extreme values (Steps 13-15). Finally, the total score is obtained based on
predefined weights (level and oblique tones 40% + rhyming 30% + par-
allelism 20% + word count 10%) (Step 16), and is outputted with two

Question
Compose a seven-character 

quatrain ( ) according 

to the following requirements:

1. The theme of the poem: falling leaves

2. Rhyme requirement: the second and fourth 

lines must rhyme with “Xiao” ( )of the Ping 

Shui Yun ( )

3. Use the style of Li Bai

Xunzi-Yayun-R1
Think:
The user asked me to write a seven-character quatrain 

about fallen leaves, with the second and fourth lines 

rhyming in the "Xiao" rhyme ( ) from the Pingshui 

Yun ( ), while emulating Li Bai’s style—bold, 

natural imagery, and ethereal elegance.

The theme focuses on depicting fallen leaves and autumn’s 

atmosphere. The rhyme words for lines 2 and 4 must 

belong to the "Xiao" rhyme. Candidates like " " (piāo 

yáo, drifting) and " " (jì liáo, desolation) could work.

Answer:

(Frost-laden branches cast shadows, twilight clouds fade) 

(Leaves follow waves, chasing the tide)

(Wind sweeps remnants past ten thousand peaks)

(Autumn’s soul surrenders to misty solitude)

DeepSeek
Think:
The user requested to create a seven-character quatrain

titled "Fallen Leaves" in the style of Li Bai, using the  

"Xiao" rhyme. 

Steps: 1. Analyze Li Bai’s poetic style, blending natural 

imagery (autumn wind, lone goose) with emotional flow to 

construct dynamic imagery of falling leaves. 

2. Select "Xiao" rhyme characters (  yáo,  piāo, 

xiāo,  liáo) and design rhymes for the second and fourth 

lines. 

Answer:

(Where does this drifting freedom find its rest?) 

(Alone, it dances with autumn winds ’neath azure skies)

(Say not that parted twigs lack lofty dreams)

(A lone shadow merges with the boundless desolate silence)

Fig. 1 | Comparison of poetry generation between Xunzi-Yayun-R1 and Deep-
Seek Models. This chart shows a comparison between the Xunzi-Yayun-R1 model
and the DeepSeek model on the task of Tang poetry generation. On the left is the

Xunzi-Yayun-R1 model, and on the right is the DeepSeek model. Both were tasked
with answering the same classical poetry creation prompts, including composing
poems based on specific rhymes and themes.
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decimal places. This algorithm ensures the objectivity of the evaluation
through structured rules.

Algorithm 1. Overall Algorithm for Evaluating Tang Poetry
1: Input: Tang poetry text; Reference prosody database
2: Output: Poem quality score S ∈ [0,100]
3: P ← ExtractChineseText(poem)
4: (type, L, C) ← ClassifyPoem(P)
5: if type = null or L not {4,8} or C not {5,7} then
6: return 50.0
7: end if
8: R ← AnalyzeProsody(P, type)
9: ST ← CalculateTonesScore(R, P, L, C)
10: SR ← CalculateRhymesScore(R, type)
11: SA ← CalculateAntithesisScore(R, type)
12: SL ← CalculateLengthScore(P, L, C)
13: for each score Si in{ST, SR, SA, SL}:
14: S'i←max(0.1,min(1.0, Si))
15: end for
16: FS← (S'T×0.4+ S'R×0.3+ S'A×0.2+ S'L×0.1)×100
17: return round(FS, 2)
Algorithm 2 provides a quantitative evaluation of Tang poetry tonal

patterns. The input includes the results of a rhythm analysis, the poetry text,
and parameters for the number of lines and characters per line; the output is
a score for level and oblique tones ranging from 0.0 to 1.0. First, the validity
of the poem type is checked (Steps 3–5). The number of errors is then
calculated by counting “error”markers in the rhythm analysis results (Step
6). The total number of characters is determined bymultiplying the number
of lines by the characters per line (Step 7). If errors are present, points are
deducted proportionally to the error rate (Steps 8-9); for example, if 4 out of
20 total characters have tonal errors, the score is 1− (4/20) = 0.8. If no errors
are detected and a specific tonal pattern exists (such as a standard Lüshi
format), a preset high score of 0.85 is returned (Steps 10-11). If there is no
explicit pattern but no errors are found, a base score of 0.7 is returned (Steps
12–14). This algorithm considers strict pattern matching while also

accommodating scenarios of free-form creation, thereby balancing con-
formity with flexibility.

Algorithm 2. CalculateTonesScore(R, P, L, C)
1: Input: R: prosody analysis results, P: poem text, L: line count, C:
chars per line

2: Output: ST: tones pattern score ∈ [0.0, 1.0]
3: if type = null then
4: return 0.5
5: end if
6: error_count ← Count(“error” in R)
7: total_chars ← L×C
8: if error_count > 0 then
9: returnmax(0, 1 - (error_count / total_chars))
10: else if Has TonePattern(R) then
11: return 0.85
12: else
13: return 0.7
14: end if
Algorithm 3 focuses on the automated evaluation of Tang poetry

rhyming rules. The input consists of rhythm analysis results and the poem
type, while the output is a rhyming score ranging from 0.0 to 1.0. The core
logic involves counting the number of rhyming lines and the number of
errors. First, the total number of lines marked as “rhyming” is calculated
(Step 3). Then, the number of erroneous lines is determined by checking for
“error”markers adjacent to the “rhyming” tags (Step 4). If the total number
of rhyming lines is <2 (for instance, a Jueju requires at least two rhyming
lines), a low score of 0.4 is returned (Steps 5–6).Otherwise, theproportionof
correctly rhymed lines is calculated (Steps 7–9). For example, if a poem has
four linesmarked as rhyming and twoof these are incorrect, the scorewould
be (4− 2)/4 = 0.5. This algorithm places particular emphasis on the fun-
damental requirement for the number of rhyming lines while also reflecting
rhyming quality through proportional calculation. This approach prevents
excessive penalization and ensures that low-quality rhyming does not pass
undetected.

Fig. 2 | Research Framework. This diagram shows our three-stage framework. The process flows from left to right: knowledge is distilled, a model is trained via
Reinforcement Learning (RL), and is finally evaluated using Retrieval-Augmented Generation (RAG) to produce detailed scores.
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Algorithm 3. CalculateRhymesScore(R, type)
1: Input: R: prosody analysis results, type: poem type
2: Output: SR: rhymes pattern score ∈ [0.0, 1.0]
3: total_rhyme_lines ← Count(“rhyming” in R)
4: correct_rhyme_lines ← total_rhyme_lines - Count(“error” near

“rhyming” in R)
5: if total_rhyme_lines < 2 then
6: return 0.4
7: else
8: return correct_rhyme_lines / max(total_rhyme_lines, 1)
9: end if
Algorithm4 conducts a graded evaluation of parallelism correctness in

Tang poetry. The input parameters are the same as those for the rhyming
algorithm, and the output is a parallelism score ranging from 0.0 to 1.0.
Processing varies based on the poem type: for Wujue (five-character Jueju)
and Qijue (seven-character Jueju), which have less stringent parallelism
requirements, a high score of 0.9 is directly returned (Steps 3-4). Conversely,
for Wulü (five-character Lüshi) and Qilü (seven-character Lüshi), strict
detection of parallelism errors is necessary. The number of errors is calcu-
lated by counting negative markers such as “error”, “no”, and “fail” that
accompany the “parallelism” tags (Steps 5–6). For each error identified, 0.5
points are deducted (Step 7); The penalty value of 0.5 per error is a tunable
hyperparameter, chosen to enforce strictness on the Lüshi form while
allowing for minor imperfections. For example, if three errors are detected,
the score would be max(0,1− (0.5×3)) = 0. Other poem types default to a
score of 0.7 (Step 9). This evaluation algorithm respects the creative freedom
inherent in Jueju forms while reinforcing the specific parallelism require-
ments for Lüshi forms.

Algorithm 4. CalculateAntithesisScore(R, type)
1: Input: R: prosody analysis results, type: poem type
2: Output: SA: parallelism score ∈ [0.0, 1.0]
3: if type = {“wujue”, “qijue”} then
4: return 0.9
5: else if type ∈ {“wulv”, “qilv”} then
6: antithesis_errors ← Count(“parallelism” and (“error” or “no” or

“fail”) in R)
7: returnmax(0, 1.0 - (antithesis_errors / 2.0))
8: else

9: return 0.7
10: end if
Algorithm 5 evaluates the structural conformity of a poem with

respect to the number of lines and characters per line. The input is the
poem text, along with the classified number of lines (L) and characters per
line (C). The output is a structural score between 0.0 and 1.0. First, basic
specifications are validated: if the number of lines is 0, the score is 0 (Step
3); if thenumber of lines is not 4 or 8, the score is 0.5 (Step 4); if thenumber
of characters per line is not 5 or 7, the score is 0.6 (Step 5). For poems that
conform to these specifications, the number of lines with inconsistent
character counts is tallied (Step 6). For instance, if an 8-line poem has 2
lines with incorrect character counts, the score will be 1− (2/8) = 0.75
(Step 7). This algorithm, through a hierarchical penalty mechanism,
prioritizes ensuring the fundamental structural features of Tang poetry
(four/eight lines, five/seven characters per line), and then provides a finer-
grained assessment of the consistency of character counts in individual
lines, thereby avoiding the nullification of the overall structural value due
to localized errors.

Algorithm 5. CalculateLengthScore(P, L, C)
1: Input: P: poem text, L: line count, C: chars per line
2: Output: SL: structure score ∈ [0.0, 1.0]
3: if L = 0 then return 0.0 end if
4: if L not {4,8} then return 0.5 end if
5: if C not {5,7} then return 0.6 end if
6: inconsistent_lines ← Count(lines where length ≠ C)
7: returnmax(0, 1.0 - (inconsistent_lines / L))

Data distillation
This study designs a knowledge distillation method based on a multi-
dimensional constraint sampling framework, achieving targeted capability
transfer of large language models in the domain of Tang poetry generation
through structured prompt engineering. First, a semantic space comprising
147Tangpoetry themes, covering 7major categories such asnatural scenery
and seasonal solar terms, was constructed. This is integrated with a joint
sampling mechanism from “The Pingshui Yun Scheme” corpus of the
CText4 to dynamically generate strongly constrained creative instructions.
The specific structured prompt generation instructions are shown in
Table 1.

Table 1 | Structured Prompt Instruction Template

Prompt Instruction Template

请严格按照以下要求创作一首{poem_type}: (Please strictly follow the requirements below to create a {poem_type}:)

1. 诗歌主题: {theme} (Poem theme: {theme})

2. 押韵要求: 押《平水韵》「{rhyme}」韵 ({tone}) (Rhyming requirement: Rhyme with “Pingshui Yun” category “{rhyme}” ({tone}))

3. 格式规范: (Format specifications:)

-每句单独一行,不加任何标点 (Each line on a new line, without any punctuation.)

-绝句必须4行, 律诗必须8行 (Jueju must have 4 lines; Lüshi must have 8 lines.)

-示例格式: (Example format:)

白日依山尽

黄河入海流

欲穷千里目

更上一层楼

4. 律诗要求:中间两联必须对仗工整 (Lüshi requirement: The middle two couplets must be perfectly antithetical.)

5. 输出限制: (Output restrictions:)

-仅输出诗句内容 (Output only the verses.)

-不要标题、注释、解释等任何额外内容 (No title, annotations, explanations, or any other extra content.)

-禁止使用任何标点符号 (Prohibit the use of any punctuation marks.)
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Through structured prompt generation instructions, the finally con-
structed distillation dataset includes: (1) theme-prosody aligned samples
that conform toTang dynasty literary paradigms; (2) inference process data
from the DeepSeek model during Tang poetry generation; and (3) fine-
grained annotations with four-dimensional scoring (tonal patterns, rhym-
ing, antithesis, character count). This method, via a knowledge embedding
mechanism, transfers the poetry creation capabilities of a 671B parameter
model to a model with fewer parameters. It achieves knowledge transfer for
culturally specific generationusingonly 1 Khigh-quality samples.Toensure
structural diversity, the1,000 training examplesweredeliberately and evenly
distributed across the four main Tang poetry forms: five-character Jueju,
seven-character Jueju, five-character Lüshi, and seven-character Lüshi (250
examples each). Furthermore, the examples were curated to span a repre-
sentative range of common classical themes, providing a balanced training
foundation for subsequent reinforcement learning that balances normative
constraints with artistic diversity.

As shown in Table 2. To address potential data bias and ensure the-
matic diversity, the 147 themes were meticulously curated to cover a wide
spectrum of classical subjects. For example, the “natural scenery” category
was broken down into sub-themes such as “mountains”, “rivers”, “moon”,
and “willows”, while “seasonal solar terms” included specific themes like
“Spring Equinox” and “AutumnCicadas”. Crucially, the themes used in the
training set and the test set were kept mutually exclusive to prevent data
leakage and to rigorously evaluate themodel’s ability to generalize tounseen
topics. This ensures that themodel learns the underlying principles of poetic
creation rather than merely memorizing thematic patterns.

Cold-start instruction construction
This study employs an instruction fine-tuning method enhanced by
Chain-of-Thought (CoT) reasoning. Through the coupled design of
structured Chain-of-Thought and multi-rule constraints, it achieves
controllable poetry generation capability for the model under zero-shot
conditions. As illustrated in Fig. 3, cold-start instructions comprise a
three-tiered structure:

① Multi-rule Constraint Encoding: Each instruction is defined by a
quintuple L = (T, G, R, F, C), where:

·Theme T is selected from a 7-category theme lexicon (e.g., “隐
居”[seclusion]).

·Prosody G specifies the genre (e.g., five-character Jueju / seven-
character Lüshi).

·Rhythm R binds to a “Pingshui Yun” category and tone (e.g., “元·平
声”-Yuan·Level Tone).

·Format F includes constraints on line count, character count, and
punctuation.

·Control token C enforces output purification (prohibits titles/
annotations).

② Chain-of-Thought Data Construction: This is constructed using a
<reasoning > </reasoning > <answer > </answer> structure. An example is
shown in Table 2.

③ Cold-Start Data Construction: This integrates the multi-rule con-
straint instructions and Chain-of-Thought data to construct the reasoning
data required for cold-start. Specific data are formatted as instruction tuples
as shown in Fig. 3. See Table 1 for specific translation content.

Table 2 | Classification System of Tang Poetry Themes

Primary Category Representative Theme Keywords

自然景物 (Nature & Scenery) Ode to Mountains (咏山), River Journey (江行), Moon Gazing (望月), Spring Wind (春风), Night Rain (夜雨), Ode to Snow (咏雪), Plum
Blossoms (梅花), Ode to Willows (咏柳), Returning Wild Geese (归雁)

时令节气 (Seasons & Time) Spring Day (春日), SummerNight (夏夜), Autumn Thoughts (秋思), Winter Scenery (冬景), Dusk (日暮), Twilight (黄昏), Mid-Autumn (中秋),
New Year’s Eve (除夕)

情感心境 (Emotions) Joy (喜悦), Sorrow (忧愁), Homesickness (思乡), Loneliness (孤独), Longing (相思), Farewell to a Friend (赠别友人), Aspiration (壮志)

人生经历 (Life Events) Journey (旅途), Away from Home (客中), Seeing-off (送别), Old Age (暮年), Exile (贬谪), Seclusion (归隐), Farm Life (田家), War (战乱)

社会历史 (Society & History) Ode to History (咏史), Historical Reflection (怀古), Visiting Ruins (凭吊古迹), Hardship of the People (民生疾苦), Frontier (边塞)

咏物活动 (Objects & Activities) Ode to theSword (咏剑), Ode to theZither (咏琴), DrinkingWine (饮酒), DrinkingAlone (独酌), Reading (读书), Appreciating Flowers (赏花),
Fishing (垂钓), Listening to Rain (听雨)

神话哲思 (Myth & Philosophy) Myth (神话), Immortal (仙人), Seeking Immortals (访仙), Taoist Thought (道家思想), Zen Contemplation (禅意思考), Philosophy (哲理)

Fig. 3 | Example of a cold-start instruction. This figure demonstrates the model’s
chain-of-thought reasoning. The left panel shows a complex prompt with multiple
constraints. The right panel displays the model’s internal monologue as it

systematically analyzes the rules and constructs the poem, showcasing its ability to
follow intricate instructions.
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GRPO Reinforcement Learning
GRPO is an efficient optimization algorithm for the reinforcement learning
fine-tuning of large language models, proposed by the DeepSeek team. It
aims to address the limitations of traditional Proximal Policy Optimization
(PPO) methods in terms of computational efficiency and training stability.
Its core idea is to replace the dependency on a value network with a group
relative reward mechanism, combined with dynamic regularization con-
straints, to achieve efficiency and controllability in policy optimization.
Table 3.

GRPO specifically reconstructs the reinforcement learning paradigm
through the technical path illustrated in Fig. 4:

Group Sampling and Relative Advantage Estimation: For each input
state, multiple candidate actions (i.e., output sequences) are sampled.
Relative advantage values are calculated through intra-group reward nor-
malization (Z-score standardization), as shown in formula (1):

Ai ¼
ri � μðfr1; r2; . . . ; rGgÞ
σðfr1; r2; . . . ; rGgÞ

ð1Þ

Where ri is the reward for a single action, and μ and σ are the mean and
standard deviation within the group, respectively.

KL Divergence Constraint: A KL divergence penalty term is directly
introduced into the objective function. The magnitude of policy updates is
constrained by dynamically adjusting β, preventing the model from
deviating too far from the reference policy.

Objective Function Optimization: By integrating policy gradient, a
clippingmechanism, and theKLconstraint, the objective function is defined
by formula (2).

L ¼ 1
G

XG

i¼1

½min
πθ

πθold

Ai; clip
πθ

πθold

; 1� ϵ; 1þ ϵ

 !
Ai

 !
� � βDKL ð2Þ

The Format Reward Algorithm is given by formula (3). If the answer
generated by the model conforms to the specified rules, +0.5 points are
awarded.

RstrictðriÞ ¼ 0:5 � I
regex ri; nverbj < reasoning > nn: � ?nn < =reasoning > nn < answer > nn: � ?nn < =answer > j

� �� �

ð3Þ

The Tang Poetry Prosody Reward Algorithm is given by formulas (4)
and (5). If themodel achieves a score >50 on any single item,+0.5 points are

awarded. If the weighted score exceeds 80,+2 points are awarded.

RpoemðriÞ ¼ 2:0 � IðStotal > 80Þ þ 0:5
X

s2S
Iðs > 50Þ ð4Þ

S ¼ fStones; Srhymes; Santithesis; Slengthg ð5Þ

RAG
RAG31 is a natural language processing technique that combines informa-
tion retrieval with text generation, aiming to enhance the accuracy and real-
time capabilities of generative models by dynamically retrieving from
external knowledge bases. Its core idea is to decouple the retriever from the
generator: the retriever extracts relevant information from a vast collection
of documents, and the generator thenproduces text based on these retrieved
results, thereby overcoming the limitations of traditional generative models
that rely on static trainingdata. This architecture endowsRAGwithboth the
flexibility of “open-book retrieval” and the creativity of “logical generation”,
significantly reducing the “hallucination” problem in large models. This
study uses LangChain32 as theRAG framework and incorporates vLLM33 for
accelerated inference.

The RAG system follows a “Retrieve-Augment-Generate” three-stage
process, as detailed in Fig. 5:

· Retrieval Stage: After the user inputs a query, the system employs a
vectorization model to convert the query and knowledge base documents
into high-dimensional vectors. It then retrieves the most relevant text
snippets using metrics such as cosine similarity. For example, inputting
“rhyme with '东' (dōng, east) rhyme” would retrieve characters from
“Pingshui Yun” that conform to the “东” rhyme category.

· Augmentation Stage: The retrieved results are integrated to form a
contextual prompt, which serves as supplementary input for the generation
model. This process allows the model to identify the required rhyme and
learn how to apply it.

·GenerationStage:The large languagemodel generates thefinal answer
basedon the augmented context, ensuring that the content is consistentwith
the retrieved facts and exhibits natural language coherence.

Experimental Environment and Configuration
In this study, the specific configurations for the experiments are detailed in
Table 4. We strictly controlled the experimental conditions, adjusting only
themodel type and the volume of training data to ensure the accuracy of the
results.

Table 3 | Chain-of-Thought Data Example

Chain-of-Thought Data Example

<reasoning > {Step-by-step derivation of rhyme retrieval, theme association, and

tonal pattern validation}</reasoning>

<answer > {verses}</answer>

Fig. 4 | GRPO algorithm flow. This diagram shows
the GRPO workflow. A policy model generates
outputs, which are scored by a reward model. A
group computation step determines policy updates.
The KL-divergence constraint (dashed arrow) reg-
ularizes the policy against a reference model to
ensure stable training.
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To address limitations in computational power, this study opted for
the LoRA34 method for cold-start fine-tuning of the models, with specific
details provided in Table 5. The LoRA method updates only a small
fraction of the model’s parameters, effectively reducing the demand on
hardware resources. During this process, LoRA primarily updates low-
rank matrices injected into the model’s attention layers. This allows the
model to efficiently adapt its understanding of poetic structure and rules
from the cold-start data without undertaking a costly full-parameter fine-
tune, thereby preserving its vast pre-trained knowledge while specializing
for the poetry generation task. This approach enables a broader range of
researchers to participate in the study of large languagemodels, enhancing
resource utilization efficiency and lowering the barrier to entry for
research. The parameters used forGRPOreinforcement learning are listed
in Table 6.

In terms of hardware configuration, 8 NVIDIA A800-80GB GPUs
were utilized to perform model fine-tuning, inference, and reinforce-
ment learning tasks. The A800-80GB GPUs, with their powerful
computational capabilities, provided the necessary support for model
training and prediction, ensuring the smooth execution of the
experiments.

Results
Rhyme scheme statistics
In “Pingshui Yun”, Tang dynasty poetry predominantly utilized level tones
(平声, píngshēng) for rhyming, with Lower Level (下平, Xià Píng) and
Upper Level (上平, Shàng Píng) rhyme categories constituting themajority
of rhyme feet. The high frequency of level tone rhyme categories in Tang
poetry reflects the poets' preference for euphony and rhythm during com-
position. Particularly among the top 20 rhyme categories, level tone ones
such as “Lower Level Eighth Geng” (下平·八庚, Xià Píng · Bā Gēng) and
“Upper Level Eleventh Zhen” (上平·十一真, Shàng Píng · Shíyī Zhēn)
appear with high frequency, while entering tone (入声, rùshēng) rhyme
categories were scarcely used in poetry. This is detailed in Fig. 6.

An analysis of the distribution of rhyme characters, as shown in Table
7, reveals that characters like “人” (people), “来” (come), “时” (time), and
“归” (return) appear frequently. The usage of these characters is not only
closely related to the themes of Tang poetry but also reflects the poets'
preferences for certain emotions and imagery in their creations. High-
frequency rhyme characters are typically associated with elements such as
nature, time, and human emotions, often employed to express the poets'
inner worlds and their reflections on time and life. Overall, the metrical
structure and choice of rhyme characters in Tang poetry demonstrate the
high degree of importance poets placed on phonetic beauty and emotional
expression.

Basedon this, the present study employeda stratified sampling strategy
to construct the test set: focusing on the top 20 rhyme categories, it covers
five-character Jueju, five-character Lüshi, seven-character Jueju, and seven-

Table 4 | Experimental Software/Hardware Version
Information

Hardware/Software Model/Version

System Ubuntu-22.04

CPU Intel(R) Xeon(R) Gold 6342 CPU @ 2.80 GHz * 64

GPU NVIDIA A800 80GB*8

NVIDIA Driver 515.65.07

CUDA 12.4

Transformers 4.48.1

Pytorch 2.6.1+cu124

Table 5 | Cold-Start Hyperparameter Settings

Hyperparameter Description Parameter
Value

Batch_size Batch size for training 2

Learning_rate Learning rate 1e-4

Max_len Maximum context length 2048

Num_epochs Number of training epochs 3

gradient_accumulation_steps Gradient
accumulation steps

4

Table 6 | Reinforcement Learning Hyperparameters

Hyperparameter Description Parameter
Value

Batch_size Batch size for training 2

Learning_rate Learning rate 5e-6

max_prompt_length Maximum prompt length 512

Num_epochs Number of training epochs 1

gradient_accumulation_steps Gradient
accumulation steps

4

adam_beta1 Adam optimizer beta1 decay
coefficient

0.9

adam_beta2 Adam optimizer beta2 decay
coefficient

0.99

warmup_ratio Warmup ratio 0.1

max_grad_norm Gradient clipping threshold 0.1

antithesis_penalty Penalty for each parallelism
error in Lüshi (Algorithm 4)

0.5

Fig. 5 | RAG technical route. This diagram shows
our RAG architecture. In addition to standard
inference (top path), a retrieval path (bottom)
queries a FAISS vector database of rhyme knowl-
edge. This retrieved context augments the vLLM’s
prompt, leading to more accurate and contextually
appropriate poetry generation.
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character Lüshi. This ultimately resulted in a multi-dimensionally anno-
tated test set comprising 500 entries, designed to validate the model’s cap-
abilities in rhythmic reasoning and artistic generation across multiple
genres.

Model evaluation
This study conducted supervisedfine-tuning and reinforcement learning on
models based on Qwen2.5-32B-Instruct35 and Qwen2.5-7B-Instruct35. It
also compared the performanceof differentmodels under identical data and
training strategies. The evaluation results for Tang poetry generation
models, detailed in Table 8, reveal performance disparities across models of
varying types, scales, and technical strategies. In the table, bolded values
represent the best results for each metric. Based on these results, the fol-
lowing conclusions are drawn:

①Regarding dataset benchmarks, “唐诗三百首” (Three Hundred
Tang Poems) with a score of 83.91 and “全唐诗” (Complete Tang Poems)
with a score of 82.81, as classic poetry collections, provide high reference
standards.

②Amongmodels utilizingRAG,Xunzi-Yayun-R1achieved the highest
score of 86.34, surpassing the Tang poetry generation capabilities of
DeepSeek. This was followed by Qwen2.5-32B-Instruct-RAG (86.00) and
Qwen2.5-32B-Instruct-GRPO-RAG (85.86). This indicates that RAG
technology offers a significant advantage in Tang poetry generation,
enabling the combination of largemodels' generative power with references
from external knowledge bases to produce works more aligned with Tang
poetry prosody, with performance exceeding that of “Complete Tang
Poems” and “Three Hundred Tang Poems”.

③In terms ofmodel parameter scale, the data exhibit a clear scale effect.
A performance gradient of 32B > 14B > 7B within the same series is
observed across all model types.

④ The cold-start factor influences model performance to a certain
extent. Most smaller-parameter models generally achieve a certain level of
effectiveness without requiring a cold start, such as Qwen2.5-14B-Instruct
(score 79.34, as a conversational model with only fine-tuning). This per-
formance is superior to the cold-startedQwen2.5-14B-Instruct (score 70.92,

as an reasoning model). For 32B models, a cold-start+GRPO approach
essentially reaches the baseline level, suggesting that 32B models generally
possess superior learning capabilities compared to smaller-parameter
models.

⑤A dimensional breakdown shows that most models perform best
on the 'Length' dimension, with scores generally above 90, indicating
that controlling the formal length of poetry is relatively easy to master.
This is followed by the 'Antithesis' dimension, where most models score
between 80 and 95. Performance on the 'Tones' dimension is moderate,
with most scores ranging from 60 to 80. The 'Rhymes' dimension,
however, is a weak point formanymodels, especially those without RAG
enhancement, such as the reasoning model internlm2.5-7b-chat, which
scored only 41.29.

In summary, reasoning models+RAG demonstrate a significant
advantage in rhyming, enabling models to learn rhyming effectively. rea-
soning models alone already possess good Tang poetry generation cap-
abilities, while conversational models also exhibit initial promising
performance. Current Tang poetry generation techniques have achieved a

Fig. 6 | Tang poetry rhyme scheme statistics. This
chart visualizes the frequency of Pingshui Yun
rhyme categories. The main graph ranks the top 20,
while the inset shows aggregate totals. Colors denote
tonal classes: pink for Shangping, light blue for
Xiaping, and orange for Qusheng, providing key
data for model training.

Table 7 | Tang Poetry Rhyme Character Statistics

韵脚字Rhyme Character Count Rhyme Character Count

人 (person) 2148 开 (open) 933

来 (come) 1468 行 (go/walk) 928

时 (time) 1327 情 (feeling) 874

归 (return) 1247 衣 (clothes) 862

春 (spring) 1217 年 (year) 851

风 (wind) 1214 深 (deep) 835

中 (middle/in) 1188 花 (flower) 811

心 (heart) 987 飞 (fly) 811

声 (sound) 980 山 (mountain) 803

生 (life/birth) 978 秋 (autumn) 792
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good grasp of prosodic constraints. Employing largemodels combinedwith
RAG technology, along with cold-start and GRPO reinforcement learning
training strategies, presents an effective pathway to enhance the quality of
Tang poetry generation.

Turing test
To evaluate the extent to which the generated poems can be distinguished
from thosewritten byhumans, a TuringTestwas conducted.We recruited a
group of graduate students from diverse academic backgrounds to serve as
non-expert judges. The test material included 125 human-authored poems
and 125 poems generated by our models, forming a balanced and rando-
mized collection. To mitigate potential biases stemming from prior famil-
iarity, the human-written poems selected for the test were sourced from
relatively obscure classical poets. Participants were presented with each
poem individually and asked to rate it on a 5-point Likert scale, indicating
their judgment of its origin. The scale was defined as follows: 5 for “very
confident it is human-written”, 4 for “likely human-written”, 3 for “unable
to determine”, 2 for “likelymachine-generated”, and 1 for “very confident it
is machine-generated”.

The Turing Test results (Fig. 7) show that for human-authored poems,
the combined percentage of scores rated 4 and 5 (indicating a preference for
human origin) reached 41.8%. For the top-performing model, DeepSeek-
R1, 71.3% of judges rated the poems as human-like or were unable to
determine (scores 3, 4, and5). Similarly, ourproposedmodel,Xunzi-Yayun-
R1-32B, also demonstrated excellent performance, with 66.4% of judges
assigning scores of 3, 4, or 5, which is alsowell above the halfwaymark. This
indicates that thepoemsgeneratedby these topmodels possess ahighdegree
of ambiguity in the eyes of individuals, causingmore than half of the testers
to misjudge or be unable to judge, thus achieving a convincing effect.

Expert evaluation
For amore in-depth assessment of literary quality, a blind expert evaluation
wasperformed.We invited apanel of expertswithprofessional backgrounds
in classical literature and poetry to score the poems. The evaluation was
conducted under blind conditions, meaning the experts were not informed
of the source of any given poem, thus ensuring objectivity in their assess-
ments. Each poem was rated across three distinct dimensions on a 1-to-10
scale: (1) Grammatical Fluency, which assesses the correctness of wording

Table 8 | Model evaluation results

Model name/dataset name Cold Start Tones Rhymes Antithesis Length Total

Dataset

唐诗三百首

(Three Hundred Tang Poems)
N/A 72.99 87.20 93.72 98.13 83.91

全唐诗(Complete Tang Poems) N/A 71.57 85.96 93.18 97.62 82.81

General model

DeepSeek-R1-671B N/A 79.94 80.92 94.67 99.59 85.15

General models with reasoning and RAG

Xunzi-Yayun-R1-32B Yes 75.63 91.23 94.20 98.76 86.34

Qwen2.5-32B-Instruct-RAG Yes 76.81 87.86 94.69 99.77 86.00

Qwen2.5-32B-Instruct-GRPO-RAG No 80.89 83.26 93.88 97.55 85.86

Qwen2.5-14B-Instruct-RAG Yes 72.28 87.54 90.63 91.47 82.44

QwQ-32B-RAG / 70.97 84.54 90.42 91.96 81.03

Qwen2.5-7B-Instruct-GRPO-RAG No 75.92 75.60 90.08 91.03 80.17

glm-4-9b-chat-RAG Yes 76.85 69.00 91.94 94.52 79.28

internlm2.5-7b-chat-RAG Yes 71.74 68.12 86.57 84.59 74.90

Qwen2.5-7B-Instruct-RAG Yes 66.64 69.61 83.45 77.23 71.95

Qwen2.5-7B-Instruct-GRPO-RAG Yes 62.61 74.68 81.39 75.30 71.26

General models with reasoning

Xunzi-Yayun-R1-32B Yes 77.74 77.36 94.85 99.80 83.25

Qwen2.5-32B-Instruct-GRPO No 79.74 72.38 94.38 99.22 82.41

Qwen2.5-32B-Instruct Yes 76.56 71.15 92.97 97.55 80.32

Qwen2.5-7B-Instruct-GRPO No 69.67 63.27 85.53 81.32 72.09

Qwen2.5-14B-Instruct Yes 69.73 57.65 86.85 83.59 70.92

glm-4-9b-chat Yes 68.33 47.69 84.75 81.88 66.78

Qwen2.5-7B-Instruct-R1 Yes 59.92 60.78 78.14 70.30 64.86

Qwen2.5-7B-Instruct Yes 63.54 50.71 80.83 75.35 64.33

internlm2.5-7b-chat Yes 55.14 41.29 73.84 59.58 55.17

General models with fine-tuning

Qwen2.5-32B-Instruct N/A 79.62 65.84 93.29 98.37 80.10

Qwen2.5-14B-Instruct N/A 78.64 65.17 92.91 97.52 79.34

Qwen2.5-7B-Instruct N/A 75.93 61.48 89.88 94.33 76.22

glm-4-9b-chat N/A 76.33 53.38 89.33 93.74 73.79

internlm2.5-7b-chat N/A 74.22 50.86 87.70 89.09 71.39

Bold values represent the best results for each metric.
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and the smoothness of the sentences; (2) Coherence, which measures the
logical and thematic consistency between consecutive lines; and (3)
Semantic and PoeticQuality, which evaluates the poem’s capacity to convey
rich emotions and artistic imagery. To account for inter-rater variability in
scoring tendencies, the raw scores from each expert were normalized using
Min-Max scaling before the final mean scores for each dimension were
calculated. This quantitative analysis allows for a rigorous comparisonof the
literary attributes of poems generated by differentmodels against each other
and against the baseline of human-authored works.

The results from the expert evaluation, as detailed in Table 9, reveal
several key insights into the current capabilities of generative models in
literary creation. In the table, boldedvalues represent the best results for each
metric. Most notably, models employing the framework proposed by this
graduate student demonstrated a clear superiority over those using only
reasoning or standard fine-tuning (SFT). The top-performing model,
Xunzi-Yayun-R1-32B, achieved an average score of 5.81, which not only
surpasses all othermodels but also slightly exceeds the humanbaseline score
of 5.74. Similarly, other models like QwQ-32B (5.77) and DeepSeek-R1
(5.75) performed at a level comparable to human authors. A deeper analysis
of the sub-metrics indicates that while these topmodels oftenmatch or even
outperform humans in structural aspects like Fluency and Coherence,
human poets retain a distinct advantage in Poeticness (5.70). This suggests
that while AI has become exceptionally proficient at mastering the gram-
matical and logical “craft” of language, the “art” of imbuing text with deep
emotional resonance and novel imagery remains a significant challenge and
a key differentiator for human creativity.

Ablation study
To dissect the individual and combined contributions of the proposed
enhancement techniques, this study conducted a rigorous ablation experi-
ment. The study systematically evaluated the impact of distinct training

configurations—including SFT, GRPO, and RAG—across two model
scales: 32B and 7B parameters.

Analysis of 32B-parameter models
The 32B models provided consistent and interpretable results, forming the
primary basis of this study’s analysis.

This study compares the performance of distinct training configura-
tions. TheQwen2.5-32B-Instructmodel trainedwith SFT only serves as the
reference point. The results are summarized in Table 10.In the table, bolded
values represent the best results for each metric.

The results reveal a clear and compelling narrative.
①Impact ofRAG:The SFT+ RAGconfiguration achieved a total score

of 86.00, significantly outperforming the SFT only score of 80.10. This
improvement is almost exclusively driven by amassive surge in the Rhymes
score from 65.84 to 87.86. This underscores RAG’s critical role in injecting
precise, factual knowledge. However, this comes at the cost of a noticeable
degradation in the Tones score, suggesting a trade-off between knowledge-
fidelity and stylistic consistency.

②Synergy of GRPO andRAG: A comparison between the SFT+RAG
configuration, which scored 76.81 on Tones, and the GRPO+RAG con-
figuration, which scored 80.89, reveals GRPO’s role as a style rectifier. It
successfully mitigates the tonal degradation caused by RAG, producing a
more robust and well-rounded model.

③Effect of Training Strategy: The dataset presents two different out-
comes for the SFT+GRPO configuration. The Xunzi-Yayun-R1-32B
result,with a total score of 83.25, outperforms theother SFT+GRPOresult.
This suggests that the specific implementationorfine-tuning strategywithin
a given technical framework is a critical factor. Ultimately, the Xunzi-
Yayun-R1-32Bmodel with the full SFT+GRPO+ RAG suite achieved the
highest overall score of 86.34, highlighting how an optimized training
strategy amplifies the benefits of enhancement techniques.

Fig. 7 | Turing test results. This figure presents the results of a Turing test in which
human evaluators rated the quality of Tang-style poems generated by various large
language models and those written by humans. The performance of each model or
human author is shown as a horizontal stacked bar, with the length of the bar
representing the complete 100% distribution of scores received. The scores range
from 1 (most machine-like) to 5 (most human-like). The color of each segment
within a bar corresponds to a specific score: dark red represents a score of 1, light
orange represents a score of 2, yellow represents a score of 3 (indicating uncertainty),
light blue represents a score of 4, and dark blue represents a score of 5. A larger

proportion of blue segments indicates a more human-like performance. Themodels
are categorized by their generation method, including Supervised Fine-Tuning
(SFT), Retrieval-Augmented Generation (RAG), and a reasoning-based prompting
strategy (Reasoning). a This panel displays the score distributions for the highest-
performing models, ranked by the combined percentage of scores 4 and 5. It also
includes the human-written poems as a baseline for comparison. b This panel
displays the score distributions for the remaining models tested, sorted by the same
performance metric.
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Table 9 | Expert evaluation results

Model Type Fluency Coherence Poeticness Average

Human / 5.86 5.65 5.70 5.74

Xunzi-Yayun-R1-32B RAG 5.97 5.67 5.79 5.81

QwQ-32B RAG 5.93 5.80 5.59 5.77

DeepSeek-R1-671B RAG 5.86 5.81 5.58 5.75

Qwen2.5-32B-Instruct-poem-GRPO RAG 5.94 5.83 5.46 5.74

Qwen2.5-32B-Instruct RAG 5.77 5.65 5.44 5.62

internlm2-5-7b-chat RAG 5.77 5.46 5.45 5.56

Qwen2.5-7B-Instruct-poem-GRPO RAG 5.76 5.37 5.27 5.47

glm-4-9b-chat RAG 5.69 5.35 5.30 5.45

Qwen2.5-14B-Instruct RAG 5.68 5.21 5.39 5.42

Qwen2.5-7B-Instruct RAG 5.27 5.04 5.13 5.15

Qwen2.5-32B-Instruct-poem-GRPO reasoning 5.78 5.41 5.36 5.52

Xunzi-Yayun-R1-32B reasoning 5.70 5.35 5.24 5.43

Qwen2.5-32B-Instruct reasoning 5.62 5.32 5.32 5.42

glm-4-9b-chat reasoning 5.68 5.28 5.30 5.42

Qwen2.5-7B-Instruct-poem-GRPO reasoning 5.55 5.35 5.25 5.38

Qwen2.5-14B-Instruct reasoning 5.46 5.28 5.28 5.34

Qwen2.5-7B-Instruct reasoning 5.02 4.82 4.67 4.84

internlm2-5-7b-chat reasoning 4.75 4.69 4.76 4.73

Qwen2.5-32B-Instruct SFT 5.79 5.64 5.27 5.57

glm-4-9b-chat SFT 5.65 5.49 5.35 5.50

Qwen2.5-7B-Instruct SFT 5.30 5.18 5.15 5.21

internlm2-5-7b-chat SFT 5.27 5.10 5.12 5.16

Qwen2.5-14B-Instruct SFT 5.21 4.98 4.91 5.04

Bold values represent the best results for each metric.

Table 10 | Ablation study results on the 32B model series

Configuration Tones Rhymes Antithesis Length Total

Qwen2.5-32B-Instruct (SFT only) 79.62 65.84 93.29 98.37 80.10

Qwen2.5-32B-Instruct (GRPO only) 79.74 72.38 94.38 99.22 82.41

Xunzi-Yayun-R1-32B(SFT+GRPO) 77.74 77.36 94.85 99.80 83.25

Qwen2.5-32B-Instruct(GRPO+RAG) 80.89 83.26 93.88 97.55 85.86

Qwen2.5-32B-Instruct(SFT+RAG) 76.81 87.86 94.69 99.77 86.00

Xunzi-Yayun-R1-32B(SFT+GRPO+RAG) 75.63 91.23 94.20 98.76 86.34

Bold values represent the best results for each metric.

Table 11 | Ablation study results on the 7B model series

Configuration Tones Rhymes Antithesis Length Total

Qwen2.5-7B-Instruct(SFT only) 75.93 61.48 89.88 94.33 76.22

Qwen2.5-7B-Instruct(GRPO only) 69.67 63.27 85.53 81.32 72.09

Qwen2.5-7B-Instruct (SFT+GRPO) 63.54 50.71 80.83 75.35 64.33

Qwen2.5-7B-Instruct(GRPO+RAG) 75.92 75.6 90.08 91.03 80.17

Qwen2.5-7B-Instruct(SFT+RAG) 66.64 69.61 83.45 77.23 71.95

Qwen2.5-7B-Instruct(SFT+GRPO+RAG) 62.61 74.68 81.39 75.3 71.26

Bold values represent the best results for each metric.
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Analysis of 7B-parameter models
The experimental results for the 7B models are complex, reflecting the
distinct impact of each specific training configuration. The results are
summarized inTable 11. In the table, bolded values represent the best results
for each metric.

Unlike the clear trends observed in the 32B models, the 7B results are
inconclusive and show counter-intuitive performance degradation.

①Performance Degradation: Contrary to the 32B results, nearly every
enhancement configuration results in a lower total score compared to the
SFT only reference score of 76.22. The SFT+GRPO configuration is par-
ticularly notable for its dramatic performance drop to 64.33.

②Anomalous Exception: The only exception is the GRPO+RAG
configuration,which achieves thehighest score of 80.17 in the 7B series. This
suggests a potentially unique synergy between these two techniques when
SFT is omitted, though this finding is isolated and requires further
verification.

Given the general trend of performance degradation and the ambiguity
in the original data logging, this study refrains from drawing firm conclu-
sions about the efficacy of these techniques on 7B models. The results

strongly suggest that enhancement methods are not universally applicable
across model scales and may require significant re-tuning or different
strategies for smaller models.

In summary, this ablation study yields two keyfindings. First, for large-
scale 32B models, a clear synergistic relationship exists: RAG is a powerful
tool for knowledge-intensive tasks, and its combination with a stylistic
optimizer like GRPO is essential for achieving state-of-the-art performance
in complex, creative generation tasks. Second, the effectiveness of these
techniques does not appear to scale down linearly, as the 7B models exhibit
anomalous performancedegradation acrossmost configurations, indicating
that model scale is a critical factor and warrants dedicated future research.

Comparative analysis of reinforcement learning methods
To empirically validate the selection of GRPO over other reinforcement
learning (RL) methods, a small-scale controlled experiment was conducted
comparing its performance against the widely used Proximal Policy Opti-
mization (PPO). The primary objectivewas to assesswhichmethod is better
suited for internalizing the complex, rule-based constraints of Tang poetry
generation.

Experimental Setup: BothGRPO and a standard PPO implementation
were applied to the same base model after the initial SFT phase. Both
methods used the identical rule-based reward signal derived from our
metrical evaluation algorithms (Algorithms 1–5).

The results, summarized in Table 12, indicate a clear advantage for
GRPO in this specific task. TheGRPO-trainedmodel achieved ahigherfinal
metrical accuracy score (83.25) compared to the PPO-trained model
(81.33). In the table, bolded values represent the best results for eachmetric.
We attribute this to GRPO’s group relative reward mechanism, which is

Table 12 | Comparison of GRPO and PPO Performance

Method Tones Rhymes Antithesis Length Total

GRPO 77.74 77.36 94.85 99.80 83.25

PPO 80.47 70.67 90.95 97.57 81.33

Bold values represent the best results for each metric.

Fig. 8 | Model inference logic. This flowchart illustrates the model’s bottom-up inference logic. It begins by analyzing user needs (bottom), then retrieves rhyme data and
selects imagery. The process moves up to structure construction and final validation checks, culminating in the complete poem output at the top.
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more effective than PPO’s value network at providing a stable learning
signal for tasks with discrete, rule-based reward structures.

This empirical comparison provides strong evidence supporting our
choice of GRPO. Its ability to effectively internalize poetic rules and
maintain training stability makes it a more suitable algorithm for the
nuanced task of classical poetry generation than general-purpose RL opti-
mizers like PPO.

Analysis of inference performance
Figure 8 and Table 13 illustrate the specific inference process of the Xunzi-
Yayun-R1 model, demonstrating the reasoning model’s multi-layered
structured thinking capability in handling Tang poetry generation. In the
first stage of constraint analysis, the model establishes a multi-dimensional
parameter space through instruction decomposition: first, it identifies the
genre characteristics of a five-character Jueju (four lines, twenty characters);
then, it constructs a semantic framework for the “忧愁”(sorrow) theme; and
finally, it locks down the rhyming rules of the “Ping Shui Yun” “东” (dōng,
east) rhyme. Particularly in the choice of rhyming words, the model
demonstrates cross-validation capabilities—first filtering out character
groups like “中 (zhōng, center)” and “鸿” (hóng, swan goose) that conform
to the “东” (dōng, east) rhyme, then semantically matching them with the

thematic imagery, and finally determining the rhyming combination of “古
桐中” (gǔ tóng zhōng, ancient paulownia tree, in the center of) and “问孤

鸿” (wèn gūhóng, ask the solitary swan goose). Thismechanismof coupling
sound andmeaning effectively avoids themechanical problem of “rhyming
for rhyming’s sake” common in traditional algorithms.

In the second stage of creative reasoning, the model achieves a cross-
modal transformation from parameter constraints to poetic expression. By
constructing an imagery chain of “孤灯” (solitary lamp)—“寒夜” (cold
night)—“泪落” (tears fall)—“愁肠” (bowels)—“孤鸿”(solitary swan
goose)”, the model not only completes the montage-like splicing of spatial
scenes (indoor → nature) but also employs synesthesia and metaphor to
construct emotional logic: “愁肠凝似铁” (sorrowful heart/bowels congeal
like iron) transforms abstract emotion into a metallic property, strength-
ening psychological intensity through tactile texture; “何处问孤鸿”(where
to ask the solitary swan goose) utilizes an interrogative sentence structure to
elevate individual sorrow into an existential inquiry. It is worth noting that
the model exhibits semantic deconstruction capabilities when processing
cultural archetypes—“孤鸿” (solitary swan goose) not only inherits the
symbolic system of “鸿雁传书” (swan geese delivering messages) (from
《汉书·苏武传》 (BookofHan·Biographyof SuWu)) in traditional poetry
but also, through the active nature of “问” (ask), dissolves the passive

Table 13 | Model inference of specific data

Instruction Result

Input 你是一位精通唐诗的AI, 当前创作需要遵循以下押韵要求: 可用韵脚字:东同铜桐筒童僮瞳中衷忠虫终戎崇嵩弓躬宫融…

请严格按照以下要求创作一首五言绝句:
1. 诗歌主题: 忧愁

2. 押韵要求: 第二句和第四句必须押《平水韵》「东」韵 (平声)
3. 格式规范: - 每句单独一行,不加任何标点 -绝句必须4行, 律诗必须8行
- 示例格式: 白日依山尽 黄河入海流 欲穷千里目 更上一层楼

4. 律诗要求:中间两联必须对仗工整

5. 输出限制: -仅输出诗句内容 -不要标题、注释、解释等任何额外内容 -禁止使用任何标点符号

Input Translation You are an AI proficient in Tang poetry. The current creation needs to follow the rhyming requirements below:
Available rhyming characters:东同铜桐筒童僮瞳中衷忠虫终戎崇嵩弓躬宫融

Please strictly follow the requirements below to create a five-character Juejui:
1.Poem Theme: sorrow
2.Rhyming Requirement : The second and fourth lines must rhyme with the Pingshui Yun「东」 rhyme.
3. Formatting Rules :
Each line must be separate, without any punctuation.
A Jueju must have 4 lines; a Lüshi must have 8 lines.
Example Format :…
4. Lüshi Requirements: The middle two couplets must have strict parallelism.
5. Output Restrictions :
- Output only the poem content.
- No title, annotations, explanations, or any other extra content.
- Do not use any punctuation marks.

Think 好的, 用户让我写一首五言绝句,主题是忧愁, 押《平水韵》的东韵。首先得确定东韵的字有哪些, 比如东、同、铜、桐、筒、童、僮、瞳、中、衷、

忠、虫、终、戎、崇、嵩、弓、躬、宫、融等等。然后要确保第二句和第四句押这个韵。

接下来是主题忧愁,得用一些能表达忧愁的意象,比如孤灯、寒夜、泪水、愁肠之类的。然后考虑结构,五言绝句四句,每句五个字,中间两联不需要对

仗, 因为是绝句不是律诗。但用户可能希望语言简练, 意境深远。

先想第一句, 可能设定场景, 比如“孤灯照寒夜”, 这样点出时间和环境, 营造孤寂的氛围。第二句需要押东韵, 比如“泪落古桐中”, 桐是东韵, 同时泪水落

在琴上,增加悲伤感。第三句要承接,比如“愁肠凝似铁”,表达内心的愁苦沉重。第四句再押东韵,比如“何处问孤鸿”,鸿雁常寄托思乡之情,这里用来加

强愁绪,并且“鸿”在东韵里吗?可能需要确认。或者换成“终”韵,比如“终随逝水东”,但得符合主题。再想想,可能用“何处问孤鸿”更合适,所以“鸿”在平

水韵中是东韵吗? 可能需要查证。按照平水韵, “鸿”属于东韵, 所以没问题。这样四句就完成了, 押韵正确,主题明确。

Think translation Okay, the user wants me to write a five-character Jueju, the theme is sorrow, rhyming with the “东” (dōng, east) rhyme of Pingshui Yun. First, I need to
determine which characters belong to the “东” rhyme, for example, “东、同、铜、桐、筒、童、僮、瞳、中、衷、忠、虫、终、戎、崇、嵩、弓、

躬、宫、融”, and so on. Then I need to ensure that the second and fourth lines use this rhyme. Next is the theme of sorrow, I need to use some imagery
that can express sorrow, such as solitary lamp, cold night, tears, sorrowful heart, and the like. Then consider the structure, a five-character Jueju has
four lines, with five characters per line. Themiddle two couplets do not require parallelism, because it is a Jueju and not a Lüshi But the usermight hope
for concise language and profound artistic conception.
First, I'll think about the first line, perhaps setting the scene, for example, “孤灯照寒夜” (Solitary lamp illuminates the cold night), this way, it points out
the time and environment, creating a lonely atmosphere. The second line needs to rhymewith the “东” rhyme, for example, “泪落古桐中” (Tears fall on
the ancient paulownia wood). “桐” is in the “东” rhyme. At the same time, tears falling on the “琴” increase the sense of sorrow. The third line needs to
follow up, for example, “愁肠凝似铁” (Sorrowful heart congeals like iron), expressing the deep and heavy sorrowwithin the heart. The fourth line again
needs to rhyme with the “东” rhyme, for example, “何处问孤鸿” (Where to ask the solitary swan goose?). “鸿雁” (swan geese) often carry feelings of
homesickness, here it’s used to intensify the sorrowful mood. And is “鸿” in the “东” rhyme? I might need to confirm this. Or perhaps I can use a word
rhyming with “终”, for example, “终随逝水东” (Finally following the passing water east), but it must fit the theme.
Thinking again, perhaps “何处问孤鸿” (Where to ask the solitary swan goose?) is more suitable. So, is “鸿” in the “东” rhyme according to Pingshui
Yun? I might need to verify this. According to Pingshui Yun, “鸿” belongs to the “东” rhyme, so there’s no problem.
In this way, the four lines are completed, the rhyming is correct, and the theme is clear.

Output 孤灯照寒夜 泪落古桐中愁肠凝似铁 何处问孤鸿
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characteristic of this image. This tension between tradition and modernity
demonstrates the algorithm’s innovative potential in the recombination of
cultural symbols. The entire inference process exhibits a spirally ascending
characteristic: from the rigid satisfaction of constraints to the flexible
creation of literary expression, ultimately achieving a dynamic balance
between cultural inheritance and the algorithm.

Comparison of verses generated by different models
Table 14 shows Tang poetry generated by different models. In terms of
basic metrical rules, Xunzi-Yayun-R1 strictly satisfies all metrical

specifications: the eight-line structure is complete, and the second,
fourth, sixth, and eighth lines with “漾” (yàng, overflow), “浪 (làng,
wave)”, “旷 (kuàng, vast)”, and “唱 (chàng, sing)” all belong to the “去
声” (qùshēng, departing tone)「漾 (yàng, yang)」 rhyme of “Pingshui
Yun”. In comparison, other models basically all have rhyming errors,
such as with “响 (xiǎng, sound)”, “长 (cháng, long)”, “凉 (liáng, cool)”,
etc. Qwen2.5-7B-Instruct only generated seven lines, showing serious
formatting errors. internlm2.5-7b-chat mistakenly truncated a Lüshi to
four lines, revealing the inadequacy of smaller models in grasping
complex formats.

Table 14 | Verses generated by different models

Instruction Instruction translation Model name Result

你是一位精通唐诗的AI,当前创作需要遵循以下押韵

要求: 可用韵脚字: 漾上望相将状帐浪唱让旷壮放向

仗畅量葬匠障

请严格按照以下要求创作一首七言律诗:
1. 诗歌主题: 日落

2. 押韵要求: 第二、四、六、八句必须押《平水韵》

「漾」韵 (去声)
3. 格式规范:
-每句单独一行,不加任何标点

-绝句必须4行, 律诗必须8行
-示例格式:
白日依山尽

黄河入海流

欲穷千里目

更上一层楼

4. 律诗要求:
中间两联必须对仗工整

5. 输出限制:
-仅输出诗句内容

-不要标题、注释、解释等任何额外内容

-禁止使用任何标点符号

Youare anAI proficient in Tangpoetry. The current creation needs
to follow the rhyming requirements below:
Available rhyming characters:漾上望相将状帐浪唱让旷壮放向仗

畅量葬匠障

Please strictly follow the requirements below to create a seven-
character Lüshi):
1.Poem Theme: Sunset
2.Rhyming Requirement : The second, fourth, sixth, and eighth
lines must rhyme with the Pingshui Yun 「漾」 rhyme (去声,
departing tone).
3. Formatting Rules :
Each line must be separate, without any punctuation.
A Jueju must have 4 lines; a Lüshi must have 8 lines.
Example Format :…
4. Lüshi Requirements: The middle two couplets must have strict
parallelism.
5. Output Restrictions :
- Output only the poem content.
- No title, annotations, explanations, or any other extra content.
- Do not use any punctuation marks.

Xunzi-Yayun-R1 金乌西坠暮云扬万

顷霞光映水漾

山染丹青浮翠嶂 江

吞赤焰化银浪

孤舟渐隐烟波外 远

笛空余岁月旷

独立苍茫无限意 满

天星斗替余唱

Qwen2.5-32B-
Instruct-GRPO

红日西沉水天边 金

光洒落湖面漾

山影渐长风轻拂 林

间鸟语声声响

牧童归晚笛声扬 渔

舟唱晚歌声畅

世间喧嚣皆宁静万

物归宁夜幕将

Qwen2.5-32B-Instruct 日落西山霞满天 江

流东去水无漾

千帆过尽皆往迹一

鸟高飞独向长

古道无人知远近 荒

台有月照凄凉

凭栏久立情何限 回

首烟波万里茫

Qwen2.5-14B-Instruct 日暮苍山衔落阳 烟

霞散尽露云茫

天际孤舟随浪涌一

川秋水接空长

征鸿点点穿云去 野

火星星照夜凉

欲问归人心已倦 风

吹衣袂带余香

Qwen2.5-7B-
Instruct-GRPO

残阳倾血照孤嶂 暮

霭蒸云漫四望

雁阵斜飞天际远 渔

舟破浪水光漾

烟霞散尽归巢鸟 月

影低垂挂树匠

独倚危楼凝目久天

涯何处觅归航

Qwen2.5-7B-Instruct 日落群峰侧望相 红

霞映水天无界

远树连空径已长 渔

火点边疑是火

孤帆过处似闻香 寒

烟漠漠侵衣袂

但愿长留人未放

internlm2.5-7b-chat 残阳血染半山红 暮

色沉沉笼雾障

独钓寒江随浪动 孤

帆远影入云响

glm-4-9b-chat 斜阳西下照河广 金

光万点浮波漾

半轮沉没云深处万

壑凝晖秋意广

残霞染尽层峦翠 暮

色渐浓天地漾

飞鸿影断归程远 渔

舟晚唱归家宕
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In terms of artistic quality, Xunzi-Yayun-R1 demonstrates advanced
poetry creation ability: it constructs a dynamic visual flow through “金乌西

坠“ (Golden Crow sets in the west)→ “霞光映水“ (rosy clouds reflect on
the water)→ “山染丹青“ (mountains are dyed in crimson and blue-green)
→ “江化银浪“ (river turns into silver waves); it achieves an emotional
transition from grandeur to desolation in “孤舟渐隐“ (solitary boat gra-
dually fades) / “远笛空余“ (distant flute’s sound lingers alone); and the
concluding couplet “星斗替唱“ (stars and constellations take turns singing)
breaks through conventional personification techniques, endowing celestial
bodies with a lyrical function. The concluding couplet of Qwen2.5-14B-
Instruct, “风吹衣袂带余香“ (wind blows the sleeves, carrying lingering
fragrance), although possessing artistic conception, has the character “香
(xiāng, fragrant)“ not rhyming with the required「漾 (yàng, overflow)」
rhyme, showing defects in multi-task coordination.

In summary, differences in parameter scale and training methods lead
to significant stratification in model generation capabilities. The 32B
parametermodel performs optimally in balancing formal specifications and
literary quality. Particularly, Xunzi-Yayun-R1, through the word-crafting
technique of “江吞赤焰 (river swallows crimson flames) and the surreal
imagination of “星斗替唱“ (stars and constellations take turns singing),
reaches a creative standard close to that of human poets. Whereas 7B-level
models commonly have issues such as formatting errors and forced
rhyming, proving the significant meaning of reinforcement learning and
RAG in Tang poetry generation.

Discussion
This study, by constructing theGRPO reinforcement learning and its three-
fold synergistic mechanism—continuous rule encoding, targeted knowl-
edge distillation, anddynamic reinforcement rewards—under the condition
of using only one thousand training data samples and a 32Bparameter-scale
model, has achieved performance surpassing that of hundred-billion
parametermodels. This breakthrough not only validates the effectiveness of
the “rule encoding—knowledge distillation—dynamic reinforcement—
retrieval augmentation“ technological paradigm, but also demonstrates a
newmodel for literary creativity in large languagemodels: the core of poetry
creation does not rely on the piling up of massive data, but rather on
constructing a multi-dimensionally coupled cultural cognitive system—
structurally reorganizing metrical rules.

Experimental data show that the model achieves an rhyming accuracy
of 91.23% according to “Pingshui Yun“, and can be deployed on a single
NVIDIA RTX 4090 card (24GB VRAM) via the Ollama36 framework. The
more profound significance of this study lies in the fact that by transforming
discrete poetry metrical rules into tunable reward signals, it provides a
reusablemethodological framework for thedigitalization challengesof other
art forms, such as Song Ci metrical rules and Xiqu melodies. This techno-
logical universality holds landmark significance in the field of digital
humanities, marking a systemic innovation in AI-assisted creation from
single-modality breakthroughs to cross-art-form systematic innovation,
opening up new technological frontiers for the intelligent inheritance of
excellent traditional Chinese culture.

Despite the promising results, this study has several limitations that
offer avenues for future research. First, a comprehensive hyperparameter
sensitivity analysis for GRPO was not conducted due to prohibitive com-
putational costs. While our chosen parameters (e.g., warmup_ratio = 0.1,
max_grad_norm = 0.1) were based on best practices from the original
GRPO paper and preliminary experiments, a full analysis would further
strengthen the method’s reproducibility and potentially unlock further
performance gains. Second, while our expert evaluation provides robust
qualitative insights, the assessment of “artistic diversity“ remains largely
subjective. Future work should aim to integratemore objective, quantitative
metrics to better capture creative variation.

Data availability
We opened our project to GitHub (https://github.com/Xunzi-LLM-of-
Chinese-classics/Xunzi-Yayun-R1).
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