npj | heritage science

Article

https://doi.org/10.1038/s40494-025-02150-7

Generating Chinese intangible cultural
heritage images with structure and color

awareness

M| Check for updates

Jingjing Zou'

, Yingjun Du?, Gangtian Liu', Ziyun Jiao' & Hui Zhang'

The visual identity of Chinese intangible cultural heritage (ICH) relies on structured composition and
symbolic color traditions. We present Colorful Heritage, a structure- and color-aware generative
framework for stylizing ICH visual forms with cultural fidelity. Our method integrates: (1) a structure-
guided stylization module encoding principles such as axial symmetry; (2) a color-aware embedding
mechanism for symbolic palette modeling; and (3) a disentangled two-stage training strategy to
separate content from style. To support evaluation and future research, we introduce ICHStyleBench,
a benchmark of 10 ICH styles—including paper cutting, clay sculpture, and embroidery —annotated
with layout and color attributes. Both quantitative analysis and expert evaluations confirm that our
method achieves superior performance in semantic integrity, visual symbolism, and compositional
structure preservation, with scores of 84.6 in content preservation, 81.2 in style alignment, 0.502 in
CLIP-S, and a user preference rate of 34.5%, significantly higher than all baselines. This work provides

a computational contribution to the digital preservation and revitalization of intangible cultural

heritage.

Intangible Cultural Heritage (ICH) constitutes a vital dimension of the
global cultural heritage ecosystem. Encompassing oral traditions, traditional
craftsmanship, ritual practices, and performing arts, ICH represents cultural
expressions transmitted across generations and deeply embedded within
community life'”. These practices are often inseparable from specific spaces,
social rituals, and tangible artifacts that give them contextual meaning.
Characterized as a—living heritage,—ICH is sustained through oral trans-
mission, everyday enactment, and intergenerational interaction™. It
embodies human creativity, experiential knowledge, and collective memory,
serving as a dynamic link between the past and the present. However, amid
accelerating urbanization and shifting sociocultural structures, many ICH
practices are facing increasing threats—ranging from intergenerational
discontinuity and contextual displacement to the erosion and distortion of
traditional forms™’. The significance of ICH extends far beyond preservation
or museum display. It plays an irreplaceable role in shaping cultural identity,
fostering creativity, and reinforcing social cohesion’. As a shared cultural
resource, ICH also carries the contemporary mandate of promoting inter-
cultural understanding, sustaining historical continuity, and advancing
cultural innovation. In this context, digital revitalization and creative rein-
terpretation have emerged as critical strategies for safeguarding ICH—
enabling its transmission, accessibility, and meaningful renewal in the
digital era.

Within China’s official classification of ICH, the styles of traditional art
and traditional skills occupy a prominent position due to their strong visual
expressiveness, distinctive compositional norms, and dense symbolic
encoding'’. As of 2025, 426 items in these styles have been recognized at the
national level—accounting for approximately 27% of all registered ICH
entries—and include practices, such as woodblock New Year pictures, paper
cutting, embroidery, clay figurines, lantern art, and bamboo weaving. A total
of 1230 national-level representative inheritors have been identified, sup-
porting an institutional safeguarding system and a regionally distributed
transmission network. These visual traditions are rich in cultural semantics
and stylistic diversity. For example, Miao paper-cutting and textile patterns
integrate religious belief with layered chromatic motifs; regional variations
of New Year pictures exhibit striking differences—Zhuxian Town empha-
sizes compositional rhythm, Tantou favors abstraction and saturation, while
Yangliuging and Taohuawu are known for fine brushwork and ornate
detail".

Beyond surface appearance, Chinese ICH visual forms encode mean-
ing through layout and color. Axial or bilateral symmetry and framed,
center-axis compositions are widely used in woodblock New Year pictures
and palace lantern designs to convey ritual order, balance, and auspicious
harmony. Paper cutting often organizes figures along vertical or radial axes
to signal narrative hierarchy (central deities, guarding animals, or ancestral
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motifs), while embroidery composes paired or mirrored motifs to express
blessing and protection. Color choices are likewise symbolic rather than
merely aesthetic: for example, vermilion is associated with festivity and
auspiciousness in celebratory prints and paper cuttings; golden/yellow sig-
nifies dignity and authority in ceremonial objects; and indigo/blue is linked
to serenity and protection in textiles and folk ornaments. Because these
cultural semantics are carried by compositional structure (where things are
placed) and chromatic coding (how they are colored), faithful stylization
requires models that explicitly reason about layout priors and symbolic
palettes, rather than optimizing only for generic perceptual similarity.
Similarly, cloth tiger figurines across regions embody the interplay between
local iconography, spiritual systems, and practical function. Yet, despite
their visual richness, these styles present inherent modeling challenges: they
lack standardized structural templates, display significant interregional
variation, and encode semantic meaning through highly context-dependent
visual cues. General-purpose Al models struggle to learn and reproduce
such complex traditions through conventional classification or low-level
feature matching alone'”. To address this, we construct a structured image
dataset focused on traditional art-related ICH items, annotated across
multiple dimensions, such as regional origin, composition layout, theme,
and symbolic color usage. This resource facilitates more interpretable style
learning and culturally faithful generation, laying the groundwork for
semantic perception, structural control, and the digital revitalization of
visual ICH. Rather than replacing human-centered creative practice, our
framework offers a computational perspective to support documentation,
interpretation, and inclusive cultural representation in generative systems.

While the transmission of ICH fundamentally relies on human crea-
tivity and intergenerational practice, computational approaches can serve as
complementary tools for cultural analysis and visual encoding. Rather than
aiming to replace artisanal expression, generative models can aid in the
systematic study and digital revitalization of heritage esthetics, particularly
when traditional knowledge risks fragmentation due to modernization and
demographic shifts.

In response to the dual challenges of structural complexity and inter-
generational disruption in image-based ICH preservation, generative Al
and computational modeling have emerged as promising tools for cultural
expression, reinterpretation, and sustainable transmission'’. Recent studies
have demonstrated that techniques such as semantic feature extraction,
image clustering, and style-guided generation can transform unstructured
ICH visual data into structured knowledge representations, paving the way
for controllable and interpretable generative models. For instance, in the
study of Guizhou batik ICH, researchers constructed hierarchical visual
knowledge graphs using clustering and edge feature extraction to enable
automatic motif classification and semantic-aware generation'’. In another
line of work, Peking Opera facial makeup styles were synthesized through an
extended StyleGAN2 framework equipped with co-training and conditional
control modules, enabling multi-style fusion and culturally coherent
generation". These examples illustrate the growing feasibility of applying
generative models to ICH visual reconstruction. More importantly, they
highlight the need for stylization systems that go beyond surface-level
transfer—embedding structural reasoning, symbolic color representation,
and cultural context into the generative process. Accordingly, designing a
generative framework that can incorporate the compositional logic and
chromatic symbolism inherent in ICH imagery, while maintaining cultural
sensitivity, has become a central challenge in the digital transformation of
intangible heritage. While our framework centers on visual semantics,
related heritage studies, such as Li et al.'’, underscore that visual motifs often
encode deeper kinship-based, ritualistic, and spiritual meanings. These
insights highlight the broader cultural functions of visual forms and point to
opportunities for future extensions beyond visual stylization.

Recent advances in diffusion-based text-to-image generation'”" and
fine-tuning techniques, such as DreamBooth”, LoRA®, and Textual
Inversion” have enabled the efficient adaptation of pretrained models to
user-specific styles or concepts. In particular, LoORA-based methods™** have
shown effectiveness in style transfer by injecting low-rank learnable weights

into selected attention layers. However, most existing approaches target
generic or Western art domains and overlook the compositional complexity
and symbolic color semantics inherent in non-Western cultural traditions.

Recent works, such as ZipLoRA** and B-LoRA** have explored LoRA
factor placement and modular merging for style disentanglement. Never-
theless, they tend to optimize for perceptual similarity and do not incor-
porate culturally grounded priors, such as layout symmetry or symbolic
color usage. Similarly, tuning-free approaches using adapters’*® accelerate
inference but offer limited interpretability and cultural control. While prior
cultural stylization works”** contribute valuable datasets or color harmony
tools, they typically do not embed symbolic structure within the generative
process.

Existing generative approaches, although effective for Western or
general art domains, remain limited in capturing the compositional and
chromatic logic characteristic of non-Western cultural imagery. Most style
transfer and diffusion-based frameworks focus on aesthetic resemblance or
perceptual alignment, without considering structural regularities, such as
axial symmetry, hierarchical framing, or ritual balance that govern tradi-
tional Chinese art forms. Likewise, color modeling in these methods is
largely data-driven, neglecting the hierarchical symbolism embedded in
traditional palettes—where hues, such as vermilion, indigo, and gold, con-
vey spiritual and social meanings beyond visual harmony. These limitations
constrain the interpretability and cultural fidelity of ICH stylization when
applied, underscoring the need for a framework that integrates culturally
grounded priors into both structural and chromatic dimensions.

In contrast, we introduce Colorful Heritage, a structure- and color-
aware stylization framework that explicitly models cultural semantics
through structure-aware LoRA training and symbolic color injection. This
design is informed by both the technical landscape of efficient adaptation
and the domain-specific requirements of ICH image synthesis. Our method
integrates three core modules: First, we develop a structure-guided LoRA
module that integrates traditional layout priors, such as symmetry, radial
flow, and diagonal alignment, into the adaptation process. This design
ensures that the generated images not only adopt the surface textures of
traditional art but also embody their spatial logic and compositional har-
mony, a crucial yet often overlooked aspect of cultural authenticity. Second,
we introduce a color-aware stylization module that encodes color distribu-
tions derived from symbolic palettes, such as vermilion, indigo, and gold,
into compact chromatic tokens. These tokens are injected during generation
to steer the model toward stylistically consistent and semantically mean-
ingful color usage, significantly improving the chromatic fidelity and
expressiveness of stylized outputs. Third, we propose a semantic disen-
tanglement training strategy, which employs a two-stage LoRA adaptation
scheme guided by style prompts and cultural tags. This strategy enables
clean separation between content and style representations, thereby redu-
cing content leakage and enhancing controllability across diverse cultural
styles. It also facilitates modular reuse of learned components, allowing
efficient generalization to new styles with minimal supervision. Unlike prior
LoRA-based diffusion approaches that primarily focus on general aesthetic
decomposition and perceptual alignment, our framework introduces a
culturally grounded modeling perspective. By embedding symbolic color
semantics and compositional layout logic as learnable modules, we enable
semantically controllable and culturally faithful generation tailored to the
unique visual characteristics of ICH. Although built upon standard diffusion
architectures, our formulation contributes a new abstraction layer that
incorporates cultural reasoning into the generative process.

In addition, we curate ICHStyleBench, a benchmark dataset featuring
various representative styles from Chinese ICH—including woodblock New
Year pictures, clay sculpture, and traditional tie-dye—as well as different
styles of cultural and creative product images used as content. Each style
entry is annotated with detailed metadata, including compositional struc-
ture, thematic origin, symbolic color motifs, and culturally grounded visual
descriptors. Comprehensive evaluations—both qualitative and quantitative
—demonstrate that Colorful Heritage not only surpasses state-of-the-art

stylization models™*** in terms of structural and chromatic alignment, but
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also offers interpretability, visual quality, and cultural coherence valuable for
the digital preservation and creative reuse of intangible visual heritage.
Moreover, the visual forms used in ICH stylization are often historically
embedded in broader social and transregional dynamics. For instance,
export-oriented decorative arts in the Qing dynasty reflect influences from
maritime trade, consumer tastes, and cross-cultural symbolism™. While our
current focus remains on visual style modeling (layout and symbolic color),
future work may benefit from integrating such socio-historical insights to
enhance interpretive fidelity.

Methods

Our method, Colorful Heritage, is designed to generate culturally faithful
stylizations that retain the structural layout and color characteristics of the
exemplar, specific to Chinese ICH. This section presents the overall archi-
tecture and the core technical components. We begin by introducing the
latent diffusion backbone and the LoRA-based adaptation strategy. Then,
we describe three key modules that form the foundation of our framework:
structure-guided stylization, color-aware stylization, and a two-stage
semantic disentanglement strategy. These components collectively enable
our framework to achieve semantically grounded, structurally aligned, and
chromatically coherent stylizations tailored to ICH visual forms.

Latent diffusion for stylization

Latent diffusion models (LDMs)'” have emerged as a powerful paradigm for
efficient image generation and stylization. Instead of operating in the high-
dimensional pixel space, LDMs learn to denoise in a compressed latent
space obtained via an autoencoder. Given an image x, the encoder £ maps it
to a latent representation z, = £(x), and a decoder reconstructs the image
as D(z,) ~ x. A Denoising Diffusion Probabilistic Model (DDPM)” is
trained to learn the reverse denoising process in this latent space, which is
computationally more efficient and has become standard in stylization
taSkSZ‘Sﬁl,SZ.

A key design choice in diffusion training is the form of the supervision
objective. Let z, denote the noisy latent obtained by perturbing z, with
Gaussian noise at timestep ¢. The model may be trained to predict either the
noise ¢ added to the latent or the original clean latent z,. This yields two
common objective formulations:

[’f = Ezn,e,t [” €= 69(Zt1 0”%]7 (1)

‘Cxo = Ezg‘e,r [“ ZO - EO(ZN 0"%]7 (2)

where €5 is the noise prediction network, and z,, is reconstructed from e4(z;,
f) using the reverse diffusion equation. While £, is widely used due to its
stability and visual diversity, it tends to emphasize low-level noise details and
may neglect high-level structure, often resulting in style inconsistency and
content distortion.

To better preserve the global layout and semantic fidelity—especially
important for culturally structured stylization—we adopt £, as our
supervision objective. It directly encourages the recovery of clean content
structure and improves alignment between content and style, all without
modifying the architecture of the diffusion model.

LoRA-based adaptation
Low-Rank Adaptation (LoRA)” has emerged as a powerful tool for effi-
ciently adapting large models to new tasks. In the context of diffusion
stylization, LoORA modules are typically injected into transformer blocks
within the U-Net™ to capture task-specific variations while keeping the base
model frozen. Prior works™** show that style and content can be decoupled
by optimizing separate LoRA branches. However, most of these approaches
use e-prediction as the loss function and do not leverage cultural priors in
structure or color.

In contrast, our method utilizes xy-based supervision to improve
structural coherence, and introduces layout-guided and color-aware LoRA
modules for enhanced cultural stylization. Additionally, we propose a two-

stage training strategy to further disentangle content and style
representations.

Algorithm 1. Two-stage semantic disentanglement for stylization
Require: Content image I, Style image I, Structure label I, Color palette C,
Ensure: Content LoRA 6,, Style LoRA 6,
1: Stage I: Train Content LoRA
2: Encode I.: z§ = £(1,)
3: for each training step do
4: Sample timestep ¢, noise € ~ N (0, I)
5:25 = Jazi +/T—@ - €
6: Predict noise €,(z;, t)
7: Update 6, using L gpen = ||25 — Zo(25, t)||§
8: end for
9: Stage II: Train Style LoRA (freeze 0,)
10: Encode structure token eg e = Embedge()
11: Encode color token e, = Embed_;,.(C,)
12: Encode I;: zj = &(1,)
13 for each training step do
14: Sample timestep #, noise €, compute z;
15: Predict noise with egruct €color
16: Update 6, using [’style = Hzf) = 223, £ egruces ecolor)”z
17: end for

Algorithm 2. Stylization inference with content and style LoRA
Require: Content image I, Structure label I, Color palette C,
Require: Trained LoRA weights 6, 6; guidance weights Acontent> Astyle
Ensure: Stylized output image x

1: Encode I, into latent space: z§ = £(I,)

2: Sample timestep ¢ and noise €

3: Generate noisy latent: z{ = \/a,z§ + /T —a; - €

4: Load content LoRA 6, and style LoRA 6 into frozen base model

5: Embed structure token: eyt = Embedgguc(ls)

6: Embed color token: e, = Embed,,,(C,)

7: Predict:

color

€hase = Sebase (Ziv t)

~ — c
€content — 59b356+au (Zt, t)

— C f.
€style - eebm+65 (Z tr £ Estructs ecolor)

8: Compose guided prediction:

€final = C€base T Acontent(econtent - ebase) + Astyle(estyle - ebase)

9: Run reverse DDIM to obtain stylized latent z,
10: Decode stylized image: X = D(z,)

Structure-guided stylization

A key visual characteristic of Chinese ICH lies in its symbolic spatial
composition. Common layout forms, such as axial symmetry (e.g., door
gods), radial patterns (e.g., palace lanterns), and diagonal balance (e.g,
calligraphy scrolls) reflect deep-rooted esthetic principles. However, existing
diffusion-based stylization methods*** primarily focus on low-level texture
or color patterns and often fail to reproduce such spatial regularities,
resulting in outputs that appear stylistically inconsistent or compositionally
chaotic. Beyond axial symmetry, our structure prior is defined over a
compact taxonomy that covers radial, diagonal, and balanced asymmetry
layouts commonly observed in ICH (e.g., rosette-like palace lanterns for
radial, slanted scroll compositions for diagonal, and embroidery motifs for
balanced asymmetry). These categories are detected either by lightweight
symmetry cues (reflection, rotational energy in polar coordinates) and
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principal-orientation histograms or by manual tags when curatorial meta-
data is available.

To address this, we introduce a structure-guided stylization module that
injects explicit layout priors into the LoRA adaptation process. By incor-
porating structure tokens derived from geometric attributes of the style
image, we guide the model to produce stylized results that respect traditional
spatial logic while preserving content alignment. This design explicitly
injects non-axial priors (radial/diagonal/balanced asymmetry) into LoRA
adaptation rather than relying on texture-only cues.

We manually annotate each style image with a discrete layout label
I € L, where L includes common compositional styles, such as axial sym-
metry, radial symmetry, diagonal layout, and asymmetric freeform. These
labels can also be inferred using image symmetry detectors or low-level
structural heuristics.

Each layout label /is mapped to a learnable structure token ey, € RY,
which serves as a conditioning vector during LoRA training. Specifically, we
inject this token into the cross-attention layers of the U-Net via a lightweight
embedding layer:

. = Embed,,(]), 3)

estruc
and modify the attention computation as:

T

Attn(Q,K, V) = softmax(Qj{a + Wbias(estma)) V, (4)

where Wy, is alinear projection that transforms the structure token into an
attention bias term. This allows the model to incorporate spatial composi-
tion priors directly into the generation process.

During style LoRA training (see Section 2), we condition the model on
both the style image and its associated structure token. The training
objective for structure-aware stylization becomes:

~ g 2
[’struct—style = Ezf)‘t,e |:HZ5 - ZO(Z;-, £; estruct)”2:| ) (5)

where z} and z; are the clean and noisy latents of the style image, and e
guides the model to reconstruct zj with spatial awareness. The trained LoRA
thereby learns to encode not only appearance features but also structural
esthetics.

At inference time, users can optionally select or interpolate between
structure tokens to control the spatial characteristics of stylization. This
provides intuitive and culture-aligned controllability, enabling stylized
results that adhere to traditional layout conventions.

While both our method and B-LoRA™ leverage external conditioning
to guide LoRA adaptation, the nature of the conditioning signals is funda-
mentally different. B-LoRA conditions on textual style descriptions during
fine-tuning but does not explicitly encode or supervise visual structure. In
contrast, our structure-aware module extracts layout features, such as axial
symmetry and motif alignment, from the reference image, and embeds these
as learnable structure tokens that condition a dedicated LoRA branch. This
visual tokenization introduces direct compositional priors into the gen-
eration process, enabling finer preservation of culturally specific spatial
structures that are difficult to convey through text alone.

Color-aware stylization
Color in Chinese ICH carries deep cultural and symbolic meaning. Specific
colors, such as vermilion, gold, or indigo, are not merely aesthetic choices
but reflect philosophical and societal values. Existing stylization methods
often treat color as a byproduct of texture matching or CNN feature
alignment, without explicit control or understanding of its semantic role.
This often leads to inaccurate or overly diluted color usage, which under-
mines the cultural integrity of the generated image.

To address this, we propose a color-aware stylization module that
explicitly encodes and injects symbolic color priors into the generation

process. By guiding LoRA adaptation with chromatic tokens extracted from
the style image, our method promotes faithful and semantically aligned
color transfer. To ensure that the extracted colors correspond to culturally
meaningful symbolism rather than purely statistical distributions, we con-
struct a curated symbolic lexicon derived from authoritative ICH doc-
umentation and ethnographic literature. Each dominant hue detected in
CIELAB space is mapped to this lexicon (e.g., vermilion for auspiciousness,
indigo for calmness, gold for prosperity), conditioned on project metadata,
such as motif type and ritual context. Ambiguous hues are cross-checked by
domain experts to confirm their symbolic roles. We further verify the
validity of these mappings through motif-color co-occurrence analysis (e.g.,
vermilion co-appearing with New Year motifs and gold with ceremonial
ornaments). This procedure ensures that the color tokens capture not only
perceptual similarity but also culturally encoded semantic meaning.

For each style image I, we extract a palette of K dominant colors using
k-means clustering in the CIELAB color space, which better reflects per-
ceptual differences than RGB. The result is a color palette
C,=1{c;,¢y, -, ), Where each ¢, € R? represents a cluster centroid.
While k-means offers a computationally efficient way to extract repre-
sentative color clusters, it assumes spherical cluster distributions and may
not fully capture the perceptual harmony and symbolic alignment of tra-
ditional palettes. We acknowledge this limitation and regard our current
strategy as a practical approximation; more perceptually grounded palette
modeling (e.g, CIEDE2000-aware or learning-based color grouping)
remains an important direction for future refinement.

The extracted color palette is embedded into a learnable token vector:

= Embed,_,,(C,) € RY, (6)

€color color

which is injected into the cross-attention layers of the U-Net. Similar to the
structure token, this token biases attention computations to steer generation
toward the target chromatic distribution.

During LoRA training on the style image, we incorporate the chro-
matic token ey, into the network and supervise the model to reconstruct
the style latent zj, under color guidance. The color-aware loss is defined as:

~ 2
‘C‘color—style = EZBJ&T |:||Z(S) - ZO(Zi7 £ ecolor)”z] : (7)

This objective ensures that the model learns a strong association between
symbolic color and style features, enabling more vivid and semantically
faithful stylizations.

At inference time, users can manipulate the influence of color by
adjusting a guidance coefficient A, following a classifier-free guidance
formulation:

€guided = Cpase T /lcolor : (ecolor - ebase)ﬁ (8)

where €p,s. is the output of the model without color token, and €0, is the
output conditioned on e oy This allows for fine-grained control over the
intensity of color transfer, providing flexibility to balance stylistic richness
with content fidelity.

Two-stage semantic disentanglement
In many LoRA-based stylization methods™**, content and style repre-
sentations are learned simultaneously, often resulting in entangled features
where the model fails to distinguish what to preserve (structure, semantics)
and what to stylize (texture, color, layout). This entanglement is especially
problematic in culturally complex styles, where symbolic structure and
semantics are tightly coupled. To overcome this, we propose a two-stage
semantic disentanglement strategy that sequentially optimizes content and
style LoORA modules, thereby improving clarity, interpretability, and con-
trollability in stylization.

In the first stage, we train a content LoRA module that focuses solely on
preserving the semantic structure of the content image, independent of any
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style influence. The training objective is based on the x,-prediction loss
defined over the content image I:

Lcontent = Ezé,tf |:HZS - 20(‘2‘;7 t)Hi] ’ (9)

where z§ = £(I,) is the latent of the content image and z{ is its noisy version.
In this stage, no style or layout tokens are used, ensuring the content LoRA
captures only structural and semantic priors of the original image.

After training the content LoRA, we freeze its parameters and train a
separate style LORA conditioned on structure and color tokens. Given a style
image I; and its associated tokens egyuct» €colors the training objective is
defined as:

(10)

~ 2
ﬁstyle = Ezf).,t,e [HZS - ZO(Zi7 t; Cstructs ecolor)”z] .

This enables the style LoRA to focus purely on stylistic elements, such as
layout and color, while relying on the content LoRA for semantic recon-
struction. The separation enhances clarity in the learned representations
and avoids unintended content distortion.

To make the two-stage separation operational and robust, we specify
the objectives and their weights explicitly. Stage 1 (content LoRA) empha-
sizes semantic and structural fidelity of the content image with three
complementary signals: (i) an xp-reconstruction objective as the backbone
supervision, (ii) a perceptual feature consistency loss computed on CLIP/
VGG activations to preserve high-level semantics, and (iii) a lightweight
edge/SSIM-aware term to stabilize geometric contours. The relative weights
are set to 1.0 (reconstruction), 0.5 (perceptual), and 0.1 (edge) after a small
validation sweep on 20 held-out content-style pairs. This stage uses no
layout or color tokens, ensuring the content adapter learns structure/
semantics only.

Stage 2 (style LoRA) focuses on culturally meaningful style adherence
under frozen content LoRA. We combine: (i) the same x,-reconstruction
objective (weight 1.0) to maintain training stability, (ii) a style similarity
term based on Gram statistics over VGG activations (0.5) to capture texture
and brushwork, (iii) a color alignment term in CIELAB that matches the
generated image to the symbolic palette statistics extracted from the refer-
ence (0.3), and (iv) a layout-consistency term (0.2) that encourages attention
patterns consistent with the structure token (e.g., axial, radial, and diagonal).
Together, these losses steer the style adapter toward symbolic color usage
and compositional faithfulness while avoiding overwriting content structure
learned in Stage 1.

Weights were selected via a coarse grid search (+50% around the above
values) on a 20-pair validation subset, optimizing for a composite score
averaging ContentPres, StyleAlign, CLIP-S, and expert preference. We
observed monotone trends: increasing the color term improves StyleAlign
and expert judgments on symbolic palettes but can slightly reduce Con-
tentPres beyond weight 0.4; increasing the layout term improves StyleAlign
and ContentPres up to weight 0.25, after which gains saturate. Default
inference coefficients are Acongent = 0.6 and Agye = 0.8, with structure/color
token guidance strengths set to 0.8/0.7, respectively. The model remains
stable within a broad neighborhood of these settings, indicating that the
disentanglement, rather than precise tuning, is the primary driver of gains.

At inference time, both content and style LoORA modules are loaded
into the base model and applied simultaneously. The structure and color
tokens serve as guidance signals to the style LoRA, while the content LoRA
ensures faithful semantic preservation. Optionally, users can modulate the
relative strength of each branch using coefficients Acontent and Aggyte:

€final = €pase T Acontent : (Econtent - ebase) + Astyle ' (estyle - ebase)' (11)
This provides intuitive control over the trade-off between fidelity and
stylization, making the framework adaptable to various use cases. An
overview of the two-stage training and inference process is illustrated in

Figs. 1, 2. The detailed training and inference algorithms are provided in Alg.
1 and 2.

While LoRA-based adapters are effective in low-rank parameter tun-
ing, they often struggle to preserve semantic integrity in culturally symbolic
domains due to the entangled nature of feature representations. To address
this, our two-stage strategy first isolates structure-related priors (e.g., sym-
metry and spatial layout) before separately encoding symbolic color cues.
This disentanglement not only reduces semantic leakage during generation
but also ensures that culturally meaningful elements, such as auspicious
color motifs or ritual-based layouts, are preserved in contextually appro-
priate ways. Our approach thus extends LoRA’s adaptation capacity from
efficiency-focused tuning to culturally grounded controllability.

ICHStyleBench
To support research in stylization grounded in Chinese aesthetic principles,
we introduce ICHStyleBench, a benchmark curated for evaluating
structure-and culture-aware style transfer. It includes ten representative
items selected from national-level Chinese ICH entries, focusing on visual
crafts, such as New Year paintings, paper cutting, clay sculpture, embroi-
dery, and palace lanterns.
The full benchmark consists of:
* 724 style images, manually curated and annotated;
* 4,345 symbolic color tokens extracted from style exemplars;
o Stylization pairs for evaluation were constructed from 20 style images
and 20 content images, yielding a total of 200 test pairs.

ICHStyleBench aggregates items from multiple provinces and both
urban and rural contexts (e.g., county-level folk workshops and municipal
museums), with project provenance recorded at the city/county level. For
each style image, we additionally annotate whether it originates from fes-
tival/ritual settings (e.g., Spring Festival door-god prints, Dragon Boat
Festival papercuts), workshop production, or museum/archival collections.
When available, seasonal context (e.g., spring festival period vs. non-festive
season) is recorded to reflect the cyclical nature of ICH practice. These
attributes enrich downstream evaluation by enabling analysis across region,
urban-rural origin, and ritual/seasonal usage.

Note that, while we visualize only a subset of ten styles and 20 content
examples for clarity, all evaluations reported in this section are conducted
over the 200 stylization pairs mentioned above. These pairs are sampled
from the full benchmark, which additionally contains over 4000 training
instances across diverse ICH substyles (see Fig. 3). The representative ICH
styles analyzed in this study are summarized in Table 1, highlighting their
compositional layouts, thematic connotations, and core visual keywords. A
detailed summary of dataset coverage by region, historical period, project
category, and source is provided in Supplementary Table S1.

Each style image in ICHStyleBench is annotated with three key cultural
dimensions: theme origin, compositional layout (e.g., axial symmetry, radial
balance), and symbolic connotation (e.g., auspiciousness, loyalty and justice,
home protection). These annotations enable structured evaluation of how
well stylization methods preserve high-level cultural priors.

Color occupies a foundational role in traditional Chinese visual
expression, often carrying deep symbolic meanings. To capture these
chromatic conventions, we perform a palette-based color analysis on ten
representative ICH styles from our dataset. For each style, we apply
K-means clustering (guided by the elbow method) to extract five dominant
colors from representative images. We then quantify the hue (H), saturation
(S), and value (V) components of each cluster and visualize their relative
proportions (Fig. 4). This analysis enables both perceptual and culturally-
aligned evaluation of chromatic fidelity, and provides a foundation for
symbolic color conditioning in our generative framework. The hierarchical
relationships and color distributions among the ten representative ICH
styles are visualized in Fig. 5, illustrating both the lineage and symbolic
chromatic coherence within regional heritage practices.

The benchmark includes 20 content images curated from five cultu-
rally rich domains—namely, the Longmen Grottoes, Tang Dynasty court

npj Heritage Science| (2025)13:579


www.nature.com/npjheritagesci

https://doi.org/10.1038/s40494-025-02150-7

Article

Stage I: Training Content LoORA

Noised Content Image ,' s Content LoRA \ Content Image
R : . v
1 1
1 ]
1 1
1 1 ‘
= : =
1 1 A
1 AC 1
1 1
\ "
AR\
L
Stage II: Training Style LoRA e e e e e e e e e e e e

:
0
-
O

Noised S Ie Image

1
1 8
' 3
: €color DDDD <::I %
1
1 R
\

Fig. 1 | Training framework of Colorful Heritage. The training process consists of
two stages: Stage I (top) learns a content-preserving LoORA module from the content
image alone, focusing on semantic structure reconstruction via denoising. Stage II
(bottom) learns a style-specific LoORA, guided by both structure and color tokens
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extracted from the style image. The structure token e, encodes spatial layout
priors (e.g., symmetry, composition type), while the color token ejo, embeds
symbolic color palettes. Both are injected via token embedding layers into the style
LoRA training pipeline.

Fig. 2 | Inference procedure of Colorful Heritage. Inference

During inference, both the content LoRA and the
style LoRA are loaded into the base diffusion model.
The content image is implicitly encoded via pre-
trained semantic pathways (orange modules), while
the structure token e, and color token ey, —
extracted from the style prompt and palette—are
injected through dedicated embedding layers. These
tokens control the layout and chromatic character-
istics of the generated image, enabling culturally
faithful and composition-aware stylization.
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Fig. 3 | Database structure of traditional fine arts-related ICH projects in Henan
Province. This figure illustrates the hierarchical taxonomy and metadata schema of
representative intangible cultural heritage (ICH) projects in Henan, categorized by
artistic form: New Year Picture, Clay Sculpture, Paper Cutting, Embroidery, and
Palace Lantern. Each style entry includes detailed project provenance (region,
institution, and batch year), visual features, and the number of documented samples
(N). On the right, four types of annotated metadata—pattern, modeling, process,

and color—are illustrated. These metadata styles are not exclusive to any specific
artistic form but are shared annotation dimensions applicable across different ICH
styles. For example, both paper cutting and embroidery may contain animal patterns
or geometric motifs, and all styles involve color characteristics, such as main color,
decorative color, or traditional symbolic palettes. This structure supports a style-
aware and interpretable modeling framework.

music, ancient bronzeware, Bai Juyi’s poetry, and traditional tea culture—
spanning diverse semantic motifs and compositional styles to support style
transfer tasks. While ICHStyleBench emphasizes visually codified crafts, it
currently excludes non-visual styles such as oral traditions, performing arts,
and musical heritage, which involve temporal and interactive modalities
beyond static image stylization. Moreover, heritage forms with flexible or
improvisational visual logic, such as freeform textile designs or abstract folk
painting, are underrepresented compared to structured crafts like wood-
block prints and paper cutting. These directions point to promising avenues
for expanding the benchmark’s scope and cultural inclusivity in future work.

Results

Our implementation is based on SDXL v1.0%, with both the model weights
and text encoders frozen. The rank of LoRA weights is set to 64. All LoRAs
are trained on a single image. For the content image, we initially train for
500 steps using e-prediction, then switch to x,-prediction for an additional
1000 steps. For the style image, we first obtain its content LoRA using the
above training strategy, and then separately train a new style LoRA for
1000 steps using xo-prediction. The entire training process takes approxi-
mately 12 minutes on a single 4090 GPU.

We compare our method with four state-of-the-art stylization meth-
ods, including StyleID”, StyleAligned™, ZipLoRA™, and B-LoRA*". For a fair
comparison, we collect 20 content images and 20 style images from different
studies'********, Using these images, we compose 200 pairs of content and
style images for quantitative evaluation.

Qualitative evaluation

We begin by qualitatively comparing our method with several state-of-the-
art stylization approaches: StyleID”, StyleAligned™, ZipLoRA®, and
B-LoRA™. Figure 6 shows representative examples of stylized outputs using
different style references from Chinese ICH. Each example is composed of a
content image (left) and a style reference (top), with the corresponding
stylized results shown below. As illustrated, StyleID and StyleAligned often
struggle with content degradation or overly generic stylistic features.
ZipLoRA and B-LoRA offer improved content retention but may fail to
capture high-level structural cues or symbolic color harmony. In contrast,
our method Colorful Heritage excels in both semantic preservation and
culturally faithful style transfer, accurately replicating traditional visual
elements, such as symmetrical layout, auspicious motifs, and color sym-
bolism. This superior content fidelity is not due to differences in backbone
architecture—since all models use the same SDXL configuration—but
rather arises from the disentangled adaptation design: our structure and
color LoRA branches introduce domain-specific inductive biases that guide
the generative process in a semantically aligned manner. Layout-aware
tokens constrain spatial distortion, while chromatic guidance modulates
stylistic transformation without eroding the core visual semantics of the
content image.

Quantitative evaluation
We conduct a comprehensive quantitative evaluation comparing Colorful
Heritage with four baseline methods on 200 stylization pairs. These pairs are
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Fig. 4 | Quantified Color Data of Henan’s Traditional Art ICH. This figure
visualizes the symbolic color distribution of 10 representative traditional art ICH
styles from Henan Province. For each item, we present its style, title, representative
image, extracted dominant colors (Hex values), color cube representations (RGB),
HSV decomposition, and the corresponding color proportion pie chart. The results

are obtained via K-means clustering (optimal K = 5) on pixel values, highlighting
perceptual dominance and compositional harmony. This quantification reveals the
chromatic conventions and symbolic palettes embedded in various forms, such as
New Year pictures, clay sculptures, paper cuts, lanterns, and embroidery.

constructed using 20 style exemplars selected from ten traditional ICH styles
and 20 diverse content images drawn from our ICHStyleBench dataset. The
evaluation is carried out using four metrics.

First, Content Preservation is assessed by measuring the L2 distance
between image features extracted using a pre-trained CLIP model®,
reflecting the fidelity of content retention. Second, Style Alignment is
quantified via Gram-based similarity computed over activations from

VGG-19, indicating how well the generated image aligns with the reference
style. Third, we report the CLIP-S score, calculated as the CLIPScore”
between the textual style prompt and the generated image, to capture
semantic consistency in the vision-language space. Finally, we include User
Preference, determined by the percentage of human evaluators who favor
each method in pairwise comparisons, offering a subjective but essential
measure of perceptual quality.
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Fig. 5 | Hierarchical Visualization of Traditional Intangible Cultural Heritage
(ICH) Projects in Henan Province, with Annotated Color Distributions. This
figure presents a radial taxonomy of ten representative ICH styles in Henan Province
—such as paper cutting, palace lanterns, and embroidery—organized by their official
classification. Each leaf node represents a specific sub-project, annotated with its
dominant extracted color in HEX format. The hierarchical structure reflects cultural
lineage, while the outer ring encodes symbolic color prevalence across different
traditions. This visualization aids in analyzing both style taxonomy and chromatic
symbolism within regional heritage practices.
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To further assess the cultural fidelity of stylized results in Table 2, we
conducted an expert-based analysis on key symbolic elements in Chinese
ICH, including semantic motifs (e.g., guardian tigers, longevity peaches),
color symbolism (e.g., red signifying festivity and auspiciousness, green
representing vitality, and purple evoking solemnity or divine presence), and
structural patterns (e.g., axial symmetry, diagonal layout). Each method’s
outputs were reviewed by cultural researchers and rated along three axes:
semantic accuracy, symbolic color reproduction, and compositional faith-
fulness. The evaluation revealed that Colorful Heritage significantly out-
performs baselines in terms of semantic and cultural alignment. For
example, in styles where color is semantically encoded, such as the use of red
for auspicious celebration in New Year prints, or red for loyalty in Peking
Opera masks—Dbaseline methods often fail to preserve such cultural func-
tions, producing visually plausible but semantically inappropriate results. In
contrast, our method consistently reflects the intended symbolic meanings,
thanks to its structure-guided LoRA and color-aware embedding, which
explicitly encode layout and chromatic constraints grounded in domain-
specific cultural priors.

To complement expert assessments, we further evaluate our method
using Fréchet Inception Distance (FID; lower is better) and LPIPS (lower is
better) on the 200-pair test set in Table 3. Compared with the strongest
baseline (B-LoRA), our method achieves lower LPIPS and FID, indicating
better perceptual quality and semantic coherence (LPIPS: 0.255 vs. 0.278;
FID: 37.9 vs. 42.1). We also analyze the sensitivity to the style coefficient Ay
in Eq. 11 (fixing Acontent = 0.6). As Agyie increases, StyleAlign and CLIP-S
improve, while ContentPres, LPIPS, and FID show a mild degradation,
reflecting the expected trade-off between fidelity and stylistic richness. We
set Agy1e = 0.8 as the default to balance structure preservation and symbolic
color fidelity. These results verify that the proposed framework achieves

ZipLoRA B-LoRA Ours

Fig. 6 | Style transfer results using Colorful Heritage. Each column visualizes a content-style pair. Our results best preserve spatial structure and faithfully transfer culturally

symbolic visual traits.
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Table 1 | Visual Element Analysis of Traditional Fine Arts in ICH

ICH Style ICH Project Theme Origin Composition Connotation Style Keywords
(Artistic Form)
New Year Picture Zhuxian Town’s Peace now Central vertical Zhongyong Shouzheng (loyalty, Woodblock print, door god,
Woodblock New- symmetrical layout bravery, upholding justice); Quxie  warrior, war robe, household
Year Picture Huzhai (warding off evil, protection, blessing, folk belief
protecting homes)
New Year Picture Huaxian Woodcut Five-god Central axial Solemnity and reverence; Jixiang ~ Woodblock, deities, religious
New-Year Picture picture symmetrical layout Qifu (auspicious prayers for composite, couplets, group
blessings) figures, belief
Clay Sculpture Nigugu Art in Gugu Three-dimensional + Playful childlike charm; Qifu Clay sculpture, bird form,
Xunxian County Bird (Dove) symmetrical decoration Yingchun (spring-welcoming decorative patterns, totem,
blessings) folk craft, natural beauty
Clay Sculpture Huaiyang Clay Unicorn Symmetrical upright Fierce might; Yanggang Lingxing  Clay, mythical beast, horn,
Ninigou totemic form (masculine vitality and spiritual ritual, masculine totem, folk
essence) ceremony
Papercutting Lushi Paper- Anti-Drug Doll Frontal silhouette of a Vivid childlikeness; Quxie Qi’an Papercut, Dragon Boat
cutting Art human figure (expelling evils, praying for peace)  Festival, child, red,
symmetrical
Papercutting Lingbao Paper- Hand-in- Horizontal aligned Festive jubilation; Zisun Papercut, connected cutting,
cutting Art Hand Dolls silhouette Xingwang (prosperity of Human Day, Spring Festival,
descendants) children
Papercutting Huixian Paper- Dragon King Dynamic asymmetric Soaring dragon of fortune; Jiefu Papercut, Year of the Dragon,
cutting Art Rides coiled-dragon Naxiang (receiving blessings and  festival, red paper, folk
the Waves auspiciousness) symbol, intangible heritage

Palace Lantern Luoyang Palace Round-Pattern Central symmetrical

Solemn magnificence; Fugui

Palace lantern, gate lantern,

Lantern Gate Lantern round layout Qingxi (wealth and joyous family, festival, silk fabric,
celebration) symmetry, folding frame
Palace Lantern Bianjing Wugu Polygonal 3D structure Jili Naxiang (absorbing Boneless lantern, perforated
Lantern Zhang fengdeng auspiciousness); Peaceful technique, light effect,
fulfillment embroidery needlework,
festive lantern
Embroidery Bian Embroidery National Diagonal conversational ~ Gentle delicacy; Pingjing Shouhu  Bian embroidery, meticulous
Treasure composition (tranquil guardianship) brushwork, panda, ecology,
(Pandas) national icon, dynamic realism

Each style is characterized by its layout, theme, symbolic meaning, and core visual keywords.

superior perceptual and semantic quality compared to baseline methods
and remains robust under reasonable coefficient variations.

Real-world stylization of Chinese ICH

To further demonstrate the real-world applicability of our approach, we
construct a diverse set of content-style pairs rooted in Chinese ICH
domains. As shown in Fig 7, each example comprises a 3D-rendered content

image inspired by cultural creative products (bottom) and a style reference
from authentic folk art artifacts (top). These references span various
domains, including clay sculptures, woodblock New Year paintings, paper-
cutting, tie-dye, and other region-specific motifs. Unlike previous stylization
works—often evaluated on Western-style paintings or simplified cartoon
illustrations—our method demonstrates the ability to handle styles that are
structurally constrained (e.g., central axial or radial layouts), chromatically
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symbolic (e.g., auspicious red, tranquil indigo), and semantically embedded
in cultural narratives (e.g., guardian tigers or mythic deities). Qualitatively,
Colorful Heritage accurately preserves the geometric integrity and identity
of content objects, faithfully projects complex visual metaphors and cultu-
rally meaningful layout patterns, and maintains color fidelity and fine-
grained details in the stylized outputs.

User study

We conducted a user preference study involving 50 participants with diverse
educational backgrounds, recruited through an anonymous online form.
Each participant was shown a randomized subset of stylization results (total
of 200 style-content pairs) and asked to select the preferred output among
five anonymized methods. To assess significance, we performed a two-tailed
paired t-test comparing Colorful Heritage against each baseline. All results
were statistically significant with p < 0.01. To validate inter-rater agreement,
we computed Fleiss’ Kappa across all responses, yielding a value of 0.68,
indicating substantial agreement.

The goal is to evaluate the degree to which each method produces
results that are (1) visually appealing, (2) faithful to the input content, and
(3) aligned with the reference cultural style. We randomly sample 50
content-style pairs from our ICHStyleBench benchmark and generate sty-
lizations using five different methods: StyleID”, StyleAligned™, ZipLoRA™,
B-LoRA™, and our proposed Colorful Heritage. Rather than presenting all
five stylized outputs at once, we adopt a pairwise evaluation protocol: for
each pair, participants are shown the content image, style reference, and two
anonymized stylized images—one from Colorful Heritage and the other
from a baseline method. Each participant completes 30 such comparisons,
resulting in a total of 1500 evaluations across all participants. Participants
are asked to choose the most stylistically faithful and visually coherent
output based on both artistic expression and content retention. For each
method, we report the percentage of trials in which Colorful Heritage was
preferred over that baseline. As shown in Table 2, Colorful Heritage was
preferred in 34.5% of all trials—significantly outperforming B-LoRA
(26.7%, p<0.001), ZipLoRA (253%, p<0.001), StyleAligned (23.1%,
P <0.001), and StyleID (21.4%, p <0.001), based on one-sided binomial
tests. The higher human preference for Colorful Heritage highlights the

Table 2 | Quantitative comparison of stylization performance.

Method Content Pres.  Style CLIP-S User
Align. Pref. (%)
StylelD 73.2 68.5 0.423 21.4
StyleAligned 75.0 72.3 0.446 23.1
ZipLoRA 7741 74.8 0.462 25.3
B-LoRA 78.9 76.0 0.471 26.7
Colorful Heritage 84.6 81.2 0.502 34.5

Our method (Colorful Heritage) achieves the best results across all four metrics. User preference
scores are based on pairwise comparisons with 1500 human ratings; all improvements are
statistically significant (o < 0.001) compared to baselines.

Best results are highlighted in bold.

effectiveness of our framework in producing stylizations that are not only
technically consistent but also culturally resonant.

While our user study involves a diverse pool of annotators from various
cultural backgrounds, we acknowledge that individual familiarity with
Chinese ICH may influence subjective perception of style transfer quality.
To mitigate this, we adopt a relative ranking scheme (ie., pairwise com-
parisons among stylization outputs) rather than absolute scoring. In future
work, we plan to conduct more fine-grained, culturally aware evaluations by
explicitly recording participants’ cultural exposure and segmenting the
results accordingly.

Impact of structure token

We first analyze the impact of incorporating structural layout priors
through the use of the structure token. When this module is removed, the
model fails to attend to culturally specific compositions, such as axial
symmetry or dynamic coiling patterns. As shown in Table 4, both style
alignment and CLIP-S scores drop considerably, confirming that symbolic
structure plays a crucial role in accurate visual alignment. Qualitatively, the
absence of structural conditioning results in disorganized patterns and a loss
of spatial harmony.

Effect of color token

Next, we remove the color token to assess the contribution of chromatic
awareness. Without such guidance, the generated results often display
muted hues or incorrect palette mappings, deviating from symbolic color
conventions rooted in Chinese ICH (e.g., red for joy and celebration, green
for life and protection, purple for spiritual or ritual authority). While content
is preserved, the perceptual alignment with style images declines, as evi-
denced by a CLIP-S drop from 0.502 to 0.471. These results highlight the
importance of incorporating cultural color cues to achieve stylistically
faithful stylization.

Benefit of two-stage training

Finally, we ablate our two-stage semantic disentanglement by jointly
training content and style LoORA modules in a single phase. This setting leads
to entangled representations, often causing content leakage or stylization
collapse. Quantitatively, all metrics degrade, with CLIP-S falling to 0.479.
The improvement in the full version demonstrates that staged optimization
is more effective at separating identity from style, and that freezing content
LoRA allows style features to be learned in a controlled, modular fashion.

Limitations and future work

While our framework focuses on structure- and color-aware stylization of
ICH visual forms, it currently does not explicitly model broader socio-
cultural dimensions, such as regional variation in traditional practices,
evolving interpretations of symbolism across generations, or the situated
meanings attached to visual motifs within specific communities. These
factors significantly influence how authenticity and cultural resonance are
perceived, and their absence may limit the contextual appropriateness of
stylized outputs. Future work could address this by incorporating context-
aware priors, conducting culturally stratified user studies, and embedding
models of symbolic polysemy.

Table 3 | Quantitative metrics and coefficient sensitivity on the 200-pair test set.

Method/Setting Content Pres. Style Align. CLIP-S LPIPS | FID | User Pref. (%)
B-LoRA (baseline) 78.9 76.0 0.471 0.278 421 26.7
Colorful Heritage 84.6 81.2 0.502 0.255 37.9 34.5
Astyle = 0.6 85.3 79.5 0.493 0.249 36.8 32.1
Astyle = 0.8 (default) 84.6 81.2 0.502 0.255 37.9 34.5
Astyle = 1.0 83.8 82.0 0.508 0.262 39.1 33.2

Top: comparison with the strongest baseline. Bottom: performance under different Agyyie Values with Acontent = 0.6. Lower is better for LPIPS and FID; higher is better for other metrics.

Best results are highlighted in bold.
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Fig. 7 | Style transfer results using Colorful Heritage compared with baseline methods. Each column visualizes a content-style pair. Our results best preserve spatial

structure and faithfully transfer culturally symbolic visual traits.

Table 4 | Ablation study on core components of our method.

Configuration Content Pres Style Align  CLIP-S User Pref.
w/o Structure Token 80.1 74.0 0.468 28.5
w/o Color Token 81.2 76.1 0.471 29.7
w/o Two-Stage Training  82.4 77.3 0.479 314
Full Model (Colorful 84.6 81.2 0.502 34.5

Heritage)

Removing any module leads to performance drops, demonstrating the necessity of each. Note: User
preferences are based on pairwise comparisons with the full model and do not sum to 100%.
Best results are highlighted in bold.

Moreover, our current focus is limited to 2D stylization. While this
provides a foundational step for visual preservation and accessible dis-
semination, it does not yet explore how stylized ICH content can be inte-
grated into immersive environments, such as virtual reality (VR),

augmented reality (AR), or 3D spatial installations. Recent work
(e.g., refs. 38,39) has shown the potential of such environments to enhance
cultural learning and audience engagement. Extending our approach into
these interactive modalities represents a promising direction for inter-
disciplinary expansion, bridging computational esthetics with experiential
cultural heritage preservation.

Discussion

We present Colorful Heritage, a computational framework for the digital
revitalization of Chinese ICH in the visual domain. Our method integrates
structure-aware and color-aware stylization modules within a two-stage
disentangled training strategy, enabling faithful digital reconstruction of
traditional visual expressions rooted in compositional order, symbolic color
systems, and cultural meaning. By explicitly modeling axial symmetry,
radial flow, and culturally encoded palettes, our framework ensures that the
stylized outputs preserve both semantic integrity and aesthetic authenticity.
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To support heritage-centered research, we introduce ICHStyleBench, a
curated benchmark featuring representative styles from Chinese ICH
practices—including woodblock New Year paintings, clay sculpture,
embroidery, and paper-cutting—with annotations on structure, theme, and
symbolism. Through extensive experiments, we demonstrate that Colorful
Heritage significantly outperforms existing stylization methods in preser-
ving the spatial, chromatic, and semantic characteristics of ICH styles. This
work highlights the potential of generative Al as a tool for preserving,
interpreting, and disseminating intangible heritage. By bridging traditional
cultural knowledge and modern computational methods, Colorful Heritage
offers a pathway toward responsible and culturally grounded digital heritage
technologies. Beyond the core contributions, this work also has broader
implications for sustainable cultural development. Specifically, it can sup-
port the goals of Sustainable Cities and Communities through digital pre-
servation and revitalization of cultural memory, Quality Education by
providing accessible resources for heritage education, and Industry, Inno-
vation and Infrastructure via Al-driven innovation in the cultural and
creative sectors. These connections highlight the societal value of our
research in preserving heritage while advancing responsible technological
applications. While our framework is tailored for Chinese ICH stylization,
the core design—separating structure and color priors and enabling token-
based adaptation—can be extended to other cultural forms. For instance,
Islamic tiles often exhibit symmetric geometric layouts and vivid motifs,
while Mayan glyphs embody abstract structural templates. These traditions
share common traits (e.g., repetitive motifs, color symbolism) with Chinese
visual heritage, and our structure-color disentanglement could facilitate
modeling such patterns. Future work may explore the adaptation of our
framework to broader ICH domains across cultures.

While most existing stylization frameworks operate as black-box
generators, Colorful Heritage enhances interpretability by disentangling
structure and color representations via dedicated tokens. This design not
only provides transparency into how specific cultural esthetics (e.g., sym-
metric layout, dominant hues) are reconstructed, but also enables human-
in-the-loop manipulation and critique, fostering deeper engagement with
heritage elements.

Importantly, we view stylized outputs not as replicas of historical
artifacts, but as culturally grounded reinterpretations that revitalize tradi-
tional visual forms. By encoding spatial and chromatic priors derived from
authentic ICH styles, our framework facilitates creative generation that
aligns with traditional norms. Such outputs can serve pedagogical, archival,
and design purposes—ranging from museum visualizations to participatory
learning environments—thus contributing to the preservation, dissemina-
tion, and evolving relevance of ICH in the digital age.

Data Availability

The benchmark data used in this study are part of the ICHStyleBench dataset,
which will be publicly released upon manuscript acceptance. It includes the
curated image-style pairs and annotations introduced in the paper. The
dataset access and detailed documentation will be made available through our
GitHub repository: https://github.com/YDU-uva/ICHStyleBench.

Code availability

A minimal reproducibility package is already publicly available at our
GitHub repository: https:/github.com/YDU-uva/ICHStyleBench. This
includes the inference script (inference.py), a notebook demonstra-
tion (inference demo.ipynb), pipeline scripts (pipeline de-
mo . py), supporting utilities (utils.py), and the required dependency
list (requirements.txt), with setup instructions provided in the
README. The package has been tested under Python 3.11, PyTorch 2.1,
and Diffusers 0.31. The full training code, model weights, and compre-
hensive benchmark data will be made available upon manuscript
acceptance.
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