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Abstract
In recent advancements in life sciences, optical microscopy has played a crucial role in acquiring high-quality three-
dimensional structural and functional information. However, the quality of 3D images is often compromised due to
the intense scattering effect in biological tissues, compounded by several issues such as limited spatiotemporal
resolution, low signal-to-noise ratio, inadequate depth of penetration, and high phototoxicity. Although various optical
sectioning techniques have been developed to address these challenges, each method adheres to distinct imaging
principles for specific applications. As a result, the effective selection of suitable optical sectioning techniques across
diverse imaging scenarios has become crucial yet challenging. This paper comprehensively overviews existing optical
sectioning techniques and selection guidance under different imaging scenarios. Specifically, we categorize the
microscope design based on the spatial relationship between the illumination and detection axis, i.e., on-axis and off-
axis. This classification provides a unique perspective to compare the implementation and performances of various
optical sectioning approaches. Lastly, we integrate selected optical sectioning methods on a custom-built off-axis
imaging system and present a unique perspective for the future development of optical sectioning techniques.

Introduction
Over the years, the understanding of biology has dee-

pened from simple cells to complex organisms thanks to
the advancement in optical microscopy. It benefits from
the enhanced capability to acquire high-quality three-
dimensional (3D) structural and functional information at
a sub-micron level resolution. However, substantial out-
of-focus fluorescent backgrounds often compromise the
image quality. Various methods for optical sectioning
have been explored and developed to mitigate the impact
from the background while preserving in-focus details and
the sample’s integrity to address this issue.
While the most common obstacle in optical imaging from

the intense out-of-focus fluorescent background has been

gradually resolved over the years, the biological complexity
presents different challenges. Specifically, the imaging area
ranges from cellular scale to organ- and tissue-scale, while
determining the delicate structures of sub-micrometers and
the functional units of millimeters is required. Furthermore,
the high dynamic range of labeled signals poses unique
challenges. Additionally, there is a need to address the
depth of penetration of illumination for scattering speci-
mens such as the whole mammalian brain. Although
numerous optical sectioning techniques have been devel-
oped to meet different needs, a well-rounded selection
guidance for these techniques is still essential to meet the
specific demands under various imaging scenarios, or the
lack of which can cause suboptimal performance and higher
time costs when transitioning to a different imaging sce-
nario without adopting a compatible imaging method.
Confocal microscopy, the most commonly used optical

sectioning method in imaging fixed cells, is deemed the
norm in biological imaging1. However, the high photo-
toxicity and insufficient penetration depth prevent it from
applications in living imaging. As biologists explore
functionality beyond structural features, the penetration
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depth of the illumination beam also needs to go deeper
into the target area. While nonlinear microscopy offers
superior penetration depth due to multi-photon effects2,
confocal and nonlinear microscopy suffer from low tem-
poral resolution, hindering the extension of exploratory
scope beyond the cellular level from including more
complex biological tissues. Hence, alternative methods
such as spinning disk and line confocal microscopy (LC)
have been developed3,4. Nevertheless, these methods
increase the imaging speed through parallel scanning at
the expense of reduced optical sectioning strength, which
results in lower image quality.
The introduction of structured illumination microscopy

(SIM), capable of achieving a balance of optical sectioning
strength and imaging speed, has enabled the imaging of
complete tissue structures, thus revolutionizing wide-field
optical sectioning5. However, repetitive captures in SIM
aggravate phototoxicity and prevent the camera from
reaching its maximum throughput. In recent decades,
light sheet microscopy has been developed for its cap-
ability to perform selective illumination that enables
optical sectioning in a single snapshot6. With low pho-
totoxicity and high imaging rate, light sheet microscopy
has found valuable applications in more biological
domains, such as embryonic development.
Despite the continuous progress in optical sectioning

techniques, imaging thick tissues and large samples
remains challenging. The image quality is often less than
ideal due to diminished optical sectioning strength caused
by factors such as scattering. Single-scan optical section-
ing microscopy, e.g., line-illumination modulation
microscopy (LiMo)7, has recently been introduced. These
methods attain an ideal balance between the speed and
throughput via line scanning imaging methods and pre-
serve superior optical sectioning strength than the origi-
nal data via post-processing reconstruction algorithms,
which allow for acceptable imaging at the organ level.

With recent developments in optical sectioning meth-
ods, a comprehensive review and selection guidance to
identify the optimal method under different application
scenarios becomes imperative. This paper aims to study
and assess different optical sectioning methods based on
their respective principles. We first categorize existing
optical sectioning methods into coaxial (i.e., on-axis) and
off-axis imaging based on the spatial relationship between
the illumination and detection axes. In each category, we
review the recent development of various optical sec-
tioning techniques, comprehensively compare their ima-
ging performance, and summarize their respective
advantages and potential application scenarios. Finally, we
demonstrate various optical sectioning methods within
the same system via off-axis imaging and offer insight into
the future development of optical sectioning technology.

Optical sectioning methods
Current optical imaging methods employ epi-illumination

for its simplicity and ease of implementation. However, in
most epi-illumination setups, the illumination and detection
axes overlap, causing the detector to pick up all signals out
of focus as background. Nevertheless, combined with var-
ious demodulation methods, optical sectioning can be
achieved (e.g., confocal, two-photon, SIM microscopy).
Another revolutionary strategy improves optical systems by
separating illumination from detection axes, addressing epi-
illumination drawbacks. The system setup naturally blocks
out-of-focus (e.g., light sheet microscopy) signals or in-
focus (e.g., LiMo microscopy) signals, depending on the
alignment of illumination and detection axes.
Therefore, based on the assumption that the sample is a

single ideal point in the center of the field of view, we can
divide these methods into coaxial and off-axis imaging
according to the location between the illumination and
detection axes. Coaxial imaging signifies that the illumina-
tion and detection axes coincide (Fig. 1a), which results in a
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Fig. 1 Schematic diagram of coaxial and off-axis imaging. a Schematic diagram of coaxial imaging. b Schematic diagram of mixed detection in
off-axis imaging. c Schematic diagram of separated detection in off-axis imaging. Images beside each system diagram represent the point spread
function along the xz direction
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high degree of fusion of the in-focus and out-of-focus sig-
nals. Off-axis imaging indicates that the illumination and
the detection axes have a specific offset or angle. As shown
in Fig. 1b and c, in-focus and out-of-focus information are
better distinguished than coaxial imaging, achieving better
optical sectioning strength. It is noted that SIM is con-
sidered off-axis imaging with phase shifts in a strict defi-
nition. However, in practical imaging, uniform bias
surpasses sinusoidal modulation due to background or
blurring. Thus, raw images of SIM exhibit wide-field char-
acteristics, classifying SIM as coaxial imaging.
To analyze quantitatively, we assess the ability of optical

sectioning by its axial response to the thin fluorescent
sheet. For example, a faster decay in the intensity along
the defocusing direction indicates a more substantial
background suppression capability. The system’s optical
transfer function (OTF) can be obtained by the Fourier
transform of the point spread function (PSF). Therefore,
the optical sectioning strength can be expressed as the full
width at half maximum (FWHM) in Eq. (1)8.

IðuÞ ¼ F½ðSeff ´Deff Þ � 1� ð1Þ

where u, I, Seff, and Deff are the axial optical coordinate,
detected image, illumination PSF, and detection PSF,

respectively. For conventional wide-field microscopy, the
illumination is uniform, and the detection is not
constrained, which means the imaging characteristics
are determined by the PSF of the objective lens, heff. As
expressed in Eq. (1), the defocusing component does not
decay with the degree of defocusing, indicating a lack of
optical sectioning capability in wide-field microscopy.
For coaxial imaging and off-axis imaging optical

sectioning methods, diverse constraints have to be
added to the basic model to predict the sectioning
strength. Further details of these methods are provided
in the following sections. Figures 2 and 3 show their
schematic diagrams and optical sectioning strength
curves.

Coaxial imaging
Focal plane conjugation, intra-focal excitation, and

modulated illumination are three primary optical sec-
tioning methods in a coaxial imaging system. By
changing the illumination or detection PSFs in the
model, the defocused component’s intensity can be
reduced efficiently, allowing for extracting focal plane
information from the highly mixed in-focus defocus
information.
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Fig. 2 Schematic diagram of optical sectioning methods. a Focal plane conjugation in coaxial imaging. b Modulated illumination in coaxial
imaging. c Mixed detection in off-axis imaging. d Separated detection in off-axis imaging. e Multiple scanning of separated detection
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Focal plane conjugation
For focal plane conjugation detection, the emission is

excited by a spot or line-shaped illumination and then
blocked by a small hole or slit of limited size in front of
the detector (Fig. 2a). When defocused, the detected sig-
nal is rapidly divergent. Thus, the small hole or slit in
front of the detector can effectively block the divergent
signal to enhance the optical sectioning strength.
In the presence of a physical obstacle, the function of

axial response to judge optical sectioning can be expres-
sed as9

IConfocalðuÞ ¼

Z
jincðbsÞT2ðs; uÞjincðβsÞsds PinholeZ
sin cðbsx=πÞT2ðsx; 0; uÞ sin cðβsx=πÞdsx Slit

8>><
>>:

ð2Þ
where b represents the radius of the illumination spot, β
represents the radius of the pinhole or slit at the
detection end, s is the coordinate in the frequency
domain, and u represents optical defocus distance,
which is related to the defocus distance, the wavelength
of illumination and detection, and the numerical
aperture (NA) of the objective. T is the OTF of the
system, i.e., the Fourier transform of the PSF heff, which

also represents the system’s carrying capacity for
different frequencies.
Due to physical constraints, I(u) is no longer a constant;

thus, the system has optical sectioning capability10. Based
on the size and shape of the obstacles, the curves indi-
cating the decay of signal strength with defocusing dis-
tance can be plotted (Fig. 3a). The holes exhibit better
optical sectioning strength than slits, and the smaller the
size, the greater the optical sectioning strength. We
described the two types of confocal microscopy systems,
i.e., point confocal and line confocal, as “confocal” and
“LC”, respectively.

Intra-focal excitation
In the case of intra-focal excitation methods, the illu-

mination is confined to a short focal distance, preventing
the excitation of signals beyond this range and extracting
only the in-focus signals. Due to the illumination light
concentrated exclusively within the focal plane, there is
insufficient energy for nonlinear effects to excite out-of-
focus signals. The optical system is the same as Fig. 2a,
except for the absence of obstacles in front of the detector
and different excitation sources.
The imaging process involving nonlinear effects is

equivalent to a limited spot at the illumination and an

N
or

m
al

iz
ed

 IN
T

/a
.u

.

ba

N
or

m
al

iz
ed

 IN
T

/a
.u

.

e fd

c

Defocused distance/�m

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Spot = 1 AU
Line = 1 AU

Spot = 10 AU

Line = 10 AU

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1
0

1

Defocused distance/�m

NAill=0.3
NAill=0.45
NAill=0.6
NAill=0.75

Defocused distance/�mDefocused distance/�m

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

b = 0 AU
b = 5 AU
b = 10 AU

0 1 2 3
0

0.2

0.4

0.6

0.8

1

LC

Confocal

Light sheet
Structured

Natural

Defocused distance/�m

0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

LC

LiMo

DSIM
DHiLo

Defocused distance/�m

0

0.2

0.4

0.6

0.8

0 1 2 3
0

1
bw = 0.5  
bw = 1  
bw = 1.9  
s = 0
s = 1
s = 1.8

Fig. 3 Optical sectioning strength curves for various sectioning methods. a Optical sectioning strength curves for focal plane conjugation.
b Optical sectioning strength curves for intra-focal excitation. c Optical sectioning strength curves for modulated illumination, where smax is set to 2,
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ideal pinhole at the detection to simulate intra-focal
excitation. We can express the optical sectioning cap-
ability as follows11:

ITwo�photonðuÞ ¼
Z

jincð2bsÞT2ðs;u=2Þsds ð3Þ

where b represents the radius of the illumination spot. We
can observe that the intensity response decreases with
defocusing, which indicates the system’s optical section-
ing capability. In multi-photon microscopy, adding a
pinhole at the detection end can further enhance the
optical sectioning capability. The optical sectioning
strength increases with decreasing pinhole sizes (Fig. 3b).

Modulated illumination
Employing non-uniform illumination patterns on a two-

dimensional (2D) plane is the key to the modulated
illumination-based optical sectioning method. The high-
frequency components in non-uniform illumination
rapidly degrade into uniform illumination as defocusing
occurs (Fig. 2b), which provides a basis for extracting in-
focus signals after demodulating.
In the physical model, only high-frequency components

in illumination serve as effective illumination, while the
demodulation algorithm eliminates uniform illumination.
The decay of modulation frequency with defocusing
determines the optical sectioning strength. Therefore,
after demodulation, the extracted information is limited
to the depth affected by the modulated illumination. We
obtain Eq. (4) to assess the optical sectioning strength in
both structured and hybrid illuminations12,13.

IModulatedðuÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ s max

s min
T2ðs;uÞTðs; 0Þds

s
ð4Þ

where in structured illumination, smax = smin= s0; in
hybrid illumination, smax and smin depend on the extra
filter in the demodulation algorithms. We define the
filter’s bandwidth as the difference between smax and smin.
Specifically, the intensity response variation with defo-

cusing under different modulation frequencies in struc-
tured illumination and different filters in hybrid
illumination is plotted (Fig. 3c), where smax is set at 2 and
‘bw’ represents bandwidth. The optimal sectioning
strengths of hybrid and structured illumination match
half the cutoff frequency of conventional structured illu-
mination. Moreover, hybrid illumination offers a tunable
sectioning strength by adjusting the filter bandwidth.
The three methods mentioned above achieve optical

sectioning by applying constraints at the illumination and
detection ends. These methods can effectively distinguish
in-focus and out-of-focus signals, which would be highly
mixed in coaxial imaging.

Off-axis imaging
In off-axis imaging systems, mixed and separated

detection are the two main methods to distinguish in-
focus and out-of-focus information directly. Unlike coaxial
imaging methods (e.g., confocal microscopy), off-axis
methods achieve strong optical sectioning in thick tis-
sues through the non-coincidence of illumination and
detection of optical axes. In coaxial imaging systems, the
high overlap of in-focus and out-of-focus information
hinders the extraction of signals in focus, resulting in poor
optical sectioning performance in thick samples. On the
other hand, off-axis imaging intrinsically suppresses the
background and performs multiple mixing ratio detections
for in-focus and out-of-focus information. Specifically, the
significant change in in-focus information with an off-axis
distance can realize various mixing ratios. In contrast,
according to the system PSF, the out-of-focus information
remains constant. Therefore, we can extract signals in
focus, even in thick tissues with a high background. It
should be noted that light sheet microscopy, despite its
off-axis attributes, is constrained by the capability to
capture only one single mixing ratio, thereby limiting its
performance in thick samples, where the presence of
scattering reduces optical sectioning strength. In theory,
implementing optical sectioning methods in off-axis ima-
ging systems can further improve imaging results.

Mixed detection
The off-axis mixed-detection method primarily relies on

the perpendicular alignment of the illumination and
detection axes, which constrains the illumination to a
relatively small in-focus range in the detection interval
(Fig. 2c). As opposed to the coaxial detection method, in
the mixed detection system setup, a substantial portion of
out-of-focus information remains unexcited. In contrast,
the in-focus excitation is achieved directly to provide easy
access to optical sectioning. However, due to the influence
of tissue scattering, the effective excitation depth usually
exceeds the ideal depth, causing a considerable amount of
out-of-focus information in the mixed detection.
By the physical model, the illumination in mixed-

detection merely excites a small depth covering the Ray-
leigh distance, determined by the NA of the objective lens
used for illumination. A higher NA leads to a narrower
illuminated range but a smaller field of view. Then, in the
field of view, the expression of optical sectioning strength
can be expressed in Eq. (5).

ILightsheetðuÞ ¼ expð�u2=2c2ÞTðsx; sy; uÞδðsx; syÞ
ð5Þ

where c represents the radius of the illumination beam.

Specifically, as the illumination NA changes, the curve
depicting the intensity response variation with defocus
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distance can be plotted in Fig. 3d. A higher NA of the
illumination objective results in a thinner light sheet and
stronger sectioning.

Separated detection
Separated detection uses multiple detectors positioned

at different off-axis distances or angles. With the diverse
degree of off-axis detection, the overall PSF is split into
various distinct sub-PSFs. Once the defocusing occurs,
the natural modulation based on the illumination PSF
rapidly attenuates into uniform illumination, which allows
for the extraction of in-focus signals.
Since high-frequency modulation in illumination is the

critical factor for off-axis separated detection, the illumi-
nation spot must be focused at least in one dimension. In
the focusing dimension, the illumination intensity is
characterized by a Gaussian distribution. When the
detector remains stationary with the sample, the shifting
of the illumination spot allows a specific pixel in the
sample to be illuminated by different parts of the 3D-
varied illumination distribution caused by the natural
illumination PSF. Therefore, separated detection enables
the generation of distinctive illumination intensity mod-
ulations at various off-axis distances.

Due to the relative nature of illumination and detection,
it is also possible to maintain the position of the illumi-
nation spot unchanged while altering the position of the
detector. When both the sample and the detector move
simultaneously and maintain a conjugate relationship,
different angles between the illumination axis and the
detection axis come into effect (Fig. 2d). As described
previously, when the detector remains fixed at an off-axis
position, the samples move across the entire imaging area.
By adjusting the off-axis position and conducting multiple
scans, we can acquire distinctively modulated signals,
which enables the integration, encoding, and recording of

spatial information from both in-focus and out-of-focus
planes (Fig. 2e). In summary, in comparison with coaxial
imaging that encounters axial information overlap, off-
axis separated detection is more effective in extracting in-
focus signals via different mixing ratios.
In the physical model, for the line-shaped illumination

spot, the optical sectioning strength of the linear decoding
reconstruction, LiMo, can be obtained using Eq. (6)7.

ILiMoðuÞ ¼
Z

sin cðbsx=πÞT2ðsx; 0;uÞ sin cðβsx=πÞ½1� cosð2βsxÞ�dsx

ð6Þ

where b represents the radius of the illumination spot, and
β represents the radius of the slit.

To evaluate the background suppression via various
methods in thick samples, responses from all defocused
planes, e.g., from the defocus distance u1 to infinity, are
integrated to estimate the influence of all deep-layer
backgrounds deeper than u1. Then, the attenuation
coefficients of defocused signals with defocus distance by
different optical sectioning methods are obtained after
simplifying and approximating the expression, as shown
in Eq. (7)14.

where u1 is the defocus distance, larger than the depth of
focus. And ξ is the production of u and s.
Figure 3e presents the attenuation factor curves for the

methods defined by Eq. (7). The graph demonstrates that
LiMo achieves a notably greater signal suppression at
2 μm compared to other methods. Without considering
physical size constraints and tissue scattering in practical
optical systems, the optical sectioning strength ranks in
the order as follows: LiMo being the best, followed by
point confocal, two-photon (TP), light sheet, structured
illumination, and LC is the least effective. The optical
sectioning method of off-axis separated detection takes
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advantage of the modulation in off-axis detection to
improve signal extraction and reduce background effec-
tively. Therefore, superior sectioning strength can be
achieved.

Various reconstruction methods for separated detection
The separated detection method demands multiple

scans, which can be time-consuming, especially for weak
signals. To enhance the imaging throughput, we can
employ spatial-temporal multiplexing. Spatial multi-
plexing involves simultaneous pixelated detection at

multiple off-axis positions to reduce the time caused by
additional exposures at a single off-axis position. On the
other hand, temporal multiplexing involves conducting
various detections of the same position at different times.
The multiplexing enables the collection of signals from
multiple off-axis positions in a single scan (Fig. 4a).
Moving the sample through the illumination in sequence

and employing spatiotemporal multiplexing in separated
detection makes it possible to acquire both in-focus and
out-of-focus spatial information across the whole sample in
a single scan. Moreover, owing to the slit effect of pixelated
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Fig. 4 Spatiotemporal multiplexing scanning of separated detection in conjunction with various reconstruction methods. a Schematic
diagram of spatiotemporal multiplexing scanning. b Intensity variation along the off-axis direction and the defocused direction. c Schematic diagram
of acquiring raw data. d Schematic diagram of different reconstruction methods based on raw data
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detection, thick samples are virtually sectioned into thin
slices, which can be applied with optical sectioning recon-
struction. Such an approach yields superior results by
removing problems such as low illumination contrast
encountered in the direct processing method when dealing
with thick samples. Theoretically, off-axis separated detec-
tion has the potential to perform various optical sectioning
processes, with different sectioning strengths dependent on
the chosen reconstruction method.
Several reconstruction methods are formed based on

the capability of off-axis spatiotemporal multiplexing
detection to encode both in-focus and out-of-focus
information. In detail, the natural modulation in the
illumination leads to a difference in intensity distribution
along the off-axis direction, which can be described by
Eq. (8). When the degree of defocus increases, the system’s
capacity to handle high-frequency components dimin-
ishes. In contrast, that of the low-frequency components
remains unaffected. In other words, natural modulation in
illumination rapidly attenuates into uniform illumination
when defocusing, as shown in Fig. 4b, which forms the
basis for extracting in-focus information9.

PSFill ¼ Sðx; yÞ � heff ðx; y; uÞ ¼
Z Z

φðρÞJ0ðrρÞρdρ
����

����
2

dy

ð8Þ
where ρ is the normalized pupil radius, r is the radial
optical coordinate, and φ is the pupil function.

Separated detection also involves splitting the entire
PSF of the wide-field detection system into several sub-
PSFs based on the degree of off-axis, and these sub-PSFs
represent different mixtures of in-focus and out-of-focus
information.

PSFdet n ¼ heff ðx; y;uÞ � Dðxþ np; yÞ

¼
Z

φðρÞJ0ðrρÞρdρ
����

����
2

� rectðxþ np; yÞ
ð9Þ

In Eq. (9), np represents the off-axis distance. As Fig. 4b
shows, smaller off-axis distances result in more in-focus
information.
To simplify the model, we assume the sample as an

impulse function along the optical axis, with its intensity
randomly varying with the z-axis position.

Inðx; yÞ ¼
P1
z0¼0

½PSFillðx; y; z0ÞPSFdet nðxþ xn; yþ yn; z0Þ� � Aðz0Þδðx; yÞ

¼ P1
z0¼0

Aðz0Þ½PSFillðx; y; z0ÞPSFdetnðxþ xn; yþ yn; z0Þ�

ð10Þ
where In and z0 represent the image obtained by the nth

detector at a position (i.e., z0) on the z-axis, respectively.

A(z0) is the fluorescence intensity coefficient at z0,
determined by the sample.
Moreover, the signal from each sub-detector is the sum

of the signals from different depths. The objective lens acts
as a low-pass filter with a cutoff frequency that decreases
with defocusing. In other words, defocusing decreases
response intensity at a specific frequency. As for the nat-
ural modulation illumination, when in focus, its response
intensity varies with the off-axis distance. With defocusing,
it degrades into uniform brightness along the off-axis
direction. Therefore, the in-focus component has varying
intensities at different off-axis distances, while the out-of-
focus component remains consistent, as shown in Fig. 4b.
To utilize encoded information in off-axis separated

detection across the whole sample, we can rearrange
images detected via spatial-temporal multiplexing based
on various off-axis positions (Fig. 4c).
For effective data extraction, a deeper understanding of

sub-PSFs is essential. The sub-PSFs from different off-axis
positions can be recombined and computed to extract in-
focus information. Furthermore, the sum of sub-PSFs is
equivalent to the PSF in the traditional coaxial imaging
method, expressed in Eq. (11).

PSFall ¼
X1

n¼�1
½Sðx; yÞ � heff ðx; y;uÞ� ´ ½heff ðx; y; uÞ � Dðxþ np; yÞ�

ð11Þ

The scanning strategy employed by scanning micro-
scopy allows imaging of a specific position x at a given
time t. Hence, applying modulated illumination at the
illumination end is equivalent to introducing a mask at
the detection end, which involves arranging and com-
bining the sub-PSFs obtained from off-axis spatio-
temporal multiplexed detection. Theoretically, with a
sufficient number of off-axis detectors, it becomes feasible
to get a set of sub-PSFs as complete as possible, which
enables the generation of images in arbitrary patterned
modulated illumination by post-processing15.

Iimage ¼ f½SpðxÞ � hillðxÞ�f ðxÞg � hdetðxÞ
¼ hillðtÞ � ff ðtÞ � ½hdetðtÞ �MðtÞ�g ð12Þ

where Sp, f(x), and M(t) respectively indicate the
illumination pattern, fluorescence distribution of the
sample, and the mask in front of the detector.

In summary, the off-axis spatiotemporal multiplexed
detection theory allows for flexible modulated illumination
using encoded in-focus and out-of-focus information.
Additionally, focal plane conjugation methods can also be
adopted due to pixelated detection. Therefore, in off-axis
separated detection, the PSFs for LC, digital structured
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illumination microscopy (DSIM), digital hybrid illumination
microscopy (DHiLo), and LiMo can be mathematically
expressed in Eq. (13). Furthermore, the variations in optical
sectioning strengths among these methods7,16,17 (in the same
system) can be illustrated in Fig. 3f.

ReconstLC ¼ PSFðvx þ t3Þ ¼ I3

ReconstDSIM ¼ abs
P3
i¼1

½P6
i¼1

MiðnÞPSFðvx þ tnÞ� expðj ´ 2πi=3Þ
� 	

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5ðI3 � I1Þ2

q
ReconstDHiLo ¼ HPfPSFðvx þ t3Þg þ η ´ LPfCS ´PSFðvx þ t3Þg ¼ I3 � γLPðI3Þ

ReconstLiMo ¼ 2
P4
i¼3

PSFðvx þ tnÞ �
P5;6
i¼1;2

PSFðvx þ tnÞ ¼ ηðI3 � I1Þ

8>>>>>>>><
>>>>>>>>:

ð13Þ
where PSF denotes the product of illumination and
detection PSFs. η, Cs, and γ are the coefficients in HiLo
reconstruction. HP and LP stand for high-pass filter and
low-pass filter, respectively.
As the specific reconstruction methods shown in Fig. 4d,

off-axis spatiotemporal multiplexing detection can
implement both the focal conjugation and modulated
illumination methods employed in coaxial detection.
Moreover, with off-axis imaging, the optical sectioning
strength is improved as the in-focus and out-of-focus
signals are no longer highly overlapped.
To visually illustrate the differences among various

optical sectioning methods in the off-axis separation
detection system, a random trajectory in a
1024×1024×1024-pixel volume block is generated to
simulate the imaging sample. The lateral and axial sam-
pling rate is 0.325 μm and 0.5 μm, respectively. The sys-
tem has a 20× objective (NA 1.0, XLUMPLFLN 20XW,
Olympus) for line-scanning imaging. Combining the lin-
ear imaging system model with various decoding meth-
ods, we conduct simulations to compare different optical
sectioning methods. From the simulation results in Fig. 5,

the in-focus signal has high intensity along the central
line, while the signal along the edges is nearly indis-
tinguishable from the background. As evidenced by the
comparison with the original sample after decoding, LiMo
exhibits the highest optical sectioning strength, which
retains residual background due to the depth of focus,
followed by DHiLo and then DSIM. The images after
decoding are superior to those directly obtained via line
confocal imaging, indicating that off-axis separated
detection can achieve optical sectioning via various
methods.

Development of optical sectioning techniques
As discussed in the previous section, coaxial and off-axis

imaging modes employ distinctive optical sectioning
methods, leading to diverse techniques. In this section, we
present an overview of the development of various optical
sectioning techniques with their critical elements sum-
marized in Table 1.

Coaxial imaging
Focal plane conjugation
In coaxial imaging systems, confocal microscopy is the

most common technique based on focal plane conjugate.
First proposed by Minsky, confocal microscopy focuses
the illumination light into a tiny point while incorporating
a pinhole in front of a photodetector to block out-of-focus
signals18. The size of the pinhole is adjustable for con-
trolling the sectioning strength and signal-to-noise ratio.
Today, confocal microscopy is highly commercialized and
has become the gold standard in the field19,20. However,
current technology has yet to deliver desirable imaging
speed21. With the fastest scanning device, such as a
resonant scanner, a throughput of up to 7.86 Mpixel/s is

a b c d e

f g h i j

L1 L2 L3 L4 L5

L6 GT DSIM DHiLo LiMo

Fig. 5 Simulation results of different optical sectioning methods by off-axis spatiotemporal multiplexed detection on the synthetic
sample. a–f Raw data at different off-axis positions. g The 512th layer of the synthetic sample. h–j Reconstructions of g via DSIM, DHiLo, and LiMo,
respectively. The red arrows indicate the difference between ground truth and reconstructions. Scale bar: 3 μm in a–j
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achievable. Recent developments in focal plane conjuga-
tion have been focused on enhancing imaging speed and
resolution22.
The technique of multi-focus parallel scanning has been

proposed to improve the imaging throughput. The scan-
ning grid can be generated by a spatial light modulator
(SLM) at the entrance pupil of the objective or directly by
an array of micro-lenses to enable simultaneous excitation
and detection of multiple points23. Furthermore, with the
emergence of line confocal, which adopts line scanning
instead of point scanning, the throughput is substantially
increased due to the replacement of pinholes with small
slits24,25. Coupling with specialized line-scan cameras,
the throughput can reach 4,915 Mpixel/s26. However, the
enhancement in imaging throughput comes at the
expense of the optical sectioning strength27. As such, the
technique is applied in slide scanning instead of fluores-
cence imaging. Spinning disk confocal technology also
emerges as a technique that adopts parallel scanning of
multiple points to simultaneously generate and capture
multiple illumination spots (Fig. 6a). When the rotation
speed of the disk matches the exposure time, the imaging
speed is equivalent to wide-field imaging, reaching 419
Mpixel/s28. However, signal crosstalk between multiple
pinholes leads to a decrease in image quality29. In recent
years, deep learning has been adopted to enhance the
imaging throughput of confocal microscopy30,31. Specifi-
cally, the acquisition process of under-sampled images for
further reconstruction into high-resolution images by the
network has been accelerated by 16-fold in speed
(Fig. 6b)32. While deep learning realizes the image fidelity
required for biological research, it may fall short of
attaining a perfect match to the original image, and the
training process can be time-consuming.
Various methods have been adopted to achieve

improvement beyond 2D acceleration. For example, PSF
engineering enhances imaging speed along the depth axis.
By using SLMs or axially distributed reflecting slits, we
can image information from different depths without axial
scanning (Fig. 6c)33. However, PSF engineering requires
specialized encoding and lacks optical efficiency. Alter-
natively, deep learning can extract multi-layer information
from single-layer images captured through wide-field
microscopy, which further translates to confocal micro-
scopy and improves imaging throughput34. Nevertheless,
extensive training and sample testing are critical to
effectively implementing deep learning.
To improve resolution, stimulated emission depletion

(STED) microscopy, which combines confocal micro-
scopy and fluorescence depletion techniques, was devel-
oped in 1994 by Hell35. In STED, simultaneous
illumination with circular excitation and ring-shaped
depletion light suppresses a diffraction-limited spot’s
edges, improving resolution (Fig. 6d)36–38. However,

STED causes significant phototoxicity due to the high
intensity of the depletion beam39,40. A promising solution
is to adopt deep learning to convert confocal microscopy
images to STED and provide higher image quality and
signal-to-noise ratio41. Additionally, there is a growing
number of efficient solutions to enhance resolution. For
example, re-scan confocal microscopy based on back-to-
back scanning with an open pinhole can achieve the ideal
lateral resolution with a nearly closed pinhole42. On the
other hand, image scanning microscopy (ISM), which
combines confocal microscopy with optical photon reas-
signment, uses more sub-detectors to correct pixel mis-
alignment between illumination and detection (Fig. 6e)43–45.
ISM achieves a twofold increase in resolution combined
with deconvolution, which can be easily implemented in
various microscopes to reduce defocused background and
enhance resolution46–49. Airy scan technology, an exam-
ple of multiple-point imaging and ISM reconstruction
without additional hardware, has already been applied in
commercial microscopes50. Similarly, fluorescence differ-
ential microscopy (FED), with the use of a point detection
array to record signals from the inner ring and the
background from the outer ring, has achieved enhanced
resolution and signal-to-background ratio by subtraction
(Fig. 6f)51,52.

Intra-focal excitation
In coaxial imaging systems, multi-photon (or two-pho-

ton) microscopy is a known technique in intra-focal
excitation that employs the nonlinear effect. Multi-photon
microscopy selectively excites signals in focus as it
requires a higher energy threshold. The power of light,
when out-of-focus, is insufficient to generate fluorescent
signals, thereby preventing background generation53,54.
However, multi-photon microscopy is hindered by a
similar scanning speed limitation observed in confocal
microscopy, which is capped at a maximum rate of 7.86
Mpixel/s.
To increase the imaging throughput, the random-access

scanning strategy eliminates the scanning of non-essential
areas, thus broadening multi-photon microscopy’s appli-
cations in large fields (Fig. 6g)55–58. For example, multi-
focal excitation has been proposed as a technique59,60,
which simultaneously detects at different depths or dif-
ferent plane positions within the same plane, thus
increasing throughput to speeds in the kHz range to up to
200 Mpixel/s57,61–65. We should note that scattering may
lead to compromise the image quality. Post-processing
calculations based on scattering models can address this
issue66,67. Also, line-scanning multi-photon microscopy
based on time-domain focusing comes to fruition68. By
temporally focusing a high-power femtosecond laser, the
excitation intensity can be axially concentrated by only
compensating the grating-induced dispersion at the focal
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plane, which enables multi-photon excitation for line
scanning (Fig. 6h)69,70. Though the throughput of line-
scanning multi-photon microscopy can reach 97.7
Mpixel/s, it is achieved at the expense of inferior imaging
quality caused by tissue scattering71,72. Wide-field multi-
photon microscopy represents another technique for

long-term in vivo observations. Such a technique employs
time-domain focusing within a wide field of view; never-
theless, it remains susceptible to tissue scattering and
severely compromised axial resolution and thus is often
implemented along with other optical sectioning techni-
ques or image post-processing algorithms73–75.
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In addition to the vulnerability to tissue scattering,
multi-photon microscopy is inevitably costly due to the
need for high pulse-energy lasers. Total internal reflection
fluorescence (TIRF) microscopy is adopted to mitigate the
challenge while enhancing optical sectioning strength76,77.
In TIRF microscopy, incident light undergoing total
internal reflection generates an evanescent wave for illu-
mination, which propagates on the surface with a depth of
a few tens to hundreds of nanometers (Fig. 6i). With the
high axial resolution and optical sectioning strength
yielded by the evanescent wave that selectively excites
signals from the surface, the technique is well suited for
observing interactions between cellular organelles78,79.
However, the observation via the TRIF microscopy is
confined in proximity to the cell membrane due to the
limited depth of illumination. Adjusting the angle of
incidence can extend TIRF microscopy to observe events
up to around one micron beneath the cell membrane,
hence having more considerable potential in future
applications80.

Modulated illumination
In coaxial imaging systems, SIM prevails over other

techniques in optical sectioning by projecting a periodic
structured illumination pattern onto the focal plane and
rapidly attenuating with defocusing. After capturing images
with three phases, the in-focus information can be
extracted, followed by reconstruction to eliminate the
structured pattern81–83. Neil first proposed the concept in
19975. Then, the technique transitioned from a moving
grating to a fast-switching digital micromirror device
(DMD) in structured illumination microscopy, significantly
improving imaging speed and throughput (Fig. 6j)84–87.
However, challenges remain for traditional 2D structured
illumination microscopy to deliver super-resolution and
optical sectioning simultaneously88–91. Moreover, the
quality of reconstruction is sensitive to variations in the
phase of the illumination pattern12,92,93.
PSF engineering reduces the normalized optical transfer

function at zero frequency in super-resolution microscopy
to address the issue94. However, manual adjustment of
certain parameters is required depending on the imaging
sample to obtain optimal results. As such, a different
approach combining SIM with TIRF microscopy is pro-
posed to achieve excellent optical sectioning strength95. In
the x-y plane, 2D super-resolution structured illumination
is employed to achieve high lateral resolution; never-
theless, the depth of observation is limited. While tran-
sitioning from 2D structured illumination to a 3D version
with multiple-beam interference may solve axial defi-
ciencies in super-resolution reconstruction (Fig. 6k)96–98,
such an approach cannot be realized without a complex
optical system and the associated design challenges.

Being more robust against sample or system imperfec-
tions, point-scanning SIM employs pixel reassignment-
based reconstruction with modulation in laser power
during scanning or at the detection end99,100. Addition-
ally, point-scanning SIM enables the integration of multi-
photon microscopy with SIM101,102, and line-scanning
SIM mitigates the reduction in imaging throughput
associated with point scanning103,104. However, multiple
acquisitions at the same sample position are still required,
resulting in redundant data collection.
Unlike the SIM, which typically requires only a mini-

mum of three repeated captures, 3D structured illumi-
nation requires 15 raw images for reconstruction, which is
time-consuming96. Although deep learning can be intro-
duced to minimize the number of captures, much training
data is still required and may not be universally applied to
all samples105,106. Furthermore, multiplexing methods for
achieving optical sectioning in a single capture may
complicate the system107,108. Additionally, hybrid illumi-
nation microscopy (HiLo), first proposed by Mertz in
2006, reduced the number of captures from three to two
through frequency-domain filtering and only extracted in-
focus information (Fig. 6l)109–112. For rapid imaging of
living samples, a DMD can be employed to realize a swift
switch between two illumination patterns on the detec-
tor86,113. Moreover, the integration of line-scanning HiLo
technique and time-domain focusing facilitates the reali-
zation of two-photon HiLo, thereby creating more tre-
mendous application potentiality and imaging utility for
larger samples114–116.

Off-axis imaging
Mixed detection
Off-axis mixed detection, exemplified by light sheet

microscopy, employs two objectives, one for detection
and another for vertical illumination, to confine the
lighting within a relatively small depth. However, the
propagation properties of Gaussian beams make it dif-
ficult to achieve uniform resolution and optical sec-
tioning strength across the entire field of view. Digitally
scanned light sheet microscopy settled the uniformity
issue by employing galvanometers for reciprocal
sweeping of the illumination beam (Fig. 6m)117,118. The
galvanometer can also be integrated with modulated
illumination or a rolling shutter mode camera to further
improve the optical sectioning strength and SNR119–122.
Similarly, the sectioning strength and field of view are
inversely related due to the constraints on the Gaussian
beam thickness and transmission distance123,124. As
such, methods such as multi-view imaging or scanning
the illumination across the field are adopted to extend
the field of view substantially125–129. However, the
effectiveness can be affected by sample rotation or the
capabilities of the scanning device. Using non-
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diffracting beams, such as Bessel or Airy beams, enables
a larger field of view while maintaining optical section-
ing strength130–134.
Open-top light sheet microscopy takes an inverted con-

figuration to eliminate the limitations. Such a method
involves inclining the objectives and maintaining their
perpendicular arrangement (Fig. 6n)135–140. The tilted setup
in the open-top light sheet microscopy enables nearly iso-
tropic resolution141,142. Also, the design overcomes limita-
tions in working distance and imaging area, allowing for
high-resolution imaging of larger samples. As the working
distance of the objective mainly affects the depth of ima-
ging, which is also constrained by the optical transparency
of samples, it typically does not exceed a few hundred
micrometers143–145. However, the image quality declines
with increasing depths due to scattering and the propaga-
tion of the light sheet. Additionally, the tilted setup of the
open-top light sheet microscopy reduces the spatial dis-
tance between the illumination and detection objectives.
Therefore, the NA of both objectives is limited, which
imposes constraints on the resolution and optical sectioning
strength of the system146,147. The single-objective light sheet
microscopy addresses the mutual constraint by using the
same objective for both illumination and detection
(Fig. 6o)148–150. Techniques like beam scanning or remote
focusing assist in detecting the tilted illumination
plane151–153. The single-objective light sheet microscopy
allows imaging of large, thick tissues without geometric
constraints, significantly improving imaging throughput.
However, the single-objective tilted illumination reduces
optical efficiency. Moreover, multi-field imaging and deep
learning are used in light sheet microscopy to further
broaden applications of light sheet microscopy154–156.
Lastly, the lattice light sheet, achieved by modifying the

pupil plane of the objective to create structured illumi-
nation, enhances resolution beyond the diffraction limit
when combined with super-resolution reconstruc-
tion157–160. However, implementing the technique inevi-
tably involves the conflict between working distance and
optical sectioning, posing challenges for high-resolution
imaging of large biological samples.

Separated detection
In off-axis imaging systems, separated detection meth-

ods utilize the Gaussian beam’s properties to extract in-
focus information and enhance optical sectioning
strength. LiMo is preferred over confocal microscopy in
achieving optical sectioning strength as it performs line
scanning without additional modulation devices (Fig. 6p)7.
While suitable for high-resolution and high-optical sec-
tioning imaging, LiMo requires a minimum of two sam-
plings of the same position, thereby compromising the
throughput of the camera.

Similarly, with off-axis separated detection, researchers
have successfully implemented SIM and HiLo techniques
in a single scan with line scanning16,17. Both methods rely
on off-axis detection to record the modulation of the
illuminating PSF, which can be further processed to
enhance optical sectioning strength. Moreover, in off-axis
spatiotemporal multiplexing detection, HiLo can be
integrated with temporal focusing for large deep-tissue
imaging70.
As of today, as more optical sectioning methods based

on off-axis separated detection evolve, there is also a
growing presence of diverse technologies161,162. The off-
axis separated detection separates the PSF in coaxial
detection to record the information of illumination
modulation, thus enabling the implementation of var-
ious sectioning methods based on the same system.
Furthermore, as the spatiotemporal multiplexing tech-
nique substantially enhances the imaging throughput
and expands the possibility of applications, further
development in optical sectioning methods is expected
to unfold.

Comparison of different optical sectioning
methods
About application scenarios, we can characterize

optical sectioning technologies according to their
respective optical sectioning strength, resolution,
throughput, robustness, weak signal detection, post-
processing speed, penetration depth, and optical safety.
In this section, we will provide an overview and com-
parison across several representative techniques,
including those for coaxial systems such as point con-
focal microscopy, spinning disk microscopy, LC, multi-
photon microscopy, SIM, and HiLo, as well as those for
the off-axis system such as light-sheet microscopy,
DSIM, DHiLo, and LiMo.

Background suppression
Based on the optical sectioning model mentioned ear-

lier and the assumption of ideal illumination, the optical
sectioning strength of specific techniques can be repre-
sented by the FWHM of Eq. (14), as shown in Fig. 6a.

IðuÞ ¼

R
T2ðs; uÞjincðβsÞsdsConfocalR
T2ðsx; 0;uÞ sin cðβsx=πÞdsx LineConfocalR
Tðs=2; u=2ÞTðs;uÞsdsTwo� photon

expð�u2=2c2ÞTðsx; sy; uÞδðsx; syÞ Light sheetR
δðsx � s0ÞTðsx; 0;uÞdsx Structured illuminationR
T2ðsx; 0;uÞ sin cðβsx=πÞ½1� cosð2βsxÞ�dsxNatural illumination

8>>>>>>>>><
>>>>>>>>>:

ð14Þ

where the light sheet microscope employs a 20× detection
objective (NA 1.0, XLUMPLFLN 20XW, Olympus) and a
25× illumination objective (NA 1.0, XLSLPLN25XGMP,
Olympus) with a working distance of 8mm. Theoretical

Zhang et al. Light: Science & Applications           (2025) 14:11 Page 15 of 28



analysis indicates that light sheet microscopy has the highest
optical sectioning strength. Based on natural modulation,
LiMo achieves stronger sectioning strength than confocal
and SIM due to the high modulation frequency. Multi-
photon microscopy is slightly inferior to confocal micro-
scopy due to the unconstraint in detection. Spinning disk
confocal microscopy suffers from poor performance in
background suppression owing to the crosstalk between
pinholes. In conclusion, light sheet microscopy exhibits the
strongest optical sectioning strength, followed by LiMo and
confocal microscopy. SIM and HiLo come next, followed by
multi-photon microscopy and then LC. Spinning disk
confocal microscopy exhibits weaker sectioning capabilities.
However, the limitations in modulation frequencies affect
the performance of SIM and HiLo.
Additionally, the optical sectioning strength is wea-

kened due to inaccurate phases. In practice, the perfor-
mance of light sheet microscopy can be compromised by
tissue scattering163. It should be noted that the illumina-
tion objective is constrained by the balance between the
working distance and optical sectioning strength, parti-
cularly when imaging large samples at the expense of
illumination NA.

Resolution
When evaluating traditional methods without super-

resolution, the constraints on the illumination and
detection ends determine the resolution, represented by
the FWHM of the PSF. Considering the detection end (slit
or pinhole as ideal), the PSF of both the focused mode
with constraints on illumination and detection and wide-
field mode can be expressed by the following equation, as
shown in Fig. 6b.

PSFfoused ¼ heff
2

PSFwide ¼ heff

(
ð15Þ

The resolution of confocal microscopy with an ideal pin-
hole is 1.41 times higher than that of wide-field microscopy.
However, the size of the pinhole does not diminish infinitely
in reality, hence limited improvement in resolution. Taking
the average of the resolutions in the x and y directions to
measure the overall resolution, the highest to the lowest
resolution is as follows: confocal and spinning disk, LiMo
and LC, light sheet microscopy, HiLo, and SIM. In multi-
photon absorption, molecules absorb the combined energy
of multiple photons simultaneously, allowing excitation with
lower-energy photons compared to single-photon absorp-
tion. Hence, multi-photon microscopy, with longer wave-
lengths and unconstrained detection, exhibits lower
resolution. Also, the light sheet microscopy may have
uneven resolution along the direction of light propagation
due to the non-uniformity of the Gaussian beam.

Speed
In general, the size of the imaging area dictates the

imaging speed due to the difference between mosaic
scanning and line scanning. Mosaic scanning requires
multiple stops for stitching large fields of view, while line
scanning has continuous motion along one direction. The
acquisition time for both types of scanning is as follows:

Tm ¼ tm þ
ffiffiffiffiffi
4M
a

q� �
L2

M2 �
ffiffiffiffiffi
4M
a

q
Ts ¼ L2ts

pM þ L
M � 1

 � ffiffiffiffiffi

4M
a

q
8><
>: ð16Þ

In Eq. (16), Tm and TS represent total imaging time via
mosaic scanning and strip scanning; correspondingly, tm
and ts represent exposure times, a represents the accel-
eration of the translation stage, M represents the side
length of a single field of view, L represents the side length
of the sample, and p represents the sampling size.

Tm spot ¼ 1:45L2 � 0:12

Tm disk ¼ 0:28L2 � 0:12

Tm wide ¼ 0:27L2 � 0:12

Ts ¼ 0:09L2 þ 0:18L� 0:12

8>>><
>>>:

or

Tm spot ¼ 1:2L2

Tm disk ¼ 2:3 ´ 10�2 ´ L2

Tm wide ¼ 2:3 ´ 10�2 ´ L2

Ts ¼ maxð3:9 ´ 10�4 ´ L; 2:0 ´ 10�2 ´ L2Þ

8>>><
>>>:

ð17Þ

Using a 20× objective (NA 1.0, XLUMPLFLN 20XW,
Olympus) with M= 0.67mm and an acceleration of
200mm/s², assuming a width of 2,048 pixels in a single field
of view, exposure times can be determined as follows. In
wide-field imaging, the camera readout speed limits the
fastest frame rate, reaching up to 121 fps, meaning
tm= 8.3ms. In line scanning imaging, the frame rate can
reach 300 kHz using a specialized camera (8 bit, 16 K, ML-
HC-16K10T, DASLA), which gives ts= 0.4 μs. In point
scanning, due to the frame rate of the detector surpassing
that of scanning devices, the scanning speed v determines the
total exposure time tm for a single field of view, tm= 2,048 ×
2,048/v. With high-speed scanning mirrors employed in
Olympus FVMPE-RS, FV3000RS, the speed can reach 30 fps
for a 512 × 512-pixel region, corresponding to tm= 533ms.
In spinning disk confocal microscopy, imaging a 2,048 ×
2,048 area can achieve a speed of 100 fps in Dragonfly 202,
ANDOR, resulting in tm= 10ms. In small imaging areas, all
methods employ scanning devices to scan the beam, avoiding
the time consumption for moving the translation stage.
Therefore, the imaging time for small areas is often limited
by camera throughput or scanning speed. To sum up, the
imaging time of small and large areas can be mathematically
expressed by Eq. (17).
When the sample size L changes, the curves shown in Figs.

7c and 7d can be plotted. Line scanning is faster than mosaic
scanning in large and small areas due to the high throughput
of line-scan cameras. As HiLo and SIM require multiple
exposures, longer exposure times and a slightly slower
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throughput are expected. Similarly, multi-line scanning in
LiMo slightly reduces the speed compared to the maximum
throughput of line-scan cameras when the maximum
throughput is not measured in multi-line working mode. In
conclusion, LC, LiMo, and light sheet microscopy enjoy the
highest speed, followed by spinning disk confocal micro-
scopy. HiLo and SIM have slower speeds, while point con-
focal and two-photon microscopy have the lowest speed.

Robustness
The primary factor to be considered is the impact of the

stability of the illumination beam and modulation pattern
on the imaging process. Multi-photon and HiLo micro-
scopy, unaffected by the shifting in the beam or variations
in the modulation pattern, demonstrate the highest sta-
bility. Point confocal, SIM, LC, light sheet, and LiMo
microscopy are following, as they are under the influence
of at least one factor. For point and line confocal micro-
scopy and LiMo microscopy, precise alignment of beam and
aperture positions is required to maintain the SNR and
image accuracy. For SIM, accurate phase modulation is
essential to avoid striped artifacts in the reconstructed

image. Light sheet microscopy requires precise alignment of
illumination and detection focal planes to maintain SNR164.
Whereas, spinning disk confocal microscopy exhibits the
lowest stability owing to the requirement for precise per-
pendicular incidence and alignment with the detector165.

Weak signal detection
SNR is a critical metric for evaluating the ability to detect

weak signals via different techniques. Assuming that the
images produced by each method are equal and denoted by
“f”, the SNR in a single image can be calculated as the ratio
of the image’s mean to its standard deviation.

SNR ¼

ffiffi
S

p
fffiffiffiffiffiffiffiffiffiffiffiffi

S0varðfÞ
p Confocal&LineConfocal

fffiffiffiffiffiffiffiffiffi
varðfÞ

p Two� photon& Light sheet

ffiffiffiffiffiffiffiffi
CLiMo

p
fffiffiffiffiffiffiffiffiffi

varðfÞ
p ;CLiMo ¼ 2�

P4
i¼3
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i¼1

mðiÞ þP6
i¼5
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CSIM
ffiffi
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p
f

2
ffiffiffiffiffiffiffiffiffi
varðfÞ
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Therefore, we express the SNR for various optical sec-
tioning techniques as Eq. (18), where S0 represents the
area of the illumination spot, S represents the area of the
pinhole, k is the normalization coefficient, m(i) is the
modulation of the ith line, and var() represents variance.
When calculating the SNR for HiLo, it is assumed that the
fluctuations of the sample are much smaller than the
mean, and the bandpass filter introduces a 3-dB coeffi-
cient of

ffiffiffi
2

p
attenuations, represented as CHiLo in Eq. (18).

By comparing the coefficients in the above equations,
HiLo has the highest SNR, followed by LiMo, then two-
photon microscopy and light sheet microscopy. SIM has a
slightly lower SNR, followed by LC, while point confocal
and spinning disk confocal have the lowest SNR166,167.

Post-processing
For reconstruction, confocal, spinning disk, LC, two-pho-

ton, and light sheet microscopy have the highest post-process
speed for no additional algorithms. LiMo involves a single
subtraction step, which accounts for a slightly slower speed.
Additionally, SIM reconstruction includes square and square
root operations, which is more complex. HiLo reconstruction
employs Fourier transforms, resulting in the slowest recon-
struction speed.

Penetration depth
Penetration depth in the imaging process is affected by

wavelength and initial optical power, with exponential
attenuation as depth increases. In multi-photon micro-
scopy, the penetration depth is directly proportional to
the intensity square due to the nonlinear effect. Therefore,
the optical power variation with depth in nonlinear and
linear microscopy can be expressed as follows168.

Plinear ¼ P0e�z=ls

Pnonlinear / ðe�z=lsÞ2 ¼ e�2z=ls

(
ð19Þ

where Plinear and Pnonlinear are the illumination power
in linear and nonlinear systems at image depth z,
respectively. P0 is the power at the surface. ls is a constant
distance related to scattering, which is inversely propor-
tional to the illumination angle169.

Multi-photon microscopy achieves greater penetration
depth with the same initial optical power. Regarding illu-
mination angle, in off-axis separated detection, normal
incidence with oblique detection is often employed to split
the overall PSF, reducing the influence of illumination angle.
In light sheet microscopy, while the illumination angle
potentially affects the penetration depth, optical clearing
methods or naturally transparent samples effectively neu-
tralize this effect. Therefore, the illumination angle has a
minimal impact on penetration depth in off-axis imaging.

Optical safety
The optical safety is determined by the optical power

density and exposure time, which can be calculated using
the following equation.

G ¼ Pt=Sarea ð20Þ
where G indicates the phototoxicity, P is the illumination
power, t is the exposure time, and Sarea is the illuminated
area at a certain depth.

The following analysis assumes consistent total energy
at the focal plane. As to the phototoxicity of defocused
beams on the sample, the spot size increases pro-
portionally with defocusing. Therefore, light sheet
microscopy exhibits a decreased phototoxicity as the
defocus distance increases due to only one snap in the
field of view. Further, the perpendicular optical path
confines defocus within a smaller range. Moreover, in
scanning microscopy, both the area of illumination and
exposure time increase proportionally when defocused,
which leads to a consistent level of phototoxicity across
defocused and in-focus regions. In the particular case of
multi-photon microscopy, excitation only occurs within
the focal plane, resulting in no phototoxicity for non-
target areas170–172. However, since the laser focus still
illuminates the focal plane, multi-photon microscopy
exhibits relatively strong phototoxicity at the focal region.
Considering defocused beams and the area of illumina-
tion, light sheet microscopy demonstrates superior optical
safety, followed by HiLo and SIM, which require multiple
captures.
In comparison, LiMo and line scanning microscopy

exhibit lower safety levels. Meanwhile, confocal micro-
scopy exhibits the lowest optical safety, as it causes
equivalent bleaching in and out of focus. Due to its unique
principles, multi-photon microscopy has higher optical
safety than confocal microscopy.
The final score of each technique is calculated based on

the performance indicators assigned with a numerical
score from 1 to 5, as shown in Table 2. Comprehensive
maps of different methods (Fig. 8) indicate that each
method has its respective strengths and weaknesses that
define its suitability in various application scenarios.

Selection of different optical sectioning methods
In biological imaging, the selection of techniques is

subject to sample properties, biological state, labeling, and
experimental protocols. Firstly, the structure of the sam-
ple determines the required resolution; the size and
condition of the sample demand different imaging
throughputs. While high throughput is rarely necessary
for small-scale imaging, low throughput in large-scale
imaging will substantially increase imaging time and data
acquisition costs. Also, off-axis imaging methods are

Zhang et al. Light: Science & Applications           (2025) 14:11 Page 18 of 28



preferred over coaxial imaging when the sample thickness
exceeds tens of micrometers. Secondly, despite the geo-
metric information embedded with biological samples,
deeper penetration is required to observe living samples;
conversely, optical clearing provides sufficient depths for
non-living samples. Thirdly, the signal intensity deter-
mined by labeling also dictates the selection of the most
optimal imaging methods. Achieving an SNR higher than
1 is crucial for distinguishing weak signals, which should
be prioritized. Note that the sample’s ability to tolerate
high-power laser, or the phototoxicity tolerance, is subject
to its biological state and the labeling method. Lastly,
method selection cannot neglect experimental protocols
such as observation duration. For example, longer
observation duration calls for higher system stability.
In general, owing to the low SNR caused by small pin-

holes and diminished contrast in modulation, coaxial
optical sectioning methods offer weaker optical sectioning
strength, which makes them less preferable than off-axis
methods for thick samples. In the subsequent discussion,
we will review the strengths and weaknesses of various
techniques based on their features, rating results, and
analysis, followed by an outline of their respective optimal
application scenarios.
Confocal microscopy excels in resolution and optical

sectioning, being widely available commercially. However,
the low throughput constrains its application in small-
scale imaging of fixed samples, such as delicate structures
in slices. While the issue can be mitigated substantially via
rapid scanning resonant mirrors, imaging live cells
remains challenging. This is caused by rapid scanning’s
operating requirement for shorter dwell time at each
point, hence the higher power densities that exacerbate
photobleaching issues. Furthermore, confocal microscopy
is less suitable for imaging tissues with a thickness of
hundreds of micrometers, despite a common strategy to
decrease SNR by reducing the pinhole size to enhance
optical sectioning strength. Another issue to be noted is
that tissue scattering may block in-focus signals and
consequently contribute to the collection of out-of-focus
signals.
Being an upgrade from conventional confocal micro-

scopy, spinning disk microscopy allows for higher
throughput without reducing the exposure time for each
point. Such improvement makes it well-suited for imaging
live cells or large-scale, low-resolution imaging, such as
stromal cell dynamics173,174. However, the out-of-focus
information, whose illuminated area increases with the
square of the defocus distance, is gathered by adjacent
pinholes; in other words, the crosstalk between the pin-
holes that causes reduced optical sectioning strength is
the reason why spinning disk microscopy is less suitable
for high-resolution imaging. Moreover, due to the fixed
size of the pinholes, adjustment for an optimal balance

between SNR and optical sectioning strength is unat-
tainable, which is a limitation when dealing with samples
of varying properties.
Line-scanning microscopy combines point scanning in

one dimension with wide-field imaging in another. When
coupled with a high-throughput line-scan camera,
line-scanning microscopy excels in applications such as
whole-slide scanning175–177. However, compared to
point-scanning confocal microscopy, line-scanning
microscopy lacks the required resolution and optical
sectioning strength to deliver high-quality images for
high-resolution or thick samples due to the one-
dimensional scanning approach.
Multi-photon microscopy distinguishes itself by its

superior penetration capabilities in deep tissue observa-
tion. Multi-photon microscopy is an indispensable tech-
nique for imaging animals through the skull, cranial, or
other windows in vivo, as it allows the observation of
biological activities of single cells and cell interactions
through functional labeling, such as calcium ima-
ging178–181. Thanks to the absence of additional small
apertures in front of the detector, multi-photon micro-
scopy offers robust stability for long-term observation,
such as monitoring changes in transplanted tumor tissues
over time. Moreover, the long-term survivability of the
sample is superior due to lower phototoxicity compared
to point confocal microscopy, as the excitation is only
present in focus. However, based on point scanning,
multi-photon microscopy leads to slow imaging speed and
limited high-frequency capture. While parallel scanning
methods63 have been proposed, issues such as reducing
signal crosstalk and shortening post-processing time
remain challenging.
With high throughput and optical sectioning strength,

SIM is suitable for detailed imaging of thin samples over a
large area such as muscle tissue182. However, in thick
samples, the tissue background reduces the contrast of the
structured illumination and the accuracy in phase align-
ment of the three images. This weakens optical sectioning
strength and striped artifacts in the reconstructed images.
Additionally, weak signals are a concern as the nonlinear
reconstruction can amplify noises, and in vivo imaging,
the reconstruction algorithm is susceptible to motion
artifacts. Moreover, capturing three images per field of
view lowers the frame rate, which is not a feature suited to
capture rapid motion. As such, HiLo microscopy repre-
sents a practical approach to address the issues as it only
requires one uniformly illuminated image and one non-
uniformly illuminated image for dynamic captures, such
as fast calcium imaging183,184. HiLo also exhibits higher
robustness due to its tolerance in phase accuracy and
higher SNRs for the extraction of weak signals thanks to
its reconstruction algorithm that incorporates bandpass
filtering. It should be noted that the algorithm involving
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Fourier transforms and inverse Fourier transforms
increases computational complexity and reconstruction
time. As such, HiLo is less effective in tracking the sig-
nificant motion in live samples.
Light sheet microscopy possesses high optical section-

ing strengths thanks to the perpendicularity between the
illumination and detection axes, which makes it suitable
for thick samples. However, it has limitations in several
aspects. For example, the short working distance of a

high-NA objective is not ideal for large-volume sample
imaging. Also, the attempt to achieve isotropy and higher
imaging throughput by tilting the objectives can impose
constraints on the geometric dimensions of the two
objectives and consequently compromise the NA of the
illumination objective. Therefore, light sheet microscopy
is more suitable for large-scale, non-fine imaging, espe-
cially when combined with optical clearing technology to
maximize the imaging throughput185,186. Although optical
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Table 2 Rating for various optical sectioning techniques*

Coaxial imaging Off-axis imaging

Focal plane conjugation Intra-focal Modulated

illumination

Mixed Separated

Confocal SD LC Two-photon SIM HiLo Light sheet DSIM DHiLo LiMo

Sectioning 3.5 1 2 3 3.5- 3.5- 5- 4 4 4.5

Resolution 5 5 4 1.5 3 3 3 4 4 4

Speed 1 4.5 5 1 4.5- 4.5- 5 5- 5- 5-

Robustness 4 3 4 5 4 5 4 4.5 5 4

Weak signal 1 1 1.5 3 2 5 3 2 5 4.5

Post-process 5 5 5 5 2.5 1 5 2.5 1 4

Penetration 2 2 2 5 2 2 2- 2 2 2

Safety 1 1 3 2+ 4.5 4.5 5 3 3 3

*In the table, “-” indicates that the actual effect will be lower than the given rating. “+” indicates that the actual effect will be higher than the given rating. “SD”
represents spinning disk microscopy
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clearing allows the light sheet to penetrate deep tissues,
even in transparent samples, tissue scattering still alters
the characteristics of the light sheet by turning it into a
thicker sheet. In practice, the optical sectioning strength
of light sheet microscopy is impeded by tissue scattering
and lower NA of the illumination objective as a result of
weak signals submerged in the background; nevertheless,
it remains an effective method due to high throughput
and low phototoxicity which are particularly advanta-
geous in biological applications for live imaging of
transparent organisms, such as observing zebrafish
heartbeats or imaging complete embryos.
Off-axis separated detection methods are particularly

advantageous in imaging large and thick samples, as
opposed to all other methods mentioned above. Its
uniqueness lies in its ability to achieve throughput sec-
tioning concurrently by combining line scanning with
different imaging principles at different off-axis positions.
Various techniques can be conducted based on off-axis
separated detection. LiMo, with the best optical section-
ing strength via linear reconstruction, is especially suitable
for imaging thick samples such as whole-brain imaging.
However, LiMo is sensitive to the position of the illumi-
nation spot, which may lead to a reduced SNR and even
potential signal loss. For this reason, long-term imaging
over several weeks without optical path adjustments
remains challenging. Moreover, LiMo is suboptimal for
in vivo imaging, as the stability of the illumination spot is
under substantial impact from biological respiration and
heartbeat. In comparison, DHiLo provides better stability
while offering less optical sectioning strength. DHiLo also
achieves a higher SNR due to the filtering operations in
reconstruction and robustness, which is ideal for live
imaging. However, DHiLo has a slower reconstruction
speed, hence longer waiting times for real-time viewing.
On the other hand, DSIM is a relatively balanced imaging
technique that exhibits favorable tolerance to small shifts
of the line spot over long-term observations with only a
slight addition to the reconstruction time. Nevertheless,
DSIM’s accuracy in live imaging and optical sectioning
strength is below par when compared with DHiLo and
LiMo. Therefore, DSIM is suitable for, for example, long
observations in brain slices ex vivo187 (Fig. 9).
Overall, the diversity in biological samples and experi-

mental goals prompts the need for various imaging
techniques. Nevertheless, the switching between systems
complicates the operating process. Therefore, the devel-
opment of one single system capable of implementing
multiple optical sectioning methods to select the most
optimal approach can significantly simplify the opera-
tions. In this regard, off-axis separated detection is a
feasible solution as it allows for the implementation of
multiple sectioning techniques in laser scanning
microscopy.

The potential for versatile optical sectioning
methods using the same system
The off-axis separated detection theory provides a ver-

satile framework for implementing multiple optical sec-
tioning methods in the same optical system. One strategy
to achieve high imaging speed is to include a line scanning
module in the system. Specifically, the line-scanning off-
axis separated detection optical sectioning method is
suitable for imaging large samples at high speed. On the
other hand, digital modulation at the detection end offers
flexible optical sectioning with many available algorithms
and resists scattering, achieving higher contrast than
coaxial imaging.
To demonstrate the merit over coaxial imaging, we

imaged a 50 μm-thick brain slice of a Thy1-GFP M line
transgenic mouse (#007788, Jackson Laboratory) with a 1-
μm axial step based on a custom-built off-axis line illu-
mination microscope7 and wide-field SIM microscope85.
Both systems have a 20× objective (NA 1.0, XLUMPLFLN
20XW, Olympus) and an sCMOS camera (ORCA-Flash
4.0, Hamamatsu, Japan). For coaxial imaging, in wide-field
SIM, the exposure time was set to 30ms for each capture,
with three images taken per field, followed by mosaic
scanning to cover the sample area. In wide-field HiLo, a
structured illumination pattern was replaced by full illu-
mination for artifact-free wide-field imaging (other set-
tings are the same as the wide-field SIM). For the line-
scanning off-axis separated detection, the line-scan cam-
era worked in 8-line subarray mode for different off-axis
positions, with an exposure time of 38.9 μs. The stage
speed matched the ratio of frame rate to exposure time.
Figure 10a and b show the two microscopes’ typical

maximum intensity projections (MIPs). The image area is
9.4 mm × 6.3 mm. The imaging time for a single plane was
89 s in wide-field imaging and 42 seconds in line scanning
imaging, indicating that the imaging speed of off-axis
separated detection was approximately twice faster than
traditional wide-field coaxial imaging.
We performed the SIM and HiLo reconstructions of a

randomly selected region of interest (ROI) indicated by
red squares in Fig. 10a and b, as shown in Fig. 10c–d and
Fig. 10e–f. To quantitatively analyze the optical sectioning
strength, we calculated the intensity ratio of fiber to
background inside the orange squares as signal-to-
background ratio (SBR) in Fig. 10c–f. The SBR for wide-
field SIM, DSIM, wide-field HiLo, and DHiLo are 1.44,
2.94, 2.20 and 5.15, respectively. The off-axis separation
detection system outperforms the wide-field coaxial sys-
tem in optical sectioning strength.
Further, Fig. 10g and h shows the enlarged views of

yellow squares in Fig. 10c and e to reveal that the optical
sectioning strength of SIM implemented in the off-axis
separated detection system is better than that in the
coaxial system. Figure 10i and j shows the enlarged view
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of blue squares in Fig. 10c and e. The results demonstrate
that the SIM in the off-axis separated detection system
shows no striped artifacts, while the reconstructed image
in the coaxial system suffers from severe striped artifacts.
Under HiLo reconstruction, the yellow squares in Fig. 10d
and f were enlarged to obtain Fig. 10k–l. The blue squares
in Fig. 10d and f were enlarged to obtain Fig. 10m–n. All
these results indicate that under the same reconstruction
method, the optical sectioning strength in the off-axis
separated detection system is superior to that in the
coaxial system in regions with more fibers or near somas.
To demonstrate the flexibility of a single system for ver-

satile methods, we imaged various applications by off-axis
separated detection (Fig. 11) with settings matching the line
scanning off-axis detection system in Fig. 10. These
experiments used 1 μm axial steps and single plane for
display. (Note that the pollen and brain slices with tilted line
illumination used maximum intensity projections).

Figure 11a shows imaging results of pollen using LC,
DSIM, DHiLo, and LiMo. The enlarged views of cor-
responding yellow squares in each top right corner
demonstrate that LiMo yields the best results, parti-
cularly in detecting weak pollen spines. Fluorescence in
situ hybridization (FISH) is a common technique for
visualization of gene expression by dot markings on
labeled samples; sample thickness and gene expression
density can dictate the selection of optical sectioning
methods. Figure 11b displays Nnat gene expression in
3T3 cells, where the thin sample and low expression
levels make most sectioning methods suitable. How-
ever, in imaging Wscd1 in a 40-μm thick C57BL/6 J
brain slice, the background is higher than in cellular
FISH imaging (Fig. 11c), necessitating off-axis sepa-
rated detection sectioning methods. Figure 11d shows
the application of different reconstruction methods in
the 100-μm thick brain slice, with LiMo demonstrating
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Fig. 9 Recommended solutions for different applications. Based on the analyses above, we establish a selection process for different applications
based on the sample geometry and specific needs in Fig. 9. In the category of cell samples or even thin slices, most optical sectioning methods are
suitable due to the low background signals. The experimental plan depends on specific needs, like speed for live imaging, resolution for fixed
samples, and system accessibility. In the category of localized observation in thick samples or blocks, for transparent live animals like zebrafish, where
speed and motion resistance are more critical than sectioning strength and thus part of the coaxial and off-axis methods are suitable; for transparent
fixed samples like in situ observation of 3D gene expression, due to the density of gene expression and high demands for optical sectioning and
resolution, off-axis imaging systems have more advantages; for opaque samples, two-photon microscopy offers a distinct advantage in penetration
depths. In whole-mount or organ imaging, field of view (FOV) stitching is employed to cover large areas, making imaging speed equally crucial to
other requirements. For imaging single neuronal morphology with axonal resolution through the whole brain, with millimeter dimensions and sub-
micrometer resolution, off-axis separated detection with line scanning is preferred for its high optical sectioning and throughput, surpassing light
sheet microscopy with NA limitations in resolution. For mapping cell distribution or vessel networks with large volumes and microscale structures,
throughput is prioritized over optical sectioning and resolution, making both on-axis and off-axis strip scanning imaging methods suitable. In
summary, the coaxial system is comparable to the off-axis system in imaging thin samples with low background signals or thick samples with details
to be resolved far bigger than the resolution limit, where the coaxial system is preferred due to its popularity and accessibility. However, the off-axis
system is indispensable in imaging thick samples with detailed features close to the resolution limit
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the highest optical sectioning strength. The SBRs for
different methods were measured and calculated to be
1.19, 2.57, 3.28, and 8.46, respectively, confirming the
superior background suppression in LiMo. Figure 11e
displays the reconstruction results in liver vessels,
where all methods provide clear structural visualiza-
tion. By using line confocal microscopy reconstruction,
it is possible to increase the axial sampling interval
while still recovering a complete structure and redu-
cing acquisition time. Figure 11f demonstrates the
effects of different reconstruction methods when the
system is unstable, i.e., when the linear illumination
beam has a certain tilt angle. Both DHiLo and DSIM
perform well under these conditions. Figure 11g pre-
sents the in vivo imaging of mouse liver cells, where a

substantial amount of motion interference is due to
respiration. The results indicate that only DHiLo
achieves satisfactory optical sectioning results.
Figure 11h shows the time required for different algo-

rithms to reconstruct the left mouse brain coronal sec-
tion. We conducted the test offline using MATLAB 2020a
and an Intel(R) Core(TM) i7-9700 CPU @ 3.00 GHz. The
table in the bottom left corner shows that the LC is the
fastest, while DHiLo is the slowest. All reconstruction
methods share the same raw data acquisition time of
35 seconds per layer. Both acquisition and reconstruction
time are proportional to the imaging area. Hence, LiMo
offers real-time reconstruction, while non-linear algo-
rithms, especially frequency-domain DHiLo, cause delays
or require post-processing.
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In summary, off-axis separated detection provides
excellent performance and a highly flexible possibility for
large-sample optical sectioning imaging.

Summary
The development of optical sectioning techniques has

been driven by the pursuit of high-quality 3D structural and
functional information for an extensive range of applica-
tions in biology. Existing optical sectioning methods, each
distinctly developed based on their respective principles and
needs, contribute to diverse technologies. Nevertheless, the
inherent characteristics of each technique make them sui-
table under certain circumstances and suboptimal in others.
As a result, selecting the most optimal optical sectioning
technique, i.e., aligning the sample’s characteristics with the
experimental design, becomes paramount.
This review categorizes optical sectioning methods into

coaxial and off-axis imaging based on the spatial

relationship between illumination and detection axes. As
optical sectioning techniques are diverse in features and
versatile in applications, we discuss various technologies,
offering guidance on their benefits and applications to
facilitate the selection of the most optimal technique
under multiple scenarios. Due to optical axis configura-
tion, coaxial imaging excels with thin samples but strug-
gles with thick ones.
Though still in the early stage of development, off-axis

separated detection has already demonstrated exceptional
performance in thick sample imaging. Regardless of the
sample thickness, it can maintain a constant mixture ratio
of in-focus and out-of-focus at different off-axis positions.
Such capability opens the door to implementing flexible
optical sectioning techniques and accommodates different
needs within the same system. Such a framework also
saves the need for expensive system replacements while
offering greater flexibility in reconstruction methods.
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Overall, off-axis separated detection performs unpar-
alleled in large-scale, thick sample imaging. It is ideal for
whole-organ studies in biology, especially for acquiring
single-neuron morphology with axon resolution across
the brain188–190.
In the future, we can further expand the application of

off-axis separated detection through integration with
existing technologies and advancement in reconstruction
methods. The system can achieve flexible optical sec-
tioning imaging tens of times faster than confocal
microscopy and supports the development of extended
functions such as super-resolution, multi-color, and
multi-view imaging, which may become a standard in
most imaging facilities. Moreover, the off-axis separated
detection can also advance materials science by revealing
structures and properties. In summary, with their unique
optical setup and advantages, the off-axis separated
detection systems are expected to be a new direction for
future development and become a powerful tool for
optical sectioning imaging.

Acknowledgements
This work was supported by the National Science and Technology Innovation
2030 (Grant No. 2021ZD0201001), the National Natural Science Foundation of
China (Grant Nos. 62325502, 81827901), Research Grants Council (Grant No.
C5031-22GF), and InnoHK Centre (Grant No. COCHE-1.5). We also thank Prof.
Shaoqun Zeng for his constructive comments and Dr. Guoqing Fan for his
assistance with the experiment.

Author details
1Britton Chance Center for Biomedical Photonics, Wuhan National Laboratory
for Optoelectronics, Huazhong University of Science and Technology, Wuhan,
China. 2MoE Key Laboratory for Biomedical Photonics, Innovation Institute,
Huazhong University of Science and Technology, Wuhan, China. 3Hong Kong
Center for Cerebro-Cardiovascular Health Engineering, N.T, Hong Kong, China.
4Department of Biomedical Engineering, City University of Hong Kong, Hong
Kong, China. 5HUST-Suzhou Institute for Brainsmatics, Suzhou, China.
6Department of Mechanical and Automation Engineering, The Chinese
University of Hong Kong, Shatin, N.T., Hong Kong, China. 7School of Biomedical
Engineering, Hainan University, Haikou, China

Data availability
The data that support the findings of this study are available from the
corresponding author upon reasonable request.

Conflict of interest
Q.L., J.Y., R.J., and H.G. have been licensed co-inventors of LiMo and DSIM’s
patents. All authors declare that they have no other competing interests.

Received: 11 May 2024 Revised: 24 September 2024 Accepted: 28 October
2024

References
1. Pawley, J. B. Handbook of Biological Confocal Microscopy. 3rd edn. (New

York: Springer, 2006).
2. So, P. T. C. et al. Two-photon excitation fluorescence microscopy. Annu Rev.

Biomed. Eng. 2, 399–429 (2000).
3. Im, K. B. et al. Simple high-speed confocal line-scanning microscope. Opt.

Express 13, 5151–5156 (2005).

4. Tanaami, T. et al. High-speed 1-frame/ms scanning confocal microscope
with a microlens and Nipkow disks. Appl Opt. 41, 4704–4708 (2002).

5. Neil, M. A. A., Juškaitis, R. & Wilson, T. Method of obtaining optical sectioning
by using structured light in a conventional microscope. Opt. Lett. 22,
1905–1907 (1997).

6. Huisken, J. et al. Optical sectioning deep inside live embryos by selective
plane illumination microscopy. Science 305, 1007–1009 (2004).

7. Zhong, Q. Y. et al. High-definition imaging using line-illumination modula-
tion microscopy. Nat. Methods 18, 309–315 (2021).

8. Wilson, T. Optical sectioning in confocal fluorescent microscopes. J. Microsc
154, 143–156 (1989).

9. Sheppard, C. J. R. & Mao, X. Q. Confocal microscopes with slit apertures. J.
Mod. Opt. 35, 1169–1185 (1988).

10. Wilson, T. & Carlini, A. R. Size of the detector in confocal imaging systems.
Opt. Lett. 12, 227–229 (1987).

11. Wilson, T. Resolution and optical sectioning in the confocal microscope. J.
Microsc 244, 113–121 (2011).

12. Dan, D., Yao, B. L. & Lei, M. Structured illumination microscopy for
super-resolution and optical sectioning. Chin. Sci. Bull. 59, 1291–1307
(2014).

13. Lim, D. et al. Optically sectioned in vivo imaging with speckle illumination
HiLo microscopy. J. Biomed. Opt. 16, 016014 (2011).

14. Poher, V. et al. Improved sectioning in a slit scanning confocal microscope.
Opt. Lett. 33, 1813–1815 (2008).

15. Liu, C. G. et al. In vivo super-resolution retinal imaging through virtually
structured detection. J. Biomed. Opt. 21, 120502 (2016).

16. Zhong, Q. Y. et al. High-throughput optical sectioning via line-
scanning imaging with digital structured modulation. Opt. Lett. 46,
504–507 (2021).

17. Qiao, W. et al. Single-scan HiLo with line-illumination strategy for optical
section imaging of thick tissues. Biomed. Opt. Express 12, 2373–2383 (2021).

18. Minsky, M. Memoir on inventing the confocal scanning microscope. Scan-
ning 10, 128–138 (1988).

19. Brakenhoff, G. J. et al. Three-dimensional confocal fluorescence microscopy.
Methods Cell Biol. 30, 379–398 (1989).

20. Lichtman, J. W., Sunderland, W. J. & Wilkinson, R. S. High-resolution imaging
of synaptic structure with a simple confocal microscope. N. Biologist 1, 75–82
(1989).

21. Choi, S. et al. Development of a high speed laser scanning confocal
microscope with an acquisition rate up to 200 frames per second. Opt.
Express 21, 23611–23618 (2013).

22. Jonkman, J. et al. Tutorial: guidance for quantitative confocal microscopy.
Nat. Protoc. 15, 1585–1611 (2020).

23. Jesacher, A., Bernet, S. & Ritsch-Marte, M. Colored point spread function
engineering for parallel confocal microscopy. Opt. Express 24, 27395–27402
(2016).

24. Wolleschensky, R., Zimmermann, B. & Kempe, M. High-speed confocal
fluorescence imaging with a novel line scanning microscope. J. Biomed. Opt.
11, 064011 (2006).

25. Martin, C. et al. Line excitation array detection fluorescence microscopy at 0.8
million frames per second. Nat. Commun. 9, 4499 (2018).

26. Chang, S. T. & Xia, H. J. Flat-field correction for high-throughput fluorescence
microscopy. Optical Eng. 61, 034107 (2022).

27. Conchello, J. A. & Lichtman, J. W. Optical sectioning microscopy. Nat.
Methods 2, 920–931 (2005).

28. Gräf, R., Rietdorf, J. & Zimmermann, T. Live cell spinning disk microscopy. in
Microscopy Techniques (ed Rietdorf, J.) (Berlin: Springer, 2005), 57-75.

29. Shimozawa, T. et al. Improving spinning disk confocal microscopy by pre-
venting pinhole cross-talk for intravital imaging. Proc. Natl Acad. Sci. USA 110,
3399–3404 (2013).

30. Li, X. et al. Fast confocal microscopy imaging based on deep learning.
Proceedings of the IEEE International Conference on Computational Pho-
tography. St. Louis, MO, USA: IEEE, 2020, 1-12.

31. Chen, X. et al. Artificial confocal microscopy for deep label-free imaging. Nat.
Photonics 17, 250–258 (2023).

32. Fang, L. J. et al. Deep learning-based point-scanning super-resolution ima-
ging. Nat. Methods 18, 406–416 (2021).

33. Tsang, J. M. et al. Fast, multiplane line-scan confocal microscopy using axially
distributed slits. Biomed. Opt. Express 12, 1339–1350 (2021).

34. Wu, Y. C. et al. Three-dimensional virtual refocusing of fluorescence micro-
scopy images using deep learning. Nat. Methods 16, 1323–1331 (2019).

Zhang et al. Light: Science & Applications           (2025) 14:11 Page 25 of 28



35. Hell, S. W. & Wichmann, J. Breaking the diffraction resolution limit by sti-
mulated emission: stimulated-emission-depletion fluorescence microscopy.
Opt. Lett. 19, 780–782 (1994).

36. Fölling, J. et al. Fluorescence nanoscopy by ground-state depletion and
single-molecule return. Nat. Methods 5, 943–945 (2008).

37. Nägerl, U. V. et al. Live-cell imaging of dendritic spines by STED microscopy.
Proc. Natl Acad. Sci. USA 105, 18982–18987 (2008).

38. Lee, W. S. et al. Investigation on improvement of lateral resolution of con-
tinuous wave STED microscopy by standing wave illumination. Opt. Express
26, 9901–9919 (2018).

39. Vicidomini, G., Bianchini, P. & Diaspro, A. STED super-resolved microscopy.
Nat. Methods 15, 173–182 (2018).

40. Heine, J. et al. Adaptive-illumination STED nanoscopy. Proc. Natl Acad. Sci.
USA 114, 9797–9802 (2017).

41. Huang, B. Y. et al. Correction: enhancing image resolution of confocal
fluorescence microscopy with deep learning. PhotoniX 4, 5 (2023).

42. De Luca, G. M. R. et al. Re-scan confocal microscopy: scanning twice for
better resolution. Biomed. Opt. Express 4, 2644–2656 (2013).

43. Müller, C. B. & Enderlein, J. Image scanning microscopy. Phys. Rev. Lett. 104,
198101 (2010).

44. Roth, S. et al. Optical photon reassignment microscopy (OPRA). Optical
Nanoscopy 2, 5 (2013).

45. Sheppard, C. J. R., Mehta, S. B. & Heintzmann, R. Superresolution by image
scanning microscopy using pixel reassignment. Opt. Lett. 38, 2889–2892
(2013).

46. Sibarita, J. B. Deconvolution microscopy. in Microscopy Techniques (ed
Rietdorf, J.) (Berlin: Springer, 2005), 201-243.

47. Guo, M. et al. Rapid image deconvolution and multiview fusion for optical
microscopy. Nat. Biotechnol. 38, 1337–1346 (2020).

48. Zhao, W. S. et al. Sparse deconvolution improves the resolution of live-cell
super-resolution fluorescence microscopy. Nat. Biotechnol. 40, 606–617
(2022).

49. Li, H. J. et al. Pixel-reassigned line-scanning microscopy for fast volumetric
super-resolution imaging. Opt. Express 32, 2347–2355 (2024).

50. Huff, J. The Airyscan detector from ZEISS: confocal imaging with
improved signal-to-noise ratio and super-resolution. Nat Methods 12, i–ii
(2015).

51. Kuang, C. F. et al. Breaking the diffraction barrier using fluorescence emission
difference microscopy. Sci. Rep. 3, 1441 (2013).

52. Li, C. K. et al. Resolution enhancement and background suppression in
optical super-resolution imaging for biological applications. Laser Photonics
Rev. 15, 1900084 (2021).

53. Oheim, M. et al. Principles of two-photon excitation fluorescence microscopy
and other nonlinear imaging approaches. Adv. Drug Deliv. Rev. 58, 788–808
(2006).

54. Svoboda, K. & Yasuda, R. Principles of two-photon excitation microscopy and
its applications to neuroscience. Neuron 50, 823–839 (2006).

55. Katona, G. et al. Fast two-photon in vivo imaging with three-dimensional
random-access scanning in large tissue volumes. Nat. Methods 9, 201–208
(2012).

56. Nadella, K. M. N. S. et al. Random-access scanning microscopy for 3D ima-
ging in awake behaving animals. Nat. Methods 13, 1001–1004 (2016).

57. Geng, Q. et al. Digital micromirror device-based two-photon microscopy for
three-dimensional and random-access imaging. Optica 4, 674–677 (2017).

58. Tsai, P. S. et al. Ultra-large field-of-view two-photon microscopy. Opt. Express
23, 13833–13847 (2015).

59. Bewersdorf, J., Pick, R. & Hell, S. W. Multifocal multiphoton microscopy. Opt.
Lett. 23, 655–657 (1998).

60. Ströhl, F. et al. Multifocus microscopy with optical sectioning and high axial
resolution. Optica 9, 1210–1218 (2022).

61. Villette, V. et al. Ultrafast two-photon imaging of a high-gain voltage indicator
in awake behaving mice. Cell 179, 1590–1608.e23 (2019).

62. Zhang, T. et al. Kilohertz two-photon brain imaging in awake mice. Nat.
Methods 16, 1119–1122 (2019).

63. Wu, J. L. et al. Kilohertz two-photon fluorescence microscopy imaging of
neural activity in vivo. Nat. Methods 17, 287–290 (2020).

64. Li, R. J. et al. Ten-kilohertz two-photon microscopy imaging of single-cell
dendritic activity and hemodynamics in vivo. Neurophotonics 10, 025006
(2023).

65. Wen, C. Y. et al. Compressive sensing for fast 3-D and random-access two-
photon microscopy. Opt. Lett. 44, 4343–4346 (2019).

66. Wu, J. L., Ji, N. & Tsia, K. K. Speed scaling in multiphoton fluorescence
microscopy. Nat. Photonics 15, 800–812 (2021).

67. Wu, J. L. et al. Ultrafast laser-scanning time-stretch imaging at visible wave-
lengths. Light Sci. Appl 6, e16196 (2017).

68. Papagiakoumou, E., Ronzitti, E. & Emiliani, V. Scanless two-photon excitation
with temporal focusing. Nat. Methods 17, 571–581 (2020).

69. Xue, Y. et al. Scattering reduction by structured light illumination in line-
scanning temporal focusing microscopy. Biomed. Opt. Express 9, 5654–5666
(2018).

70. Shi, R. H. et al. HiLo based line scanning temporal focusing microscopy for
high-speed, deep tissue imaging. Membranes 11, 634 (2021).

71. Helmchen, F. & Denk, W. Deep tissue two-photon microscopy. Nat. Methods
2, 932–940 (2005).

72. Ingaramo, M. et al. Two-photon excitation improves multifocal structured
illumination microscopy in thick scattering tissue. Proc. Natl Acad. Sci. USA
111, 5254–5259 (2014).

73. Choi, H. et al. Improvement of axial resolution and contrast in temporally
focused widefield two-photon microscopy with structured light illumination.
Biomed. Opt. Express 4, 995–1005 (2013).

74. Takanezawa, S., Saitou, T. & Imamura, T. Wide field light-sheet microscopy
with lens-axicon controlled two-photon bessel beam illumination. Nat.
Commun. 12, 2979 (2021).

75. Meng, Y. L. et al. Fast two-snapshot structured illumination for temporal
focusing microscopy with enhanced axial resolution. Opt. Express 25,
23109–23121 (2017).

76. Axelrod, D. Total internal reflection fluorescence microscopy. Methods Cell
Biol. 30, 245–270, https://doi.org/10.1016/S0091-679X(08)60982-6 (1989).

77. Axelrod, D. Total internal reflection fluorescence microscopy in cell biology.
Traffic 2, 764–774 (2001).

78. Steyer, J. A. & Almers, W. A real-time view of life within 100 nm of the plasma
membrane. Nat. Rev. Mol. Cell Biol. 2, 268–275 (2001).

79. Mattheyses, A. L., Simon, S. M. & Rappoport, J. Z. Imaging with total internal
reflection fluorescence microscopy for the cell biologist. J. Cell Sci. 123,
3621–3628 (2010).

80. Guo, Y. T. et al. Visualizing intracellular organelle and cytoskeletal interactions
at nanoscale resolution on millisecond timescales. Cell 175, 1430–1442.e17
(2018).

81. Bozinovic, N. et al. Fluorescence endomicroscopy with structured illumina-
tion. Opt. Express 16, 8016–8025 (2008).

82. Mertz, J. Optical sectioning microscopy with planar or structured illumination.
Nat. Methods 8, 811–819 (2011).

83. Supekar, O. D. et al. Miniature structured illumination microscope for in vivo
3D imaging of brain structures with optical sectioning. Biomed. Opt. Express
13, 2530–2541 (2022).

84. Dan, D. et al. DMD-based LED-illumination super-resolution and optical
sectioning microscopy. Sci. Rep. 3, 1116 (2013).

85. Xu, D. L. et al. Fast optical sectioning obtained by structured illumination
microscopy using a digital mirror device. J. Biomed. Opt. 18, 060503 (2013).

86. Fu, Z. Q. et al. Single-shot optical sectioning microscopy based on structured
illumination. Opt. Lett. 47, 814–817 (2022).

87. Chen, J. L. et al. Holography-based structured light illumination for temporal
focusing microscopy. Opt. Lett. 46, 3143–3146 (2021).

88. Gustafsson, M. G. L. Surpassing the lateral resolution limit by a factor
of two using structured illumination microscopy. J. Microsc 198, 82–87
(2000).

89. Wu, Y. C. & Shroff, H. Faster, sharper, and deeper: structured illumi-
nation microscopy for biological imaging. Nat. Methods 15,
1011–1019 (2018).

90. Ma, Y. et al. Recent advances in structured illumination microscopy. J. Phys:
Photonics 3, 024009 (2021).

91. Chen, X. et al. Superresolution structured illumination microscopy recon-
struction algorithms: a review. Light Sci. Appl 12, 172 (2023).

92. Langhorst, M. F., Schaffer, J. & Goetze, B. Structure brings clarity: structured
illumination microscopy in cell biology. Biotechnol. J. 4, 858–865 (2009).

93. Ströhl, F. & Kaminski, C. F. Frontiers in structured illumination microscopy.
Optica 3, 667–677 (2016).

94. Wen, G. et al. High-fidelity structured illumination microscopy by point-
spread-function engineering. Light Sci. Appl 10, 70 (2021).

95. Young, L. J., Ströhl, F. & Kaminski, C. F. A guide to structured illumination TIRF
microscopy at high speed with multiple colors. J. Visualized Exp. 111, e53988,
https://doi.org/10.3791/53988 (2016).

Zhang et al. Light: Science & Applications           (2025) 14:11 Page 26 of 28

https://doi.org/10.1016/S0091-679X(08)60982-6
https://doi.org/10.3791/53988


96. Liu, W. J. et al. Three-dimensional super-resolution imaging of live whole cells
using galvanometer-based structured illumination microscopy. Opt. Express
27, 7237–7248 (2019).

97. Li, X. S. et al. Three-dimensional structured illumination microscopy with
enhanced axial resolution. Nat. Biotechnol. 41, 1307–1319 (2023).

98. Gustafsson, M. G. L. et al. Three-dimensional resolution doubling in wide-field
fluorescence microscopy by structured illumination. Biophysical J. 94,
4957–4970 (2008).

99. Laporte, G. P. J. et al. Resolution enhancement in nonlinear scanning
microscopy through post-detection digital computation. Optica 1, 455–460
(2014).

100. Kuang, C. F. et al. Virtual k-space modulation optical microscopy. Phys. Rev.
Lett. 117, 028102 (2016).

101. Urban, B. E. et al. Super-resolution two-photon microscopy via scanning
patterned illumination. Phys. Rev. E 91, 042703 (2015).

102. Yeh, C. H. & Chen, S. Y. Resolution enhancement of two-photon microscopy
via intensity-modulated laser scanning structured illumination. Appl Opt. 54,
2309–2317 (2015).

103. Mandula, O. et al. Line scan-structured illumination microscopy super-
resolution imaging in thick fluorescent samples. Opt. Express 20,
24167–24174 (2012).

104. Li, Z. W. et al. Contrast and resolution enhanced optical sectioning in scat-
tering tissue using line-scanning two-photon structured illumination micro-
scopy. Opt. Express 25, 32010–32020 (2017).

105. Zhang, X. Y. et al. Deep learning optical-sectioning method. Opt. Express 26,
30762–30772 (2018).

106. Jin, L. H. et al. Deep learning enables structured illumination micro-
scopy with low light levels and enhanced speed. Nat. Commun. 11,
1934 (2020).

107. Krzewina, L. G. & Kim, M. K. Single-exposure optical sectioning by color
structured illumination microscopy. Opt. Lett. 31, 477–479 (2006).

108. Wicker, K. & Heintzmann, R. Single-shot optical sectioning using polarization-
coded structured illumination. J. Opt. 12, 084010 (2010).

109. Ventalon, C. & Mertz, J. Dynamic speckle illumination microscopy with
translated versus randomized speckle patterns. Opt. Express 14, 7198–7209
(2006).

110. Ventalon, C., Heintzmann, R. & Mertz, J. Dynamic speckle illumination
microscopy with wavelet prefiltering. Opt. Lett. 32, 1417–1419 (2007).

111. Lim, D., Chu, K. K. & Mertz, J. Wide-field fluorescence sectioning with
hybrid speckle and uniform-illumination microscopy. Opt. Lett. 33,
1819–1821 (2008).

112. Santos, S. et al. Optically sectioned fluorescence endomicroscopy with
hybrid-illumination imaging through a flexible fiber bundle. J. Biomed. Opt.
14, 030502 (2009).

113. Jiang, S. H. & Walker, J. G. Speckle-illuminated fluorescence confocal micro-
scopy, using a digital micro-mirror device. Meas. Sci. Technol. 20, 065501
(2009).

114. Choi, Y. et al. Full-field and single-shot quantitative phase microscopy using
dynamic speckle illumination. Opt. Lett. 36, 2465–2467 (2011).

115. Ford, T. N., Lim, D. & Mertz, J. Fast optically sectioned fluorescence HiLo
endomicroscopy. J. Biomed. Opt. 17, 021105 (2012).

116. Zhang, H. J., Vyas, K. & Yang, G. Z. Line scanning, fiber bundle fluorescence
HiLo endomicroscopy with confocal slit detection. J. Biomed. Opt. 24, 116501
(2019).

117. Keller, P. J. et al. Reconstruction of zebrafish early embryonic development by
scanned light sheet microscopy. Science 322, 1065–1069 (2008).

118. Santi, P. A. Light sheet fluorescence microscopy: a review. J. Histochemistry
Cytochemistry 59, 129–138 (2011).

119. Keller, P. J. et al. Fast, high-contrast imaging of animal development with
scanned light sheet–based structured-illumination microscopy. Nat. Methods
7, 637–642 (2010).

120. Mertz, J. & Kim, J. Scanning light-sheet microscopy in the whole mouse brain
with HiLo background rejection. J. Biomed. Opt. 15, 016027 (2010).

121. Schacht, P., Johnson, S. B. & Santi, P. A. Implementation of a continuous
scanning procedure and a line scan camera for thin-sheet laser imaging
microscopy. Biomed. Opt. Express 1, 598–609 (2010).

122. Baumgart, E. & Kubitscheck, U. Scanned light sheet microscopy with confocal
slit detection. Opt. Express 20, 21805–21814 (2012).

123. Luna-Palacios, Y. Y. et al. Multicolor light-sheet microscopy for a large field of
view imaging: a comparative study between bessel and gaussian light-sheets
configurations. J. Biophotonics 15, e202100359 (2022).

124. Olarte, O. E. et al. Image formation by linear and nonlinear digital scanned
light-sheet fluorescence microscopy with gaussian and bessel beam profiles.
Biomed. Opt. Express 3, 1492–1505 (2012).

125. Tomer, R. et al. Quantitative high-speed imaging of entire developing
embryos with simultaneous multiview light-sheet microscopy. Nat. Methods
9, 755–763 (2012).

126. Dodt, H. U. et al. Ultramicroscopy: three-dimensional visualization of neuronal
networks in the whole mouse brain. Nat. Methods 4, 331–336 (2007).

127. Becker, K. et al. Ultramicroscopy: 3D reconstruction of large microscopical
specimens. J. Biophotonics 1, 36–42 (2008).

128. Krzic, U. et al. Multiview light-sheet microscope for rapid in toto imaging. Nat.
Methods 9, 730–733 (2012).

129. Kim, B. et al. Open-top axially swept light-sheet microscopy. Biomed. Opt.
Express 12, 2328–2338 (2021).

130. Fahrbach, F. O., Simon, P. & Rohrbach, A. Microscopy with self-reconstructing
beams. Nat. Photonics 4, 780–785 (2010).

131. Fahrbach, F. O. et al. Light-sheet microscopy in thick media using scanned
bessel beams and two-photon fluorescence excitation. Opt. Express 21,
13824–13839 (2013).

132. Fahrbach, F. O. et al. Self-reconstructing sectioned bessel beams offer sub-
micron optical sectioning for large fields of view in light-sheet microscopy.
Opt. Express 21, 11425–11440 (2013).

133. Vettenburg, T. et al. Light-sheet microscopy using an airy beam. Nat. Methods
11, 541–544 (2014).

134. Hosny, N. A. et al. Planar airy beam light-sheet for two-photon microscopy.
Biomed. Opt. Express 11, 3927–3935 (2020).

135. Dunsby, C. Optically sectioned imaging by oblique plane microscopy. Opt.
Express 16, 20306–20316 (2008).

136. Wu, Y. C. et al. Inverted selective plane illumination microscopy (iSPIM)
enables coupled cell identity lineaging and neurodevelopmental ima-
ging in Caenorhabditis elegans. Proc. Natl Acad. Sci. USA 108,
17708–17713 (2011).

137. Cutrale, F. & Gratton, E. Inclined selective plane illumination microscopy
adaptor for conventional microscopes. Microsc Res Tech. 75, 1461–1466
(2012).

138. Gao, L. Extend the field of view of selective plan illumination microscopy by
tiling the excitation light sheet. Opt. Express 23, 6102–6111 (2015).

139. Strnad, P. et al. Inverted light-sheet microscope for imaging mouse pre-
implantation development. Nat. Methods 13, 139–142 (2016).

140. Sapoznik, E. et al. A versatile oblique plane microscope for large-scale and
high-resolution imaging of subcellular dynamics. eLife 9, e57681 (2020).

141. Chakraborty, T. et al. Light-sheet microscopy of cleared tissues with isotropic,
subcellular resolution. Nat. Methods 16, 1109–1113 (2019).

142. Zhao, Y. X. et al. Isotropic super-resolution light-sheet microscopy of dynamic
intracellular structures at subsecond timescales. Nat. Methods 19, 359–369
(2022).

143. Voigt, F. F. et al. The mesoSPIM initiative: open-source light-sheet micro-
scopes for imaging cleared tissue. Nat. Methods 16, 1105–1108 (2019).

144. Chen, Y. L. et al. A versatile tiling light sheet microscope for imaging of
cleared tissues. Cell Rep. 33, 108349 (2020).

145. Glaser, A. K. et al. A hybrid open-top light-sheet microscope for ver-
satile multi-scale imaging of cleared tissues. Nat. Methods 19, 613–619
(2022).

146. Power, R. M. & Huisken, J. A guide to light-sheet fluorescence microscopy for
multiscale imaging. Nat. Methods 14, 360–373 (2017).

147. Hillman, E. M. C. et al. Light-sheet microscopy in neuroscience. Annu Rev.
Neurosci. 42, 295–313 (2019).

148. Bouchard, M. B. et al. Swept confocally-aligned planar excitation (SCAPE)
microscopy for high-speed volumetric imaging of behaving organisms. Nat.
Photonics 9, 113–119 (2015).

149. Meddens, M. B. M. et al. Single objective light-sheet microscopy for high-
speed whole-cell 3D super-resolution. Biomed. Opt. Express 7, 2219–2236
(2016).

150. Kumar, M. et al. Integrated one- and two-photon scanned oblique plane
illumination (SOPi) microscopy for rapid volumetric imaging. Opt. Express 26,
13027–13041 (2018).

151. Kumar, M. & Kozorovitskiy, Y. Tilt-invariant scanned oblique plane illumination
microscopy for large-scale volumetric imaging. Opt. Lett. 44, 1706–1709
(2019).

152. Voleti, V. et al. Real-time volumetric microscopy of in vivo dynamics and
large-scale samples with SCAPE 2.0. Nat. Methods 16, 1054–1062 (2019).

Zhang et al. Light: Science & Applications           (2025) 14:11 Page 27 of 28



153. Yang, B. et al. DaXi—high-resolution, large imaging volume and multi-view
single-objective light-sheet microscopy. Nat. Methods 19, 461–469 (2022).

154. Jiao, Z. F. et al. Simultaneous multi-plane imaging light-sheet fluorescence
microscopy for simultaneously acquiring neuronal activity at varying depths.
Optica 10, 239–247 (2023).

155. Fang, C. Y. et al. Minutes-timescale 3D isotropic imaging of entire organs at
subcellular resolution by content-aware compressed-sensing light-sheet
microscopy. Nat. Commun. 12, 107 (2021).

156. Zhao, F. et al. Deep-learning super-resolution light-sheet add-on microscopy
(Deep-SLAM) for easy isotropic volumetric imaging of large biological spe-
cimens. Biomed. Opt. Express 11, 7273–7285 (2020).

157. Chen, B. C. et al. Lattice light-sheet microscopy: imaging molecules to
embryos at high spatiotemporal resolution. Science 346, 1257998 (2014).

158. Gao, L. et al. Lattice light sheet microscopy using tiling lattice light sheets.
Opt. Express 27, 1497–1506 (2019).

159. Chen, B. Y. et al. Resolution doubling in light-sheet microscopy via oblique
plane structured illumination. Nat. Methods 19, 1419–1426 (2022).

160. Shi, Y., Daugird, T. A. & Legant, W. R. A quantitative analysis of various patterns
applied in lattice light sheet microscopy. Nat. Commun. 13, 4607 (2022).

161. Wang, Z. et al. Axial resolution and imaging contrast enhancement in
inverted light-sheet microscopy by natural illumination modulation. Front
Neurosci. 16, 1032195 (2022).

162. Qiao, W. et al. Differential synthetic illumination based on multi-line detection
for resolution and contrast enhancement of line confocal microscopy. Opt.
Express 31, 16093–16106 (2023).

163. Santi, P. A. et al. Thin-sheet laser imaging microscopy for optical sectioning of
thick tissues. Biotechniques 46, 287–294 (2009).

164. Li, C. et al. Illumination angle correction during image acquisition in light-
sheet fluorescence microscopy using deep learning. Biomed. Opt. Express 13,
888–901 (2022).

165. Wilson, T. Spinning-disk microscopy systems. Cold Spring Harb. Protoc. 11,
1208–1214 (2010).

166. Hagen, N., Gao, L. & Tkaczyk, T. S. Quantitative sectioning and noise analysis
for structured illumination microscopy. Opt. Express 20, 403–413 (2012).

167. Thomas, B., Momany, M. & Kner, P. Optical sectioning structured illumination
microscopy with enhanced sensitivity. J. Opt. 15, 094004 (2013).

168. Oheim, M. et al. Two-photon microscopy in brain tissue: parameters influ-
encing the imaging depth. J. Neurosci. Methods 111, 29–37 (2001).

169. Stock, K. et al. Variable‐angle total internal reflection fluorescence microscopy
(VA‐TIRFM): realization and application of a compact illumination device. J.
Microsc 211, 19–29 (2003).

170. Koester, H. J. et al. Ca2+ fluorescence imaging with pico- and femtosecond
two-photon excitation: signal and photodamage. Biophysical J. 77,
2226–2236 (1999).

171. Patterson, G. H. & Piston, D. W. Photobleaching in two-photon excitation
microscopy. Biophysical J. 78, 2159–2162 (2000).

172. Hopt, A. & Neher, E. Highly nonlinear photodamage in two-photon fluor-
escence microscopy. Biophysical J. 80, 2029–2036 (2001).

173. Egeblad, M. et al. Visualizing stromal cell dynamics in different tumor
microenvironments by spinning disk confocal microscopy. Dis. Models
Mechanisms 1, 155–167 (2008).

174. Stehbens, S. et al. Imaging intracellular protein dynamics by spinning disk
confocal microscopy. Methods Enzymol. 504, 293–313 (2012).

175. Dwyer, P. J., Dimarzio, C. A. & Rajadhyaksha, M. Confocal theta line-
scanning microscope for imaging human tissues. Appl Opt. 46,
1843–1851 (2007).

176. Li, Y. G. et al. High-speed line-scan confocal imaging of stimulus-evoked
intrinsic optical signals in the retina. Opt. Lett. 35, 426–428 (2010).

177. Vienola, K. V. et al. Parallel line scanning ophthalmoscope for retinal imaging.
Opt. Lett. 40, 5335–5338 (2015).

178. Helmchen, F. et al. In vivo dendritic calcium dynamics in deep-layer cortical
pyramidal neurons. Nat. Neurosci. 2, 989–996 (1999).

179. Stosiek, C. et al. In vivo two-photon calcium imaging of neuronal networks.
Proc. Natl Acad. Sci. USA 100, 7319–7324 (2003).

180. Zong, W. J. et al. Miniature two-photon microscopy for enlarged field-of-
view, multi-plane and long-term brain imaging. Nat. Methods 18, 46–49
(2021).

181. Zong, W. J. et al. Large-scale two-photon calcium imaging in freely moving
mice. Cell 185, 1240–1256.e30 (2022).

182. Schlichenmeyer, T. C. et al. Video-rate structured illumination microscopy for
high-throughput imaging of large tissue areas. Biomed. Opt. Express 5,
366–377 (2014).

183. Lauterbach, M. A. et al. Fast calcium imaging with optical sectioning via HiLo
microscopy. PLoS One 10, e0143681 (2015).

184. Noël, V. P. et al. Speckled illumination HiLo microscopy for fast calcium
imaging of zebrafish brain. Proceedings of the 2021 Photonics North (PN).
Toronto, ON, Canada: IEEE, 2021, 1.

185. Keller, P. J. & Ahrens, M. B. Visualizing whole-brain activity and development
at the single-cell level using light-sheet microscopy. Neuron 85, 462–483
(2015).

186. Reynaud, E. G. et al. Guide to light-sheet microscopy for adventurous biol-
ogists. Nat. Methods 12, 30–34 (2015).

187. Farhi, S. L. et al. Wide-area all-optical neurophysiology in acute brain slices. J.
Neurosci. 39, 4889–4908 (2019).

188. Qiu, S. et al. Whole-brain spatial organization of hippocampal single-neuron
projectomes. Science 383, eadj9198 (2024).

189. Li, H. M. Z. et al. Single-neuron projectomes of mouse paraventricular
hypothalamic nucleus oxytocin neurons reveal mutually exclusive projection
patterns. Neuron 112, 1081–1099.e7 (2024).

190. BRAIN Initiative Cell Census Network (BICCN). A multimodal cell cen-
sus and atlas of the mammalian primary motor cortex. Nature 598,
86–102 (2021).

191. Ota, K. et al. Fast, cell-resolution, contiguous-wide two-photon imaging to
reveal functional network architectures across multi-modal cortical areas.
Neuron 109, 1810–1824.e9 (2021).

192. Huff, J. et al. Multiplex mode for the LSM 9 series with Airyscan 2: fast and
gentle confocal super-resolution in large volumes. Nat. Methods 10, 1–4,
https://www.nature.com/articles/d42473-019-00173-w (2019).

193. Jablon, K. L. et al. Isolation and short‐term culturing of primary lymphatic
endothelial cells from collecting lymphatics: a techniques study. Micro-
circulation 30, e12778 (2023).

194. Lu, J. et al. Super-resolution laser scanning microscopy through spatio-
temporal modulation. Nano Lett. 9, 3883–3889 (2009).

195. Panier, T. et al. Fast functional imaging of multiple brain regions in intact
zebrafish larvae using selective plane illumination microscopy. Front Neural
Circuits 7, 65 (2013).

Zhang et al. Light: Science & Applications           (2025) 14:11 Page 28 of 28

https://www.nature.com/articles/d42473-019-00173-w

	Optical sectioning methods in three-dimensional bioimaging
	Introduction
	Optical sectioning methods
	Coaxial imaging
	Focal plane conjugation
	Intra-focal excitation
	Modulated illumination

	Off-axis imaging
	Mixed detection
	Separated detection
	Various reconstruction methods for separated detection


	Development of optical sectioning techniques
	Coaxial imaging
	Focal plane conjugation
	Intra-focal excitation
	Modulated illumination

	Off-axis imaging
	Mixed detection
	Separated detection


	Comparison of different optical sectioning methods
	Background suppression
	Resolution
	Speed
	Robustness
	Weak signal detection
	Post-processing
	Penetration depth
	Optical safety

	Selection of different optical sectioning methods
	The potential for versatile optical sectioning methods using the same system
	Summary
	Acknowledgements




