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Realization of higher-order topological
lattices on a quantum computer

Jin Ming Koh 1,2,5, Tommy Tai 3,4,5 & Ching Hua Lee 4

Programmable quantum simulators may one day outperform classical com-
puters at certain tasks. But at present, the range of viable applications with
noisy intermediate-scale quantum (NISQ) devices remains limited by gate
errors and the number of high-quality qubits. Here, we develop an approach
that places digital NISQ hardware as a versatile platform for simulating multi-
dimensional condensed matter systems. Our method encodes a high-
dimensional lattice in terms of many-body interactions on a reduced-
dimension model, thereby taking full advantage of the exponentially large
Hilbert space of the host quantum system.With circuit optimization and error
mitigation techniques, we measured on IBM superconducting quantum pro-
cessors the topological state dynamics and protected mid-gap spectra of
higher-order topological lattices, in up to four dimensions, with high accuracy.
Our projected resource requirements scale favorably with system size and
lattice dimensionality compared to classical computation, suggesting a pos-
sible route to useful quantum advantage in the longer term.

Recent years havewitnessed tremendous progress in the development
of programmable quantum simulator platforms, including super-
conducting transmon- and fluxonium-based processors1,2, trapped ion
systems3, ultracold atomic lattices4, and Rydberg atom arrays5,6.
Numerous successful demonstrations in such platforms have been
reported, notably in quantum chemistry7–9 and quantum many-body
dynamics10–14 contexts. Underpinning the present monumental
research effort is the hope that quantum-computational platforms can
outperform conventional classical counterparts in a range of useful
applications, thereby enabling novel capabilities beyond our current
reach.While breakthroughs inquantumadvantage have been reported
in simulational tasks, existing studies focus on highly specific tailored
problems, in particular, randomquantum circuit sampling15 and boson
sampling16, which limit their broader applicability. Finding applications
forwhich quantumplatformsprovide unique advantages, and pushing
the capabilities of near-term noisy intermediate-scale quantum (NISQ)
hardware, remain pertinent and timely objectives.

In this work, we develop a new approach that establishes NISQ
hardware as a particularly suitable platform for the simulation of

generic multi-dimensional condensed-matter lattice models. As a
demonstration, we utilize our method to realize, on transmon-based
superconducting quantum devices, higher-order topological (HOT)
phases in high-dimensional lattices of unprecedented size and com-
plexity. Unlike previous quantum simulator studies that implemented
topological models through synthetic dimensions17–19, we realize HOT
lattices in real space, in up to d = 4 dimensions (tesseract). Central to
our approach is a mapping procedure that encodes single-particle
degrees of freedomof a high-dimensional latticewithin themany-body
Fock space of an interacting one-dimensional (1D)model. This enables
us to take full advantage of the exponentially large Hilbert space
innately accessible by a quantum computer, while drastically reducing
the number of qubits needed for direct simulation.

Importantly, we remark that classical simulation of high-
dimensional HOT lattices is expensive, and the resource complexity
of our quantum simulation is favorable over classical numerical
methods—e.g., exact diagonalization (ED)—in fully general settings.
Although the scalable realization of larger lattice systems requires
hardware exceeding present capabilities, our approach presents a
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possible avenue toward useful quantum advantage as quantum simu-
lator platforms continue to rapidly improve. As the simulation of
quantum lattice systems is a ubiquitous foundational task across
physical and engineering contexts, such an advantage when realized
carries tremendous scientific impact.

Beyond the quantum simulation context, HOT phases of matter
are of fundamental interest across condensed matter settings. Under-
scoring topological insulators20 and their higher-order counterparts21–25

is the celebrated bulk-boundary correspondence, which has revolu-
tionized condensed matter physics and provided a fertile setting to
realize robust boundary states for promising technological
applications20. Unlike conventional topological systems, HOT systems
support protected modes at higher codimension corners, edges, and
surfaces. An nth-order HOT system in d ≥ 2 dimensions hosts

dc = (d −n)-dimensional midgap boundary modes (with n ≤d) but is
insulating everywhere else, especially the bulk (Fig. 1).

Our unique approach lends a potential re-interpretation of HOT
robustness as an interaction-mediated phenomenon betweenmultiple
particles in 1D, thereby introducing a new class of 1D many-body sys-
temswith topologically protected clustering properties manifesting in
the joint configuration space of multiple particles. HOT, in particular,
can become an alternativemechanism for enforcing d-body clustering
or repulsion beyond the scope of known mechanisms such as Cou-
lomb repulsion. Promoting these HOT-protected boundary states to
spatial corners further opens avenues for applications, such as the
realization of a topological qubit usingHOTsuperconductors thathost
elusive Majorana corner modes26. This complements the search for
HOT phases in quantum materials23,24, which is presently still in its
infancy.

Results and discussion
Mapping higher-dimensional lattices to 1D quantum chains
While small quasi-1D and 2D systems have been simulated on digital
quantum computers27,28, the explicit simulation of higher-dimensional
lattices remains elusive. Directly simulating a d-dimensional lattice of
width L along each dimension requires ~Ld qubits. For large dimen-
sionality d or lattice size L, this quickly becomes infeasible on NISQ
devices, which are significantly limited by the number of usable qubits,
qubit connectivity, gate errors, and decoherence times.

To overcome these hardware limitations, we devise an approach
to exploit the exponentially large many-body Hilbert space of an
interacting qubit chain. The key inspiration is that most local lattice
models only access a small portion of the full Hilbert space (particu-
larly non-interacting models and models with symmetries), and an Ld-
site lattice can be consistently represented with far fewer than Ld

qubits. To do so, we introduce an exact mapping that reduces d-
dimensional lattices to 1D chains hosting d-particle interactions, which
is naturally simulable on a quantum computer that accesses and
operates on the many-body Hilbert space of a register of qubits.

Generalmapping formalism. At a general level, we consider a generic
d-dimensional n-band model H=

P
kc

y
kHðkÞck on an arbitrary lattice.

In real space,

H=
X
rr0

X
γγ0

hγγ0

rr0 c
y
rγcr0γ0 , ð1Þ

where we have associated the band degrees of freedom to a sublattice
structure γ, and hγγ0

rr0 =0 for jr� r0j outside the coupling range of the
model, i.e., adjacent sites for a nearest-neighbor (NN) model, next-
adjacent for next-NN, etc. The operator crγ annihilates particle
excitations on sublattice γ of site r.

To take advantage of the degrees of freedom in the many-body
Hilbert space, ourmapping is defined such that the hopping of a single
particle on the original d-dimensional lattice from ðr0, γ0Þ to (r, γ)
becomes the simultaneous hopping of d particles, each of a distinct
species, from locations ðr01, . . . ,r0dÞ to (r1,…, rd) and sublattice γ0 to γon a
1D interacting chain. Explicitly, this map is given by

cyrγ 7!
Yd
α = 1

ωα
rαγ

h iy
, crγ 7!

Yd
α = 1

ωα
rαγ

, ð2Þ

where rα is the αth component of r, and fωα
‘γgdα¼1 represents d excita-

tion species hosted on sublattice γ of site ℓ on the interacting chain,
yielding

H7!H1D =
X
rr0

X
γγ0

hγγ0

rr0
Yd
α = 1

ωα
rαγ

h iy
ωα

r 0αγ0
: ð3Þ
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Fig. 1 | HOT states in higher-dimensional lattices. a In different number of
dimensions d, nth order topological states manifest as robust codimension-n cor-
ner, edge, surface, and volume states protected byHOT invariants. HOT states refer
to topological stateswithn > 1.b Schematics ofHOTcornermodes onhyperlattices
in different dimensions. The illustrated lattice sizes are small for visual clarity; the
HOT states we realized on quantum hardware are on considerably larger 16 × 16,
6 × 6 × 6, and 6 × 6 × 6 × 6 lattices.
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In the single-particle context, exchange statistics is unimportant, and
{ωα} can be taken to be commuting. This mapping framework
accommodates any lattice dimension and geometry, and any number
of bands or sublattice degrees of freedom. As the mapping is
performed at the second-quantized level, any one-body Hamiltonian
expressed in second-quantized form can be treated, which encom-
passes a wide variety of single-body topological phenomena of
interest. We refer readers to Supplementary Note 1 for a more
expansive technical discussion. With slight modifications, this map-
ping can also be extended to admit interaction terms in the original d-
dimensional lattice Hamiltonian, although we do not explore them
further in this work.

Mapping HOT lattices onto 1D qubit chains. For concreteness, we
specialize our Hamiltonian to HOT systems henceforth and shall detail
how our mapping enables them to be encoded on quantum pro-
cessors. The simplest square lattice with HOT corner modes21 may be
constructed from the paradigmatic 1D Su-Schrieffer Heeger (SSH)
model29. To allow for sufficient degrees of freedom for topological
localization, we minimally require a 2Dmesh of two different types of
SSH chains in each direction, arranged in an alternating fashion

H2D
lattice =

X
ðx,yÞ2½1,L�2

ux
xyc

y
ðx + 1Þy +u

y
yxc

y
xðy+ 1Þ

h i
cxy + h.c. , ð4Þ

where cxy is the annihilation operator acting on site (x, y) of the lattice
and uα

r1r2
takes values of either vαr1r2 for intra-cell hopping (odd r2) or

wα
r1r2

for inter-cell hopping (even r2), α∈ {x, y}. Conceptually, we
recognize that the 2D lattice momentum space can be equivalently
interpreted as the joint configuration momentum space of two
particles, specifically, the (1 + 1)-body sector of a corresponding 1D
interacting chain. We map cxy↦ μxνy, where μℓ and νℓ annihilate
hardcore bosons of two different species at site ℓ on the chain. In the
notation of Eq. (2), we identify ω1

‘ = ωx
‘ = μ‘ and ω2

‘ = ωy
‘ = ν‘, and the

sublattice structure has been absorbed into the (parity of) spatial
coordinates. This yields an effective 1D, two-boson chain described by

H2D
chain =

XL
x = 1

XL
y= 1

ux
xyμ

y
x + 1μxn

ν
y + uy

yxν
y
y+ 1νyn

μ
x

h i
+ h.c. , ð5Þ

where nω
‘ is the number operator for speciesω at site ℓ of the chain. As

written, each term inH2D
chain represents an effective SSHmodel for one

particular species μ or ν, with the other species not participating in
hopping but merely present (hence its number operator). These two-
body interactions arising in H2D

chain appear convoluted, but can be
readily accommodated on a quantum computer, taking advantage of
the quantum nature of the platform. To realize H2D

chain on a quantum
computer, we utilize 2 qubits to represent each site of the chain,
associating the unoccupied, μ-occupied, ν-occupied and both μ, ν-
occupied boson states to qubit states ∣00i, ∣01i, ∣10i, and ∣11i
respectively. Thus 2Lqubits areneeded for the simulation, a significant
reduction from L2 qubits without the mapping, especially for large
lattice sizes.Wepresent simulation results on IBMquantumcomputers
for lattice size L∼Oð10Þ in the “Two-dimensional HOT square lattice”
section.

Our methodology naturally generalizes to higher dimensions.
Specifically, a d-dimensional HOT lattice maps onto a d-species inter-
acting 1Dchain, anddqubits are employed to represent each site of the
chain, providing sufficient many-body degrees of freedom to encode
the 2d occupancy basis states of each site. We write

HdD
lattice =

X
r2½1,L�d

Xd
α = 1

uα
r c

y
r + êα

cr + h.c. , ð6Þ

whereα enumerates the directions alongwhich hoppings occur and êα
is the unit vector along α. As before, the hopping coefficients alternate
between inter- and intra-cell values that can be different in each
direction. Compactly, uα

r = ½1� πðrαÞ�vαπðrα Þ +πðrαÞw
α
πðrα Þ for parity

function π, intra- and inter-cell hopping coefficients vαπðrα Þ and wα
πðrα Þ,

and rα are spatial coordinates in non-α directions—see Supplementary
Table 1 for details of the hopping parameter values used in this work.
Using d hardcore boson species {ωα} to represent the d dimensions, we
map onto an interacting chain via cr 7!

Qd
α = 1ω

α
rα
, giving

HdD
chain =

X
r2½1,L�d

Xd

α = 1
uα
r ωα

rα + 1

� �y
ωα

rα

Yd
β= 1
β6¼α

nβ
rβ

2
64

3
75 + h.c. , ð7Þ

whereωα
‘ annihilates a hardcore bosonof speciesα at site ℓof the chain

and nα
‘ is the number operator of species α. In the d = 2 square lattice

above, we had r = (x, y) and {ωα} = {μ, ν}. The highest dimensional HOT
lattice we shall examine is the d = 4 tesseract, for which r = (x, y, z, w)
and {ωα} = {μ, ν, η, ξ}. In total, a d-dimensional HOT lattice Hamiltonian
has d × 2d distinct hopping coefficients, since there are d different
lattice directions and 2d−1 distinct edges along each direction, each
comprising two distinct hopping amplitudes for inter- and intra-cell
hopping. Appropriately tuning these coefficients allows themanifesta-
tion of robust HOT modes along the boundaries (corners, edges, etc.)
of the lattices—schematics of the various lattice configurations
investigated in our experiments are shown in later sections.

Accordingly, the equivalent interacting 1D chain requires dL
qubits to realize, an overwhelming reduction from the Ld otherwise
needed in a direct simulation of HdD

lattice without the mapping. We
remark that such a significant compression is possible because HOT is
inherently a single-particle phenomenon. See “Methods” for further
details and optimizations of our mapping scheme on the HOT lattices
considered, and Supplementary Note 1 for an extended general dis-
cussion, including examples of other lattices and models.

Simulation on quantum hardware
With our mapping, a d-dimensional HOT lattice HdD

lattice with Ld sites is
mapped onto an interacting 1D chainHdD

chain with dL number of qubits,
which can be feasibly realized on existing NISQ devices for L∼Oð10Þ
and d ≤ 4. While the resultant interactions in HdD

chain are inevitably
complicated, belowwe describe howHdD

chain can be viably simulated on
quantum hardware.

A high-level overview of our general framework for simulating
HOT time-evolution is illustrated in Fig. 2. To evolve an initial state
∣ψ0

�
, it is necessary to implement the unitary propagator

UðtÞ= expð�iHdD
chaintÞ as a quantum circuit, such that the circuit yields

∣ψðtÞ�=UðtÞ∣ψ0

�
and desired observables can be measured upon ter-

mination. A standard method to implement U(t) is Trotterization,
whichdecomposesHdD

chain in the spin-1/2 basis and splits time-evolution
into small steps (see “Methods” for details). However, while straight-
forward, such an approach yields deep circuits unsuitable for present-
generation NISQ hardware. To compress the circuits, we utilize a ten-
sor network-aided recompilation technique30–33. We exploit the
number-conserving symmetries ofHdD

chain in eachboson species, arising
from HdD

lattice and the nature of our mapping (see “Methods”), to
enhance circuit construction performance and quality at large circuit
breadths (up to 32 qubits). Moreover, to improve data quality amidst
hardware noise, we employ a suite of error mitigation techniques, in
particular, readout error mitigation (RO) that approximately corrects
bit-flip errors during measurement34, a post-selection (PS) technique
that discards results in unphysical Fock-space sectors30,35, and aver-
aging across machines and qubit chains (see “Methods”).

After acting on ∣ψ0

�
by the quantum circuit that effects U(t),

terminal computational-basis measurements are performed on the
simulation qubits. We retrieve the site-resolved occupancy densities
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ρðrÞ= hcyrcri= h
Qd

α = 1n
α
rα
i on the d-dimensional lattice, and the extent of

evolution of ∣ψðtÞ� away from ∣ψ0

�
, whose occupancy densities are

ρ0(r), is assessed via the occupancy fidelity

0 ≤F ρ =

P
r ρðrÞρ0ðrÞ

� �2P
r ρðrÞ2

h i P
r ρ0ðrÞ2

h i ≤ 1: ð8Þ

Compared to the state fidelity F = jhψ0jψij2, the occupancy fidelity F ρ

is considerably more resource-efficient to measure on quantum
hardware.

In addition to time evolution, we can also directly probe the
energy spectrumof our simulatedHamiltonianHdD

chain through iterative
quantum phase estimation (IQPE)36—see “Methods”. Specifically, to
characterize the topology of HOT systems, we use IQPE to probe the
existence of midgap HOT modes at exponentially suppressed (effec-
tively zero for L≫ 1) energies. In contrast to quantum phase
estimation37,38, IQPE circuits are shallower and require fewer qubits,
and are thus preferable for implementation on NISQ hardware. As our
interest is in HOT modes, we initiate IQPE with maximally localized
boundary states that are easily constructed a priori, which exhibit
good overlap (>80% state fidelity) with HOT eigenstates, and examine
whether IQPE converges consistently towards zero energy. These
states are listed in Supplementary Table 2.

Two-dimensional HOT square lattice
As the lowest-dimensional incarnation of HOT lattices, the d = 2 stag-
gered square lattice harbors only one type of HOT mode—zero-
dimensional corner modes (Fig. 1a). Previously, such HOT corner
modes on 2D lattices have been realized in various metamaterials39,40

and photonic waveguides41, but not in a purely quantum setting to-
date. Our equivalent 1D hardcore boson chain can be interpreted as
possessing interaction-induced topology that manifests in the joint
configuration space of the d bosons hosted on the many-body chain.
Here, the topological localization is mediated not due to physical SSH-
like couplings or band polarization but due to the combined exclusion
effects from all its interaction terms. We emphasize that our physically
realized 1D chain contains highly non-trivial interaction terms invol-
ving multiple sites—the illustrative example in Fig. 3f for an L = 6 chain
already contains a multitude of interactions, even though it is much

smaller than the L = 10 and L = 16 systems we simulated on quantum
hardware. As evident, the d × 2d ¼ 8 unique types of interactions,
corresponding to the 8 different couplings on the lattice, are mostly
non-local; but this does not prohibit their implementationonquantum
circuits. Indeed, the versatility of digital quantum simulators in rea-
lizing effectively arbitrary interactions allows the implementation of
complex interacting Hamiltonian terms, and is critical in enabling our
quantum device simulations.

In our experiments, we consider three different scenarios: C0,
having no topological corner modes; C2, having two corner modes at
corners (x, y) = (1, 1) and (L, 1); and C4, having corner modes on all four
corners. These scenarios can be obtained by appropriately tuning the
eight coupling parameters in the Hamiltonian (Eq. (4))—see Supple-
mentary Table 1 for parameter values42.

We first show that the correct degeneracy ofmidgapHOTmodes
can bemeasured on each of the configurations C0, C2, and C4 on IBM
transmon-based quantum computers, as presented in Fig. 3a. For a
start, we used a 20-qubit chain, which logically encodes a 10 × 10 HOT
lattice, with an additional ancillary qubit for IQPE readout. The
number of topological corner modes in each case is accurately
obtained through the degeneracy of midgap states of exponentially
suppressed energy (red), as measured through IQPE executed on
quantum hardware—see “Methods” for details. That these midgap
modes are indeed corner-localized is verified via numerical (classical)
diagonalization, as in the insets of Fig. 3a.

Next, we demonstrate highly accurate dynamical state evolution
on larger 32-qubit chainsonquantumhardware.We time-evolve various
initial states on 16 × 16HOT lattices in theC0, C2, andC4 configurations
andmeasure their site-resolved occupancy densities ρ(x, y), up to a final
time t=0.8 when fidelity trends become unambiguous. The resultant
occupancy fidelity plots (Fig. 3b–e) conform to the expectation that
states localized on topological corners survive the longest, and are also
in excellent agreement with reference data from ED. For instance, a
localized state at the corner (x0, y0) = (1, 1) is robust on C2 andC4 lattice
configurations (Fig. 3b), whereas one localized on the (x0, y0) = (1, L)
corner is robust only on the C4 configuration (Fig. 3c). These fidelity
decay trends are corroborated with the measured site-resolved occu-
pancy density ρ(x, y): lowoccupancy fidelity is always accompaniedby a
diffused ρ(x, y) away from the initial state, whereas strongly localized
states have high occupancy fidelity. In general, the heavy overlap

Lattice mapping Transcribe quantum circuits

Non-interacting
D 1-particle lattice 

with sites

Time-evolution Iterative Quantum Phase Estimation (IQPE)

1

2

3

4

5

6

Si
te

Interacting
1D -particle chain 
with sites

-qubit chain

Quantum Hardware Error Mitigation
2D 1-particle lattice(a)

1D 2-particle 
chain

( 1, 1) ( 2, 2)

1 1 2 2

3D 1-particle lattice(b)

11 12 2 2

1D 3-particle 
chain

( 1, 1, 1)

( 2, 2, 2)

(c)

(d) (e)

Fig. 2 | High-level schematic of our approach to simulating high-dimensional
lattice models on quantum hardware. a, b Mapping of a higher-dimensional
lattice to a 1D interacting chain to facilitate quantum simulation on near-term
devices. Concretely, a two-dimensional single-particle lattice can be representedby
a two-species interacting chain; a three-dimensional lattice can be represented by a
three-species chain with three-body interactions. c Overview of quantum simula-
tion methodology: higher-dimensional lattices are first mapped onto interacting

chains, then onto qubits; various techniques, such asd Trotterization and e ansatz-
based recompilation, enable the construction of quantum circuits for dynamical
time-evolution, or IQPE for probing the spectrum. The quantum circuits are exe-
cuted on the quantum processor, and results are post-processed with RO and PS
error mitigations to reduce effects of hardware noise. See “Methods” for elabora-
tions on the mapping procedure, and quantum circuit construction and
optimization.
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between an initial state and a HOT eigenstate confers topological
robustness, resulting in significantly sloweddecay; this is apparent from
the occupancy fidelities, which remain near unity over time. In com-
parison, states that do not enjoy topological protection, such as the
(1, L)-localized state on the C2 configuration and all initial states on the
C0 configuration, rapidly delocalize and decay quickly.

Our experimental runs remain accurate even for initial states that
are situated away from the lattice corners, such that they cannot enjoy
full topological protection. In Fig. 3d, the initial state at (x0, y0) = (2, 1),
which neighbors the corner (1, 1), loses its fidelity much sooner than
the corner initial state of Fig. 3b, even for the C2 and C4 topological
corner configurations. That said, its fidelity evolution still agrees well
with ED reference data. In a similar vein, an initial state that is some-
what delocalized at a corner (Fig. 3e) is still conferred a degree of
stability when the corner is topological.

Three-dimensional HOT cubic lattice
Next, we extend our investigation to the staggered cubic lattice in 3D,
which hosts third-order HOT corner modes (Fig. 1a). These elusive
corner modes have to date only been realized in classical platforms43

or in synthetic electronic lattices44. Compared to the 2D cases, the

implementation of the 3DHOT lattice (Eq. (6)) as a 1D interacting chain
(Eq. (7)) on quantum hardware is more sophisticated. The larger
dimensionality of the staggered cubic lattice, in comparison to the
square lattice, is reflected by a larger density of multi-site interaction
terms on the interacting chain. This is illustrated in Fig. 4b for the
minimal 4 × 4 × 4 lattice, where the combination of the various d = 3-
body interactions gives rise to emergent corner robustness (which
appears as up to 3-body boundary clustering as seen on the 1D chain).

On quantum hardware, we implemented 18-qubit chains repre-
senting 6 × 6 × 6 cubic lattices in four configurations, specifically, the
trivial lattice (C0), two geometrically inequivalent configurations
hosting four topological corners (C4a, C4b), and a configuration with
all 23 = 8 topological corners (C8). Similar to the 2DHOT lattice, wefirst
present the degeneracy of zero-energy topologicalmodes (header row
of Fig. 4a) with low-energy spectral data (red diamonds) accurately
obtained via IQPE.

From the first row of Fig. 4a, it is apparent that initial states
localized on topological corners enjoy significant robustness. Namely,
the measured site-resolved occupancy densities ρ(x, y, z) (four right
columns) indicate that the localization of (x0, y0, z0) = (1, 1, 1) corner
initial states on C4a, C4b, and C8 configurations are maintained, and

Initial lower corner 0, 0 = (1, 1)(b) C0 C2 C4

1

1

0.16

0.8

(c) Initial upper corner 0, 0 = (1, ) C0 C2 C4

1

16

0.16

0.8

(d) Initial edge localized 0, 0 = (2, 1) C0 C2 C4

1

1

0.16

0.8

(e) Initial corner delocalized C0 C2 C4

1

1

0.16

0.8

En
er

gy

(a) 2 lower corner modes present (C2)

Eigenstates # Eigenstates # Eigenstates #

All 4 corner modes present (C4)No corner mode present (C0)

1
1

1
1

(f)

Sites on interacting boson chain
0 interaction
0 interaction
1 interaction
1 interaction

0 interaction
0 interaction
1 interaction
1 interaction

( , )

10

Fig. 3 | Quantum processor measurements of 2D HOT zero modes and their
roles in preserving state fidelity. a Ordered eigenenergies on a 10 × 10 lattice for
the topologically trivial C0 and nontrivial C2 and C4 configurations. They corre-
spond to 0, 2, and 4midgap zeromodes (red diamonds), asmeasured via IQPEon a
20-qubit quantum chain plus an additional ancillary qubit; the shaded red band
indicates the IQPE energy resolution. The corner state profiles (right insets) and
other eigenenergies (black and gray dots) are numerically obtained via ED. Time-
evolution of four initial states on a 16 × 16 lattice mapped onto a 32-qubit chain—
b, c localized at corners to highlight topological distinction, d localized along an
edge, and e delocalized in the vicinity of a corner. Left plots show occupancy
fidelity for the various lattice configurations, obtained from ED and quan-
tum hardware (labeled HW), with insets showing the site-resolved occupancy

density ρ(x, y) of the initial states (darker shading represents higher density). The
right grid shows occupancy density measured on hardware at two later times.
States with good overlap with robust corners exhibit minimal evolution. Error bars
represent standard deviation across repetitions on different qubit chains and
devices. In general, the heavy overlap between an initial state and a HOT eigenstate
confers topological robustness, resulting in significantly slowed decay. f Schematic
of the interacting chainHamiltonian,mapped from the parent 2D lattice, illustrated
for a smaller 6 × 6 square lattice. The physical sites of the interacting boson chain
are colored black, with their many-body interactions represented by colored ver-
tices. Intra- and inter-cell hoppings, mapped onto interactions, are respectively
denoted vαπ and wα

π for axes α2 {x, y} and parities π 2 Z1
2.
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measured occupancy fidelities remain near unity. In comparison, an
initial corner-localized state on the C0 configuration, which hosts no
topological corner modes, delocalizes quickly. Moving away from the
corners, an edge-localized state adjacent to a topological corner is
conferred slight, but nonetheless present, stability (second row of
Fig. 4a), as observed from the slower decay of the (x0, y0, z0) = (2, 1, 1)
state on C4a, C4b, and C8 configurations in comparison to the C0
topologically trivial lattice. This conferred robustness is diminished for
states localized further from topological corners, for instance, surface-
localized states (third row), and is virtually unnoticeable for states
localized in the bulk (fourth row), which decay rapidly for all

topological configurations. Initial states that are slightly delocalized
near a corner enjoy some protection when the corner is topological,
but are unstable when the corner is trivial (fifth row of Fig. 4a). We
again highlight the quantitative agreement of our quantum hardware
simulation results with theoretical ED predictions.

Four-dimensional tesseract hyperlattice—HOT corner and
edge modes
We now turn to our key results—the NISQ quantum hardware simula-
tion of four-dimensional staggered tesseract HOT lattices. A true 4D
lattice is difficult to simulate onmost experimental platforms, andwith
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Fig. 4 | Quantum processor measurements of HOT corner modes on the stag-
gered cubic lattice. a The header row displays energy spectra for the topologically
trivial C0 and inequivalent nontrivial C4a, C4b, and C8 configurations. The con-
figurations host 0, 4, and 8 midgap zero modes (red diamonds), as measured via
IQPE on an 18-qubit chain plus an ancillary qubit; the shaded red band indicates the
IQPE energy resolution. Schematics illustrating the locations of topologically
robust corners are shown on the right. Subsequent rows depict the time-evolution
offive initial states on a 6 × 6 × 6 latticemappedonto an 18-qubit chain—localized at
a corner, on an edge, on a face, and in the bulk of the cube, and delocalized in the
vicinity of a corner. The leftmost column plots occupancy fidelity for the various
lattice configurations, obtained fromEDand quantumhardware (labeledHW),with

insets showing the site-resolved occupancy density ρ(x, y, z) of the initial state
(darker shading represents higher density). The central grid shows occupancy
density measured on hardware at a later time (t =0.6), for the corresponding initial
state (row) and lattice configuration (column). Error bars represent standard
deviation across repetitions on different qubit chains and devices. Again, initial
states localized close to topological corners exhibit higher occupational fidelity.
bHamiltonian schematic of the interacting chain realizing aminimal 4 × 4 × 4 cubic
lattice. Sites on the chain are colored black; colored vertices connecting tomultiple
sites on the chain denote interaction terms. Intra- and inter-cell hoppings, mapped
onto interactions, are respectively denoted vαπ and wα

π for axes αwα
π {x, y, z} and

parities π 2 Z2
2.
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a few exceptions45, most works to date have relied on using synthetic
dimensions18,46. In comparison, utilizing our exact mapping (Eqs. (6)
and (7)) that exploits the exponentially large many-body Hilbert space
accessible by a quantum computer, a tesseract lattice can be directly
simulated on a physical 1D spin (qubit) chain, with the number of
spatial dimensions only limited by the number of qubits. The tesseract
unit cell can be visualized as two interlinked three-dimensional cubes
(spanned by x, y, z axes) living in adjacent w-slices (Fig. 5). The full
tesseract lattice of side length L is then represented as successive
cubes with different w coordinates, stacked successively from inside
out, with the inner and outer wireframe cubes being w = 1 and w = L
slices. Being more sophisticated, the 4D HOT lattice features various
types of HOT corner, edge, and surface modes (Fig. 1a); we presently

focus on the fourth-order (hexadecapolar) HOT corner modes, as well
as the third-order (octopolar) HOT edge modes.

To start, we realized a dL = 4 × 6 = 24-qubit chain on the quantum
processor, which encodes a 6 × 6 × 6 × 6 HOT tesseract. The 4-body
(8-operator) interactions now come in d × 2d = 64 types—half of them
are illustrated in Fig. 5d, which depicts only the minimal L = 4 case. As
discussed in the “Mapping higher-dimensional lattices to 1D quan-
tum chains” section, these interactions are each a product of d − 1
density terms and a hopping process, the latter acting on the particle
species that encodes the coupling direction on the HOT tesseract. In
generic models with non-axially aligned hopping, these interactions
could be a product of up to d hopping processes. As we shortly
illustrate, despite the complexity of the interactions, the signal-to-
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Fig. 5 | Quantum processor measurements of HOT corner modes on a 4D tes-
seract lattice. A L = 6 tesseract lattice is illustrated as six cube slices indexed by w
and highlighted on a colormap. The header row displays energy spectra computed
numerically for the topologically trivial C0 and nontrivial C4, C8, and C16 config-
urations. The configurations host 0, 4, 8, and 16midgap zeromodes (black circles).
Schematics on the right illustrate the locations of the topologically robust corners.
Subsequent rows depict the time-evolution of three initial states on a 6 × 6 × 6 × 6
lattice mapped onto a 24-qubit chain—localized on a a corner, b an edge, and c a
face. The leftmost column plots occupancy fidelity for the various lattice config-
urations, obtained from ED and quantum hardware (labeled HW), with insets
showing the site-resolved occupancy density ρ(x, y, z,w) of the initial state. Central
grid shows occupancy density measured on hardware at the final simulation time
(t =0.6), for the corresponding initial state (row) and lattice configuration

(column). The color of individual sites (spheres) denotes their w-coordinate and
color saturation denotes occupancy of the site; unoccupied sites are translucent.
Error bars represent standard deviation across repetitions on different qubit chains
and devices. Initial states with less overlap with topological corners exhibit slightly
lower stability than their lower dimensional counterparts, as these states diffuse
into the more spacious 4D configuration space. d Hamiltonian schematic of the
interacting chain realizing aminimal 4 × 4 × 4 × 4 tesseract lattice. Sites on the chain
are colored black; colored vertices connecting tomultiple sites on the chain denote
interaction terms. Intra- and inter-cell hoppings, mapped onto interactions, are
respectively denoted vαπ andwα

π for axes α2 {x, y, z,w} and paritiesπ 2 Z3
2. To limit

visual clutter, only vαπ intra-cell couplings are shown; a corresponding set of wα
π

inter-cell couplings are present in the Hamiltonian but have been omitted from the
diagram.
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noise ratio in our hardware simulations (Fig. 5a) remains reason-
ably good.

In Fig. 5, we consider the configurations C0, C4, C8, and C16,
which correspond respectively to the topologically trivial scenario and
lattice configurations hosting four, eight, and all sixteen HOT corner
modes, as schematically sketched in the header row. Similar to the 2D
and 3D HOT lattices, site-resolved occupancy density ρ(x, y, z, w) and
occupancy fidelities measured on quantum hardware reveal strong
robustness for initial states localized at topological corners, as illu-
strated by the strongly localized final states in the C4, C8, and C16
cases (Fig. 5a). However, their stability is now slightly lower, partly due
to the more spacious 4D configuration space into which the state can
diffuse, as seen from the colored clouds of partly occupied sites after
time evolution. Evidently, the stability diminishes aswe proceed to the
edge- and surface-localized initial states (Fig. 5b and c).

Next, we investigate a lattice configuration that supports HOT
edge modes (or commonly referred to as topological hinge states in
literature22). So far we have seen topological robustness only from
topological corner sites (Fig. 5); butwith appropriate parameter tuning
(see Supplementary Table 1), topological modes can be made to lie
along entire edges. This is illustrated in the header row of Fig. 6, where
topological modes lie along the y-edges. As our HOT lattices are con-
structed from a mesh of alternating SSH chains, we expect the topo-
logical edges to have wavefunction support (nonzero occupancy) only
on alternate sites, consistent with the cumulative occupancy densities
of the midgap zero-energy modes. This is corroborated by site-
resolved occupancy densities and occupancy fidelities measured on
quantum hardware, which demonstrate that initial states localized on
sites with topological wavefunction support are significantly more
robust (Fig. 6a, b), i.e., (x0, y0, z0, w0) = (1, 3, 1, L) overlaps with the
topologicalmodeon (1, y, 1, L), y∈ {1, 3, 5} sites and is hence robust, but
(1, 2, 1, L) is not. The stability of the initial state is reduced as we move
farther from the corner, as can be seen, for instance, by comparing
occupancyfidelities and the size of thefinal occupancy cloud for (1, 1, 1,
L) and (1, 3, 1, L) in Fig. 6a, b, which is expected from the decaying y-
profile of the topological edgemode. Finally, ourmeasurements verify
that surface-localized states do not enjoy topological protection

(Fig. 6c) as they are localized far away from the topological edges. It is
noteworthy that such measurements into the interior of the 4D lattice
can be made without additional difficulty on our 1D qubit chain, but
doing so can present significant challenges on other platforms, even
electrical (topolectrical) circuits.

Resource scaling
Our approach of mapping a d-dimensional HOT lattice onto an inter-
acting 1D chain enabled a drastic reduction in the number of qubits
required for simulation, and served a pivotal role in enabling the
hardware realizations presented in this work. Here, we further illus-
trate that employing this mapping for simulation on quantum com-
puters can provide a resource advantage over ED on classical
computers, particularly at large lattice dimensionality dor linear size L.
For this discussion, we largely leave aside tensor network methods, as
their advantage over ED is unclear in the generic setting of lattice
dimensionality d > 1, with arbitrary initial states and evolution time
(which may generate large entanglement).

To be concrete, we consider simulation tasks of the following
broad type: given an initial state ∣ψ0

�
, we wish to perform time-

evolution to ∣ψðtÞ�, and extract the expectation value of an observable
O that is local, that is, 〈O〉 is dependent on OðldÞ number of sites on
the lattice for a fixed neighborhood of radius l independent of L. State
preparation or initialization resources for ∣ψ0

�
are excluded from our

considerations, as there can be significant variations in costs
depending on the choice of specification of the state for both classical
and quantum methods. Measurement costs for computing 〈O〉, how-
ever, are considered. To ensure a meaningful comparison, we assume
first-order Pauli-basis Trotterization for the construction of quantum
circuits, such that circuit preparation is algorithmically straightfor-
ward given a lattice Hamiltonian. As a baseline, classical ED of a d-
dimensional, length L system with a single particle generally requires
OðL3dÞ run-time and OðL2dÞ dense classical storage to complete a task
of such a type47.

A direct implementation of a generic Hamiltonian using our
mapping gives OðdLd � 2dÞ Pauli strings per Trotter step (see “Meth-
ods”), where hoppings along each edge of the lattice, extensive in
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Fig. 6 | Quantum processor measurements of robustness from HOT edge (or
hinge)modes on a 4D tesseract lattice.Ourmapping facilitates the realization of
any desired HOT modes, beyond the aforementioned corner mode examples. The
header row on the left displays the energy spectrum for a configuration of the
tesseract harboring topologically non-trivial edges (midgap mode energies in
black). Accompanying schematic highlights alternating sites with topological edge
wavefunction support. Subsequent columns present site-resolved occupancy
density ρ(x, y, z, w) for a 6 × 6 × 6 × 6 lattice mapped onto a 24-qubit chain, mea-
sured on quantum hardware at t =0 (first row) and final simulation time t =0.6

(second row), for three different experiments. a A corner-localized state along a
topological edge is robust, compared to one along a non-topological edge. b On a
topologically non-trivial edge, a state localized on a site with topological wave-
function support is robust, compared toone localizedon a sitewithout support.cA
surface-localized state far away from the topological edges diffuses into a large
occupancy cloud. The bottom leftmost summarizes occupancy fidelities for the
various initial states, obtained from ED and hardware (labeled HW). Error bars
represent standard deviation across repetitions on different qubit chains and
devices.

Article https://doi.org/10.1038/s41467-024-49648-5

Nature Communications |         (2024) 15:5807 8



number, are allowed to be independently tuned. However, physically
relevant lattices typically host only a systematic subset of hopping
processes, described by a sub-extensive number of parameters. In
particular, in the HOT lattices we considered, the hopping amplitude
uα
r along each axis α is dependent only on α and the parities of coor-

dinates r. Noting the sub-extensive number of distinct hoppings, the
latticeHamiltonian can bewritten in amore favorable factorized form,
yielding OðdL � 22dÞ Pauli strings per Trotter step (see “Methods”).
Decomposing into a hardware gate set, the total number of gates in a
time-evolution circuit scales as Oðd2L2 � 22d=ϵÞ in the worst-case for
simulation precision ϵ, assuming all-to-all connectivity between qubits.
Imposing linear NN connectivity on the qubit chain does not alter this
bound. Crucially, there is no exponential scaling of d in L (of form ~Ld),
unlike classical ED.

For large L and d, the circuit preparation and execution time can be
lower than theOðL3dÞ run-time of classical ED.We illustrate this in Fig. 7,
which shows a qualitative comparison of run-time scaling between the
quantum simulation approach and ED. We have assumed execution
time on hardware to scale as the number of gates in the circuit
Oðd2L2 � 22d=ϵÞ, which neglects speed-ups afforded by parallelization of
single- or two-qubit gates acting on disjoint qubits48. The difference in
asymptotic complexities implies a crossover at large L or d beyond
which quantum simulation exhibits a growing advantage. The exact
crossover boundary is sensitive to platform-specific details such as gate
times and control capabilities; given the large spread in gate timescales
(≳3 orders of magnitude) across present-day platforms49,50, and uncer-
tain overheads from quantum error correction or mitigation, we avoid
giving definite numerical promises on breakeven L and d values. Clas-
sical memory usage is similarly bounded during circuit construction,
straightforwardly reducible to OðdLÞ by constructing and executing
gates in a streaming fashion51, and worst-case Oð2ldÞ during readout to
compute 〈O〉, reducible to a constant supposing basis changes to map
components of O onto the computational basis of a fixed number of
measured qubits can be implemented on the quantum circuits52.

The favorable resource scaling (run-time and memory), in com-
bination with the modest dL qubits required, suggests promising
scalability of our mapped quantum simulation approach, especially in
realizing larger and higher-dimensional HOT lattices. We re-iterate,
however, that Trotterized circuits without additional optimization
remain largely too deep for present-generation NISQ hardware to
execute feasibly. The use of qudit hardware architectures in place of
qubits can allow shallower circuits53; in particular, using a qudit of local
Hilbert space dimension ≥2d instead of a group of d qubits avoids, to a
degree, decomposition of long-range multi-site gates, assuming the
ability to efficiently and accurately perform single- and two-qudit

operations54. Nonetheless, for the quantum simulation of sophisti-
cated topological lattices as described to be achieved in their full
potential, fault-tolerant quantum computation, at the least quantum
devices with vastly improved error characteristics and decoherence
times, will likely be needed.

Discussion
Although there exists a plethoraofmetamaterials andclassical systems
demonstrating high-dimensional topological or HOT phases22,39,55–59,
theseparadigmatic topological states have not been directly simulated
on NISQ quantum platforms. Recent demonstrations of various enig-
matic condensed-matter phenomena on digital quantum computers,
ranging from discrete-time crystals60 to topological phases30,61,62,
illustrate promising capabilities despite hardware constraints, such as
limitedgatefidelities anddecoherence times. Despite the rapidpaceof
quantum hardware development and algorithmic advancements, the
simulation of HOT phases on quantum computers remains inherently
difficult, given their prohibitive qubit number requirements.

By fully exploiting the exponentially large many-body Hilbert
space accessible on a quantum computer, we achieved the first simu-
lation ofHOTHamiltonians in up to four dimensions in a fully quantum
setting. This is enabled through an exact mapping that encodes the
degrees of freedom of the higher-dimensional lattice on a multi-
species interacting 1D quantum chain. In the broader context, this
mapping is applicable for any lattice geometry and arbitrary config-
urations of on-site potentials and hoppings on the lattice. On quantum
hardware, we not only accurately measured the density evolution of
initial states and demonstrated their robustness arising from higher-
order topology, but also detected their midgap topological energy
spectra, which report on the number of degenerate HOT modes hos-
ted by the high-dimensional lattice. By the renowned bulk-boundary
correspondence63, this is equivalent to probing the corresponding
topological invariant of the system. In principle, directlymeasuring the
topological invariant could be achieved via measuring holonomy on
wavefunctions64, but such an approach is costly and challenging to
feasibly utilize on generic HOT lattices.

We emphasize that successfully performing a digital quantum
simulation of Hamiltonians of comparable complexity to the HOT
lattices examined is non-trivial owing to experiment constraints (i.e.,
qubit numbers, gate errors, and decoherence) on present-day hard-
ware, and the investigation and results presented would have been
unviablewithout themethodologywedescribe. In thepresent context,
in overcoming the challenges associated with near-term quantum
simulation, we pave the way for further experimental investigation of
HOT phenomena, valuable especially given the paucity of quantum
material HOT candidates. More broadly, our study unveils rich further
opportunities in the quantum simulation of higher-dimensional con-
densed-matter systems harboring novel physics.

Though outside of the present HOT scope, we remark that a
similar mapping scheme applies also to interacting lattice, at the
expense of a larger local Hilbert space dimension for each quantum
chain site and more complicated couplings on the chain (see Supple-
mentary Note 1). Namely, to simulate an interacting d-dimensional
lattice containing up to m particles, one can employ m sets of the d
species of particles hostedon the chain, and in theworst-case, hopping
processes on the lattice translate into interactions involving the md
particles on the chain. In such a scheme, OðmdLÞ qubits suffice to
implement the chain, with possible further reductions depending on
the lattice. The quantum simulation of interacting d-dimensional lat-
tices exhibiting exotic topology is an interesting area for future work.

Methods
Quantum hardware
We utilized IBM transmon-based superconducting quantum devices
in our experiments. For time-evolution on the square lattice, we used
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Fig. 7 | Favorable resource scaling. Comparison of asymptotic computational
time required for the dynamical simulation of d-dimensional, size-L lattice Hamil-
tonians of similar complexity as our HOT lattices. a With fixed lattice dimension d
and increasing lattice size L, the time taken with our approach on a quantum
computer (labeled QC) scales with L2, rather than the higher power of L3d through
classical ED. b For fixed L and varying d, our approach scales promisingly, scaling
like 4d instead of ðL3Þd for ED. We assume conventional Trotterization for circuit
construction, and at large L and d, our mapping and quantum simulation approach
can provide a resource advantage over classical numerical methods (e.g., ED).
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QV-32 devices ibmq_manhattan (65 qubits) and ibmq_brooklyn
(65 qubits); for time-evolution on the cubic and tesseract lattices, we
used QV-32 devices ibmq_sydney (27 qubits) and ibmq_toronto
(27 qubits), and QV-128 devices ibmq_mumbai (27 qubits) and ibmq_-
montreal (27 qubits). The latter group of QV-128 devices was also used
for IQPE. The quantum volume (QV) reflects an approximate measure
of the aggregate capability of the machine—number of qubits, gate
error rates, and decoherence times65. To provide ballparkmeasures of
performance, the relaxation T1 and dephasing T2 times range
80μs ≤ T1 ≈ T2 ≤ 130μs on average on the devices. Typical single-qubit
(
ffiffiffiffi
X

p
) gate errors are Oð10�4Þ, and typical two-qubit (CX) gate errors

are Oð10�2Þ. Illustrations of qubit layouts for 27-qubit and 65-qubit
devices are provided in Fig. 8.

Hardcore bosons
Our prescribed mapping transforms d-dimensional non-interacting lat-
tices to 1D interacting chains hosting hardcore bosons fωαgdα = 1, which
satisfy the standard hardcore bosonic mixed commutation relations

ωα
‘ ,ω

α
‘0≠‘

� �
= ωα

‘ , ω
α
‘0≠‘

� 	yh i
= ωα

‘ ,ω
α
‘


 �
=0, ð9Þ

for sites ‘,‘0 on the chain. The anti-commutation relations forbid
double occupancy of any site ℓ on the chain by two bosons of the same
species. We remark that, in the single-particle context of HOT lattices,
particle statistics can be neglected since there is no second particle on
the d-dimensional lattice to exchange with. The choice of hardcore
bosons over ordinary bosons in our mapping can be viewed as a form
of Fock space truncation supporting simulation on quantum compu-
ters; occupancy-dependent phase factors are also avoided compared
to fermionic mapping. Wemay likewise choose fωαgdα = 1 to bemutually
commuting.

Restricted sector
The symmetries of our Hamiltonians impose constraints on their
physically allowed states. To start, the single-bodyHdD

lattice is manifestly
number-conserving. The nature of our mapping in encoding coordi-
nates along axes α as the location of a species-α boson along the chain
implies that HdD

chain is likewise number-conserving—in particular,
exactly one boson of each species occupies the chain at any time.
States lying outside this Fock-space sector, whichwe call the restricted
sector, are unphysical. As described later, we take advantage of this
constraint in our recompilation and post-selection procedures.

Representation in terms of qubits
By definition,

ωα
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X
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where ∣m1
‘, . . . ,m

d
‘

�
are Fock basis states at site ℓ on the chain, with

mβ
‘ 2 f0,1g indicating the occupancy of species β. Using d qubits to

represent each site of the chain, we associate

m1
‘, . . . ,m

d
‘

��� E
=
Od
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where ∣0iq,∣1iq are the computational basis states of a qubit. This fixes
the representation
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for Pauli raising and lowering operators σ± = (σx ± iσy)/2, and σγ
‘α

denotes σγ acting on the αth qubit of the ℓth group, representing the
ℓth site, each group comprising d qubits. This representation satisfies
the mixed hardcore bosonic commutation relations of ωα and ωαð Þy.
The number operator

nα
‘ = ωα

‘

� 	y
ωα

‘ = σ
+
‘ασ

�
‘α = I

z
‘α , ð13Þ

for projector Iz‘α = ðI‘α � σz
‘αÞ=2 onto the ∣1iq subspace of the αth qubit

of the ℓth group. Terminal computational-basis (σz) measurements on
each qubit on the chain thus suffice to produce site-resolved
occupancy density estimates throughout the lattice. Specifically,
ρðrÞ= hcyrcri= h

Qd
α = 1n

α
rα
i= hQd

α = 1I
z
rαα

i is the probability of detecting
∣1iq outcomes on all qubits representing site r of the lattice. We adopt
the convention that a measurement records bit m∈ {0, 1} for a ∣miq
outcome, thus the outcomes for dL qubits are dL-length bitstrings.
Then, ρ(r) is the fractionof bitstringswith 1s on all qubits frααgdα = 1. The
statistical reliability of ρ(r) improves with the number ofmeasurement
samples; in our experiments, we perform ≥32,000 shots for each
simulation circuit.

Trotterization
Given a generic Hamiltonian H, conventional Trotterization decom-
poses H in the spin-1/2 basis and performs time-evolution through a
series of small time steps.WritingH=

P
γAγσ

γ whereAγ 2 C and σγ are
Pauli strings, the first-order Trotterization scheme is

UðtÞ= e�iHt =
Y
γ

e�iAγσ
γΔt
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Fig. 8 | Qubit layout on quantum hardware. Diagram showing qubit layout and
connectivity on a 65-qubit and b 27-qubit quantumprocessors. Native CX gates are
available on pairs of qubits joined by an edge. An example of a 32-qubit chain in (a)
and an 18-qubit chain in (b), used for 16 × 16 square and 6 × 6 × 6 cubic HOT lattice
simulations respectively, are highlighted in gray. The selection of qubit chains is
performed via a search scheme that minimizes an estimated error metric (see
“Methods”).
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forM time steps (Trotter steps) each covering Δt = t/M. The error term
arises from the non-commutation of σγ strings inH, and implies that a
number of steps scaling as 1/ϵ are required to achieve a simulation
precision ϵ. Each of the e�iAγσ

γΔt terms can be implemented via
standard quantum circuit primitives, thus allowing a straightforward
transcription of the time-evolution circuit. There exist higher-order
formulae of errorOð1=M2Þ that produce deeper circuits. In the context
of HOT lattices, substituting our representation of hardcore bosonic
operators (Eqs. (12) and (13)) into HdD

chain (Eq. (7)) gives the spin-1/2
decomposition

HdD
chain =

X
r2½1,L�d

Xd
α = 1

uα
r σ�

ðrα + 1Þασ
+
rαα

Yd
β= 1
β 6¼α

Izrββ

2
64

3
75+ h.c. , ð15Þ

so that naively counting, there areOðdLdÞ coupling terms each hosting
Oð2dÞ Pauli strings, totalingOðdLd � 2dÞ Pauli strings comprisingHdD

chain
and thus manifesting in each Trotter step. These Pauli strings have
OðdÞ weight, that is, they act non-trivially on OðdÞ qubits, so their
exponentiated forms can each be implemented with OðdÞ gates,
assuming all-to-all qubit connectivity on hardware.

Imposing NN qubit connectivity, however, necessitates SWAP
gates to effect CX operations between non-adjacent qubits; then the
maximal distance between qubits acted upon by the Pauli string
determines circuit depth. Here, the maximal distance is bounded by
the number of qubits dL on the chain, thus each exponentiated Pauli
string can be implemented with OðdLÞ gates, using a cascading SWAP
scheme. Thus, a time-evolution circuit depth of Oðd2Ld � 2d=ϵÞ and
Oðd2Ldþ1 � 2d=ϵÞ are expected for all-to-all and NN qubit connectivities
respectively, at simulation precision ϵ.

In the above decomposition (Eq. (15)) and analysis for generic
Hamiltonians, we have not assumed any particular structure to the
hoppings uα

r ; thus the results are applicable to any d-dimensional lat-
tice hosting NN hoppings. In our HOT lattices, however, uα

r depends
only on α and the parities of coordinates r, alternating between intra-
and inter-cell counterparts. This structure allows a more compact
decomposition within the physically relevant sector,

HdD
chain =

X
π2f0,1gd

Xd
α = 1

uα
π

XL
‘ = 1

πð‘Þ=πα

ωα
‘+ 1

� 	y
ωα

‘|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
σ�
ð‘+ 1Þασ

+
‘α

2
664

3
775Yd

β = 1
β 6¼α

Pβ
πβ

+h.c.,

Pβ
τ =

1
2

I�dL �
YL
‘ = 1

πð‘Þ= τ

σz
‘β

2
64

3
75,

ð16Þ

where uα
π is now labeledby the parity vectorπof lattice coordinates, and

the parity operator Pβ
τ ∣ψ
�
= ∣ψ

�
for ∣ψ

�
harboring a particle on a parity-τ

position along axis β and Pβ
τ ∣ψ
�
=0 otherwise (parity 1− τ). Instead of

having OðdLdÞ unique coupling terms, there are Oðd � 2dÞ coupling
terms each hostingOðL � 2dÞ Pauli strings, thus totalingOðdL � 22dÞ Pauli
strings comprisingHdD

chain. The strings areofweightOðdLÞ, so forboth all-
to-all and NN qubit connectivity, a time-evolution circuit depth of
Oðd2L2 � 22d=ϵÞ is expected. In comparison to the Oðd2Ld + 1 � 2d=ϵÞ
depth for the naive Trotterization abovewith NN qubit connectivity, the
present scheme turns the factor Ld→ L ⋅ 2d, which is significantly
advantageous for L≫ 1.

Recompilation
Circuit recompilation starts from a circuit ansatz, whose parameters
are dynamically optimized30–33,66.We use a circuit ansatz comprising an
initial layer of U3 general single-qubit rotation gates on all qubits fol-
lowed by K ansatz layers, each comprising a layer of CX gates entan-
gling adjacent qubits and a layer of U3 rotations (see Fig. 2e). This
ansatz provides sufficient entangling power to accommodate the

couplings in HdD
chain we investigated, at modest K ≤ 10 depth. Each U3

gate in the ansatz is associated with rotation angles (θ,ϕ, λ); we collate
all of them into parameter vector ϑ. Then, given a target circuit unitary
V and an initial state ∣ψ0

�
, the optimization problem

argmaxϑ F V ϑ∣ψ0

�
,V ∣ψ0

�� 	
= argmaxϑ ψ0∣V

y
ϑV ∣ψ0

D E��� ���2, ð17Þ

can be numerically treated, where Vϑ is the circuit ansatz unitary with
parameters ϑ. The recompiled circuit is then the ansatz with optimal
parameters ϑ*

fixing the U3 gates. To enhance recompilation perfor-
mance and the quality of recompiled circuits, we note that we require
access only to the restricted sector ofHdD

chain, as established above; thus
we may focus on optimization within this sector. Concretely, we treat

argmaxϑ Ω FRðVθ∣ψ0

�
,V ∣ψ0

�Þ,Λ0

� 	
, ð18Þ

where fidelity FR is taken over the restricted sector, such that loss
evaluation is made vastly cheaper. Note that PS enforces the symme-
tries ofHdD

chain that forbid access to states outside the restricted sector.
A complication is that FR no longer has fixed normalization; to stabi-
lize the optimization, we impose a minimum normalization baseline
Λ0, by regularizing the sector-specific fidelity with a soft-max
Ωðx,ΛÞ=Λ + log½1 + ekðx�ΛÞ�=δ of reasonable sharpness δ. In our
implementation, we estimate Vθ through auto-differentiable tensor
network-based ansatz simulation67, and use L-BFGS-B with basin-
hopping to perform the optimization68, for ≤102 hops and ≤103

iterations per hop, terminated at estimatedFR ≥99:9%. Recompilation
is tuned to never exceed a few minutes per circuit.

IQPE
Given U∣ψ

�
= e2πiϕ∣ψ

�
for a unitary U and an eigenstate ∣ψ

�
, quantum

phase estimation (QPE) measures eigenphaseϕ∈ [0, 1), in principle to
arbitrary precision37,38. Setting U = e�iHt allows the inference of eigen-
energy E = −2πϕ/t of ∣ψ

�
, enabling the probing of the spectrumofH. In

standard circuit constructions of QPE, each bit of ϕ in binary is mea-
sured by an ancillary qubit. In comparison, IQPE uses a single ancillary
qubit and does not require multi-qubit quantum Fourier transforms36,
and is thus preferable on NISQ devices.

Truncating ϕ =0.ϕ1ϕ2…ϕm tom bits, the IQPE algorithm iterates
k =m to k = 1. In the circuit for the k =m iteration, a controlled-U2m�1

block is applied, and the ancilla qubit is measured to determine ϕm.
The probability p0 of measuring an ancilla state of ∣0iq is
cos2 ð0:ϕmÞπ

� �
= 1� ϕm in the absence of noise36; amidst noise, or

when ∣ψ
�
is not an exact eigenstate, the ancilla measurement is no

longer deterministic, but a thresholded inference of ϕm =0 if p0 > 1/2
andϕm = 1 otherwise can still be applied. Subsequently, in iteration k, a
controlled-U2k�1

block is applied, and a feedback rotation of angle
ωk = −2π(0.0ϕk+1ϕk+2…ϕm) is applied on the ancilla to remove the
phase due to the previous bits, before likewise inferringϕk. The circuit
schematic for iteration k is illustrated in Fig. 2c. The energy resolution
of IQPE is determined by the number of iterations m executed.

To probe corner HOT modes, we select ∣ψ
�
to be perfectly loca-

lized on lattice corners. More precisely, we pick ∣ψ
�
to be simple

superpositions of corner-localized states, to emulate the generic pro-
files of topological eigenstates on finite-size lattices. Despite their
simplicity, such ∣ψ

�
closely resemble exact HOT modes (≥80% fide-

lities). RO is applied to all qubits, and PS is applied to the simulation
qubits to select for the physically relevant restricted sector.

Readout error mitigation (RO)
RO error refers to the chance of measuring ∣1iq when a qubit is in ∣0iq
or vice versa, which is non-negligible on NISQ devices. A standard
method to mitigate these errors is to characterize the measurement
bit-flip probabilities of each qubit; then linear inversion can be
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performed on raw measurement counts in experiments to recover
approximate true measurement counts34,69,70. We first describe com-
plete RO. For terminal measurements on N qubits, where N = dL for
time-evolution andN = dL+ 1 for IQPE, themeasurement bitstrings that
can result are S = {0, 1}N. Given a calibrationmatrixMwith an entryMss0

recording the probability of measuring s 2 S when the true result
should be s0 2 S, and denoting the raw measurement count cs and
corrected count c0s for bitstring s 2 S, we may write

cs =
X
s02S

Mss0c
0
s0 () c=Mc0 ) c0 =M + c, ð19Þ

where c= c0 c1 . . . c2N�1

� �> andM+ is the pseudoinverse ofM. The
estimated c0 may carry negative entries due to the approximateM; we
zero these entries as they are unphysical. A least-squares fit with non-
negative constraints can alternatively be used, but we chose the
pseudoinverse to reduce post-processing costs. The matrix M is
constructed at the start of each run by running calibration circuits,
which prepare the N qubits in state ∣si for each s 2 S and collect
measurement probabilities. Accordingly, 2N calibration circuits are
required. This is prohibitively expensive for large N, which motivates
tensored RO.

In the tensored scheme, we partition the N qubits into k sub-regis-
ters, containingN1,…,Nk qubits. Then calibrationmatricesM1,…,Mk can
be acquired separately for each sub-register, and c0 = ðM1 � . . .�MkÞ + c
likewise applies. In practice, for efficiency, we avoid the explicit tensor
product by block-wise operating on c with the pseudoinverses of the
calibration matrices. The scheme requires 2maxðN1 ,...,Nk Þ < 2N calibration
circuits, since circuits operating on disjoint subsets of qubits can be
merged. This reduction in cost, however, is at the expense of neglecting
correlations in readout errors between qubits in different sub-registers.
In our experiments, we use up to k=4 sub-registers with up to 8qubits
in each.

Post-selection (PS)
We exploit the symmetry constraints of HdD

chain to mitigate gate-round
errors incurred in our simulation circuits, to a limited extent. Specifi-
cally, recall that only the restricted sector of HdD

chain is physically
allowed. Occupancies outside of the sector are unphysical and should
not arise during simulation—measurements that detect so thus indi-
cate erroneous results. At no additional cost, wemay piggyback on the
terminal computational-basis measurements on simulation qubits,
which provide site-resolved occupancy densities, to filter and discard
such noise-afflicted outcomes30,31. Explicitly, we accept counts c0s of
measurement bitstring s 2 S0,

S0 = s 2 f0, 1gN
^d

α = 1

XL
‘= 1

s‘α = 1

 !�����
( )

, ð20Þ

where sℓα denotes the measurement outcome on the αth qubit of the
ℓth group in bitstring s. We zero the counts c0s for s =2 S0, which violate
symmetries and are unphysical.

Qubit selection and averaging
The quantum devices we utilize provide more qubits than needed for
our experiments, and there are significant variations in the quality of
qubits within the same device. We hence use an exhaustive search
scheme to select qubits of the lowest estimated error rates to use in
our simulations. Given the available CX couplings between qubits, we
identify all distinct qubit chains of lengthN, and compute the following
fitness function for each chain,

Q= 1�
YN
i= 1

1� εCXi,i�1

� 	
1� εCXi,i + 1
� 	� �K=2

1� εMi
� 	( )1=N

, ð21Þ

where εMi is the calibrated readout error for qubit i, and εCXi,j is the
calibrated CX gate error between qubits i and j. By convention,
εCX1,0 = ε

CX
N,N + 1 = 0. The fitness function above is designed to emulate the

structure of our recompilation circuit ansatz, with K ~ 10 ansatz layers.
We pick the qubit chains with lowest Q for our simulations. This
selection is only approximate in nature, since the error rates are
obtained from the scheduled calibration (~daily) of quantum devices
and are subject to drift andfluctuations over time. Illustrations of qubit
chains selected through this procedure are shown in Fig. 8 on 65-qubit
and 27-qubit processors. Moreover, to average out fluctuations in data
and further reduce the effects of hardware noise, we collate error-
mitigated measurement bitstring counts over multiple qubit chains
per device as selected by our search, and multiple devices (as
listed above).

Parameter selection
The HOT lattice models used can be built from an alternating d-
dimensional patchwork of alternating SSH chains29,42. Each SSH-type
chain is characterized by a topological invariant, its winding number.
That is, each constituent SSH chain in our lattice is topological when its
corresponding hopping strengths satisfy ∣v∣ < ∣w∣.

All of our HOT corner states are categorized as type-I42, with
support only on a single sublattice and exponentially decaying
amplitudes in all orthogonal directions. This is interpreted as a higher-
dimensional manifestation of the 1D topology of the SSH model, such
that the winding numbers of the edges that intersect a topological
corner are all 1. We provide a complete list of hopping parameters vαπ ,
wα

π for our models in Supplementary Table 1. For a d-dimensional lat-
ticewith E number of edges, appropriate choices of parameters can be
systematically found using simple offsets fδjgEj = 1 such that the SSH-like
coupling parameters satisfy v = λ(1 − δ), w = λ(1 + δ), with λ = −1 for a
subset of edges chosen to generate a π flux through each face of the
lattice, thereby gapping the spectrum21. A positive (negative) choice of
δ for an edge results in it being topologically non-trivial (trivial).

On the 2D lattice, to achievemidgap 1D edgemodes, one can tune
the hopping parameters away from a configuration with four corner
modes (C4) towards one with only two neighboring corner modes. In
this transition, two of the corner modes vanish as the bands become
gapless along one momentum direction, leading to the emergence of
zero-energy 1D edge modes. This approach straightforwardly gen-
eralizes to engineer zero-energy (higher-order) edge modes in higher-
dimensional lattices, for example on the tesseract lattice.

Data availability
Data that support the findings of this study are publicly available via
the Open Science Framework (https://osf.io/p2v7y/).

Code availability
Code used in this study is publicly available via Open Science Frame-
work (https://osf.io/p2v7y/).
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