nature communications

Article https://doi.org/10.1038/s41467-025-56883-x

Ab initio quantum many-body description of
superconducting trends in the cuprates

Received: 1 October 2024 Zhi-Hao Cui®"®! 7, Junjie Yang', Johannes Télle ®", Hong-Zhou Ye ®?2,
Shunyue Yuan ®3, Huanchen Zhai', Gunhee Park ® 3, Rachyun Kim®?*,

Xing Zhang ®", Lin Lin ® *°, Timothy C. Berkelbach ®2 & Garnet Kin-Lic Chan®"

Accepted: 5 February 2025

Published online: 21 February 2025

% Check for updates Using a systematic ab initio quantum many-body approach that goes beyond

low-energy models, we directly compute the superconducting pairing order
and estimate the pairing gap of several doped cuprate materials and structures
within a purely electronic picture. We find that we can correctly capture two
well-known trends: the pressure effect, where the pairing order and gap
increase with intra-layer pressure, and the layer effect, where the pairing order
and gap vary with the number of copper-oxygen layers. From these calcula-

tions, we observe that the strength of superexchange and the covalency at
optimal doping are the best descriptors for these trends. Our microscopic
analysis further identifies that strong short-range spin fluctuations and multi-
orbital charge fluctuations drive the development of the pairing order. Our
work illustrates the possibility of a material-specific ab initio understanding of
unconventional high-temperature superconducting materials.

Since the discovery of high-temperature superconductivity in the
cuprates almost 40 years ago, obtaining a microscopic description
of the phenomenon has challenged theoretical materials science'?.
In particular, the search for new materials with higher transition
temperatures has been hindered by the absence of predictive
computational links between the material structure/composition
and the observed superconducting temperatures. Here, we describe
microscopic calculations that reproduce some of the best-known
material trends in cuprate superconducting critical temperatures T,
via the direct ab initio computation of the ground-state pairing
order, using only the material structure as input. These rely on new
methods to solve the quantum many-body Schrodinger equation in
the materials without first simplifying to low-energy models. Ana-
lyzing the solutions identifies simple descriptors which correlate
with transition temperature and the fluctuations that drive the
microscopic process of pairing. Overall, our methodology demon-
strates a path towards predictive ab initio computations of high-
temperature superconductivity in new materials.

Cuprate superconductors are layered perovskite compounds with
two-dimensional copper-oxygen planes separated by buffer layers of
atoms, which dope the planes either with electrons or holes. In the
parent undoped state, the materials are antiferromagnets, becoming
superconducting after doping beyond -5%>*. Out of the many efforts
to increase T. through altering the composition and structural para-
meters, some trends can be identified. Two of the clearest ones are the
pressure effect and layer effect. In the pressure effect, onset T,
increases with pressure applied in the plane, rising, e.g. in Hg-1223
from 135 K at ambient pressure to 164 K at 30 GPa>*. In the layer effect,
T. increases with the number of stacked copper-oxygen planes (e.g. in
the mercury-barium cuprates, T, is 97, 127, 133 K in the 1-, 2-, 3-layer
compounds’).

Many theories have been proposed to rationalize cuprate super-
conductivity, but it has proven difficult to obtain a detailed micro-
scopic picture, and even harder to reproduce the specifics of different
cuprate materials. There are two essential complications. First, the
phenomenon arises from quantum many-body physics with strong
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Fig. 1| Computational strategy. The ab initio density matrix embedding theory
(DMET) framework. This involves solving two ground-state problems: for an aux-
iliary mean-field Hamiltonian (left), H** = f+ A > ®(A), and a quantum impurity +
bath Hamiltonian (right), H*™(A) > $°™(A). A is modified by self-consistent itera-
tion until the pairing order « is the same in the impurity and the auxiliary mean-field

H™ =ha'a+ VataTaa
+Aatat +Watatata
+Ya'a‘alat+ -

problem. The non-number-conserving A, W, Y terms in H*™ arise from the DMET
bath construction from ®(A). In this work, the bulk problem is represented by 128
cuprate unit cells, and the impurity is a 2 x 2 supercell, illustrated above for CCO
(CaCu0y).

electron interactions, where there are no analytical solutions and there
is no obvious small parameter®. (This is in contrast to conventional
superconductors with weak electron interactions, where material-
specific computations are relatively successful®'®). Within any micro-
scopic framework to describe the electron correlation, the predictions
thus carry uncertainty from their approximate nature. The second is
that the complex material composition complicates the derivation of
low-energy Hamiltonians. While one-band Hubbard models and their
relatives have informed much current thinking™, recent accurate
numerical solutions of these models have also highlighted the devia-
tion of the model physics from that of the real materials and the sen-
sitive dependence of the physics on the model®™, In addition,
although there has been progress in rationalizing material specific
effects in terms of parametrized multi-band models*** the uncer-
tainty introduced into the Hamiltonian arising from downfolding, for
instance, due to density functional theory double-counting?, the
definition of impurity orbitals, or the difficulties of parametrization
or uncertainty of the parametrized form**, appears comparable to the
strength of the material trends.

In principle, solving the ab initio many-electron Schrédinger
equation for the full cuprate material provides an unambiguous and
material-specific route to understanding cuprate superconductivity.
Although this is traditionally viewed as intractable, recent advances in
numerical many-body algorithms and their computational imple-
mentation are opening up the possibility of predictive ab initio com-
putation even in strongly correlated quantum materials. While such
calculations are more expensive than their model counterparts and
thus more limited in the system size that can be treated, they are
complementary to the low-energy model approach as the microscopic
Hamiltonian unambiguously reflects the material-specific composi-
tion, at the expense of a less detailed description of long-range physics.
As one example of the success of such a strategy, we previously cap-
tured, and illuminated at the atomic level, systematic trends in the
magnetism of the parent state of the cuprates with such an approach®.
Here, we show how these strategies may be extended to the much
more challenging doped phases of the cuprates, and in particular to
obtain the superconducting pairing order and an estimate of the
pairing gap. Below, we describe the advances that now make this work
possible, the cuprate systems we will study for their systematic trends,
and the results and insights that derive from this approach.

Results

Quantum simulation methods

We aim to approximate, ab initio, the ground-state of the electronic
Schrodinger equation of the bulk cuprate (phonon and temperature

effects are thus ignored). The strategy has three pieces: a quantum
embedding (density matrix embedding theory (DMET)) to connect the
bulk many-body problem to a self-consistent impurity many-body
problem; the quantum chemical solution of the impurity problem; and
the quantum chemical mean-field solution of an auxiliary bulk pro-
blem. To retain material specificity, the Hamiltonians use ab initio bare
electronic interactions, expressed in a basis of a few hundred of bands,
thus no reduced models appear.

Density matrix embedding theory has been introduced
elsewhere®, and its application to doped Hubbard models?*¢ and ab
initio cuprate parent states, extensively benchmarked”. We briefly
recount essential details in Fig. 1. DMET provides a zero-temperature
quantum embedding that maps the interacting bulk problem to the
self-consistent solution of two systems: an interacting quantum
impurity and an auxiliary mean-field bulk problem. The quantum
impurity is taken as a computational supercell (with all atoms) of the
material, coupled to a bath constituting the most important orbitals of
its environment. The auxiliary bulk Hamiltonian H* is a mean-field
crystal Hamiltonian, augmented by a one-electron operator A in each
unit cell. The mean-field ground-state ®™* (a Slater determinant or
Bardeen-Cooper-Schrieffer (BCS) state, depending on A) determines
the bath orbitals, and thus the embedding (impurity plus bath)
Hamiltonian H°™(A). The impurity ground-state W™ then determines
the order parameter ™. The quantum impurity and auxiliary bulk
problems are solved self-consistently with respect to A until
K™(A) = ¥*™(A). A and k can acquire finite values for ordered phases
due to symmetry breaking in the self-consistency.

In an ab initio description, we start with an atomic orbital repre-
sentation of the crystal. For bases with reasonable accuracy, this gives
rise to many bands, e.g. a few hundred bands per computational cell.
The quantum impurity, which contains the orbitals of the atoms in the
impurity, thus also contains hundreds of orbitals, and we require an ab
initio many-body treatment for such problems. Fortunately, only a few
orbitals are strongly correlated, so we can use quantum chemistry
strategies designed to handle hundreds of orbitals with a few strongly
correlated ones: here we primarily use the coupled cluster singles and
doubles (CCSD) approximation®’. Such coupled cluster wavefunctions
are widely used in molecular, and more recently materials, modeling
and have proved accurate for ordered states (in the current setting we
additionally verify their accuracy through other quantum chemical
methods, such as the ab initio density matrix renormalization group*°).

In the context of the doped phases of the cuprates, new ingre-
dients appear, such as the treatment of doping. In real materials,
doping usually involves dopant atoms, which enlarge the computa-
tional cell’. For simplicity, we use implicit doping which modifies the
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charge density while introducing a compensating positive field, either
within the “rigid-band” approximation (RBA, uniform background
field), or (for a subset of calculations), the virtual crystal
approximation® (VCA, scaled external field at select atoms). These
treatments of doping are undoubtedly crude. Although detailed
results for individual structures are sensitive to the doping formula-
tion, we find trends across the materials to be preserved within a fixed
doping scheme.

Another new ingredient is the ab initio simulation of super-
conducting phases. Defining A=Y";A;ajal +H.c. and k; = (a]a]), past
a critical doping, the DMET self-consistency produces a finite A and k.
Such superconducting solutions are not usually supported by ab initio
quantum chemistry solvers. To handle this, we use the Nambu-Gorkov
formalism* which, for S, = O pairing, maps broken particle number
symmetry to broken S, symmetry. This creates a particle-conserving
H*™ amenable to standard quantum chemistry methods, as further
detailed in Section 1 of ref. 34.

The scale of the simulations in this work also required additional
innovations. For example, to achieve an affordable description of the
quantum many-body state, we developed new, compact, Gaussian
atomic bases, of correlation-consistent double-{ plus polarization
quality. Similarly, to treat doped states which may be metallic, we
adapted our orbital localization, self-consistency procedures, and
solver algorithms for metallic systems. These and other technical
improvements are discussed in Section 1 of ref. 34.

The outputs of the ab initio DMET procedure are a correlated
quantum impurity wavefunction W™ and a mean-field bulk wave-
function ®"*, The former can be used to obtain impurity observables,
such as the pairing order, while the latter provides additional infor-
mation (albeit of limited fidelity) on long-range non-local observables.
k is a multi-orbital quantity, and can be summed into a scalar order
parameter with different angular symmetry (in various ways due to the
multi-orbital character, see Eqs. (S71) and (S72)); we use msc to denote
the scalar summed quantities. The impurity fluctuations that give rise
to these orders can be analyzed from Wem,

Because the pairing order is not easily measurable, we also con-
sider additional quantities to place our results in an experimental
context. We compute the maximal pairing gap E; (approximately
corresponding to ~ 2A, in a 1-band BCS theory) of the auxiliary bulk
Hamiltonian H® + A. We note that this is not the same as computing
the pairing gap of the interacting bulk problem, but we are using it to
provide information in a manner analogous to how a DFT bandgap is
used to provide information on the true bandgap of the problem. In
the weak-coupling regime (which may not include the cuprates), 2Aq is
also proportional to T, (see Section 3.7 of ref. 34).

Within the above formulation, the errors can be attributed to the
following sources: the finite impurity supercell, the finite atomic
orbital basis, approximations in the many-body solver, and approx-
imations in the DMET self-consistency. In principle, these errors can be
improved to exactness, as has been analyzed in ref. 25. In practice, the
errors remain finite in our computation. For example, the finite
impurity supercell in this work means that we omit some interesting
long-range physics, such as stripes or other long-wavelength orders.
Our calculations may then be viewed as asking, if we restrict ourselves
only to orders that can be formed in the finite cell, is the physics
sufficient to explain material-specific trends? Below, we will examine
such questions through computation.

Cuprate systems and computations

We consider two series of hole-doped cuprates to study the pressure
and layer effects. The first is CCO (CaCuO,), viewed as a parent com-
pound for a variety of doped cuprates. When mixed with Sr, it has been
doped with vacancies (approximate composition (Ca,_,Sr,), ,CuO,
with y ~ 0.7, 6§ - 0.1, T, - 110 K*). The simple structure of parent CCO
makes it ideal for studying the pressure effect. We apply pressure

along the a, b axes of the cuprate plane in a manner which can be
compared to the uniaxial pressure derivatives d7./dP, dT./dP,
extracted in ref. 36. (We note that in the hydrostatic experiments of
ref. 6, the trend of increasing T, with pressure (positive d7./dP) was
observed for the onset T, across a series of mercury cuprates’, but for
T. corresponding to bulk zero resistance, was found to be compound
specific®. Given that the small size of our simulation cells does not
allow for a full treatment of phase fluctuations, capturing the differ-
ence between onset and zero resistance 7. is beyond our current
description).

The second series of compounds are the mercury barium cup-
rates, single-layer Hg-1201 (HgBa,CuO,.s) and double-layer Hg-1212
(HgBa,CaCu,04.s). In the experimental setting, this series can be
continued up to 6-layers, but the computational cell of these systems is
too large for a practical treatment. Consequently, to give some infor-
mation on the large layer limit, we consider CCO as a crude compar-
ison to form the infinite layer parent compound in this series. The
mercury-barium compounds are synthesized under conditions with
finite oxygen doping. In Hg-1201 we use a structure corresponding to a
reported oxygen doping § = 0.19, associated T, ~ 95 K*; in Hg-1212, we
consider two structures®: the oxidized structure ("ox”, with § = 0.22,
T. - 128 K), and a variant argon-reduced structure ("red”, close to the
undoped compound, § = 0.08, T, - 92 K).

The computations start with a mean-field density functional (DFT)
calculation using the Perdew-Burke-Ernzerhof with exact exchange
(PBEO) functional in a custom polarized double-zeta Gaussian basis
(described in Section 2.2 of ref. 34) sampling the Brillouin zone cor-
responding to 8 x 8 x 2 k-points of the primitive cell. (More precisely,
we use supercells, thus using a 2 x 2 supercell, we sample the corre-
sponding 4 x 4 x 2 folded Brillouin zone). The increment of doping in
the DMET calculation derives from the size of the bulk calculation: we
can dope in units of 1/128. Because we do not perform full self-
consistency on the charge density (see below), it is necessary to use a
mean-field starting point that produces a reasonable charge distribu-
tion. We select the PBEO functional based on its performance relative
to accurate quantum many-body embedding benchmarks in our pre-
vious work on the parent state®. The PBEO solution is anti-
ferromagnetic (AFM) at half-filling, and in some cases, becomes
paramagnetic beyond a certain doping. The PBEO calculation gen-
erates the initial auxiliary mean-field Hamiltonian f (Fig. 1), but this
does not enter the many-body impurity Hamiltonian H*™. Thus the
correlated DMET calculations do not have a double counting error.

The quantum impurity problem consists of the 2 x 2 cell of the
cuprate and the DMET bath constructed for the valence orbitals in the
impurity, yielding a total problem size of 300-900 orbitals. The upper
range corresponds to the large cells of the mercury-barium com-
pounds, and to reduce the cost we used coupled sub-impurities to
separately treat the CuO, and buffer layers; the largest sub-impurities
contain 376 orbitals. As already discussed above, the 2 x 2 cell means
that we omit long wavelength physics, such as stripes, which we dis-
cuss further in Section 4 of ref. 34. For the results discussed below, we
show data from CCSD as a compromise between speed and accuracy.
Benchmarks of CCSD against exact solvers in the parent state”, in the
DMET treatment of the 2D one-band Hubbard model and in the ab
initio cuprate impurity problem (Figs. S3 and S4) suggest we reach
sufficient accuracy to discuss the material trends of interest.

To simplify the convergence of the self-consistency, we carry it
out with respect to the pairing potential A restricted to the three-band
Cu3d,2_y» and O 2p,, orbitals with matrix elements restricted to obey
Gy, point group symmetry. This allows for the direct update of the
pairing density k (to self-consistency), although it limits self-
consistency on the normal charge density itself. In addition, we do
not update the charge contribution to the mean-field f. Without full
charge self-consistency, the converged DMET solution retains a
dependence on the initial choice of mean-field fand initial density. The
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Fig. 2 | Superconducting order and pressure effect. A Structure of the «~-layer
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crystal approximation (VCA)). C Anomalous density k(Ro, r) + k'(Ro, 1) for CCO at
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in the embedded cell. msc (Cu): pairing order between neighboring Cu atoms
showing d-wave symmetry. D Orbital-resolved d-wave SC orders between Cu orbital
pairs. EAFM, SC order m and estimated SC gap £ as a function of doping using RBA
(VCA curves shown in Fig. S6). The error bar at x = 0.7 doping at 32 GPa is also
shown due to the slow convergence of DMET.

effect of this dependence is discussed more below and in Section 3.8
of ref. 34.

The pressure effect
We first examine the computed order in CCO at three different in-plane
pressures: -19, 0 (ambient), 32 GPa. Without doping, CCO is in an anti-
ferromagnet. At all pressures, under sufficient doping, a super-
conducting state is formed with predominantly d-wave pairing order, as
illustrated by the Cu-Cu pairing order at optimal doping in Fig. 2B; the
d-wave character increases with increased pressure. There is also a small
s-wave piece in the Cu-Cu pairing, and the total order has a small p-wave
component necessarily arising from the coexistence of AFM and d-wave
superconducting order'®®. The uncertainties of the calculation mean
that the absolute numerical values for the order should be treated with
caution. However, we can obtain a conversion to experimentally
accessible quantities through the computed pairing gap amplitude £,
(right-hand axis of Fig. 2E). The pairing gap closely follows the pairing
order and the maximum shows the same trend with pressure. Using the
weak-coupling result (with its associated limitations) for the conversion
of the gap to T. (Section 3.7 of ref. 34), we obtain T - 180 K at ambient
pressure, of the same order as that typically seen in experiment. Then
d7./dP = 4 - 5K/GPa, comparable to the value extracted from the uni-
axial pressure derivatives d7./dP ~ 2dT./dP, - 4 — 6 K/GPa*. Our calcu-
lations thus capture the qualitative structural trend of pressure on the
maximum superconducting order and temperature.

Figure 2C shows a real-space visualization of the Cu-centered pair
amplitude, and the scalar pair amplitude between orbitals on neigh-
boring Cu atoms, for CCO at ambient pressure and optimal doping.

The sign of the pairing amplitude illustrates the d-wave symmetry,
while the spread (not shown) corresponds to a pair distributed across a
linear distance of about 6 unit cells. We show a more detailed orbital
resolved analysis of the Cu-Cu d-wave order at optimal doping in
Fig. 2D. As illustrated in Fig. S5, as doping increases the pairing orbital
character changes, with Cu-Cu pairing at small doping being pre-
dominantly 3d-3d, but at larger dopings containing more 4s and 4d
components. We find that O-O pairing contributes about 30% to
the total d-wave order, with Cu-O pairing contributing mainly to the
p-wave order.

We now examine in detail the AFM and SC orders as a function of
doping in Fig. 2E. We first discuss the x-axis, the doping axis. When
holes are added, the charges go primarily to the CuO, plane, and reside
mainly on oxygen (2p), with a fraction (about 20-30%) transferred to
Cu; about 90% of the charge resides in the three-band orbitals (Cu
3d,._y» and O 2p,,), and about 97% in the Cu-O plane. In experiments
on oxygen doped cuprates, such as yttrium barium copper oxide*° and
the mercury barium cuprates studied later", the effective Cu doping is
usually not taken from the estimated oxygen content, which
(depending on the assumed formal charge of the dopants) could
translate to very large copper-oxygen plane dopings. Instead, the
effective doping of the copper-oxygen plane is inferred from an
empirical formula*®*". This empirical formula suggests that the optimal
doping of the plane is usually about 10%-15% by which the magnetic
order is seen to vanish.

In contrast, we see that the local moment in our calculations
decays quite slowly and the SC order appears only at much larger
dopings. This primarily reflects the residual dependence of our non-
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SC orders msc (bar) and pairing gaps £ (cross marker) (Hg-1201, Hg-1212, and CCO)
and experimental T, (data from refs. 7,35) as a function of the number of layers per
cell. D AFM, SC orders m, and estimated SC gap E; of different compound
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structures (Hg-1201, oxidized Hg-1212, and reduced Hg-1212). E Electron density
difference between oxidized and reduced Hg-1212 at optimal doping (red:
increased electron density of oxidized vs. reduced, blue: decreased electron den-
sity). The arrow indicates the transfer of charge between reduced and oxidized
structures.

charge-self-consistent DMET calculations on the initial DFT charge
density, which also has a similarly slow decay of the local moment. (An
extreme example of this is -19 GPa system, where the moment does not
decrease even under heavy doping).

While full charge self-consistency was too expensive to explore
here, we can understand its potential corrective effect in a 3-band
model (see Section 3.8 of ref. 34). When doping holes into the model,
they go into a pair of (i.e. ™ and V) spin-polarized bands that have
mixed Cu-O character. Thus some of the * and ¥ spin-hole density
overlaps on the oxygen atoms (with compensated moments) and the
residual cell moment comes only from the uncompensated moment
on Cu. As shown in Section 3.8 of ref. 34, allowing for charge self-
consistency changes the Cu-O character in the 3-band model. This
leads to a much faster decay of the magnetic moment.

It is interesting to replace the bare doping here with the hole
content on Cu computed from the atomic populations, xc,. Using this
rescaling, we empirically observe that the maximum d-wave order
appears at a Cu hole content (10%-15%) similar to that seen in one-band
treatments*, as well as in experiment. The optimal doping is close to
the point at which the magnetic order suddenly drops.

The numerical values of the magnetic and pairing orders depend
on details of the doping treatment: for example, the difference in the
maximum pairing order between a VCA and RBA treatment is shown in
Fig. 2B and Fig. S6. This highlights the need to investigate more rea-
listic representations of dopants. However, the qualitative pressure
trend in the pairing order is reproduced in either case.

The layer effect
We next consider the layer effect in the mercury barium cuprates (1-,
2-layer) using CCO as a proxy for the «-layer compound. The plot of

the maximum pairing order as a function of the layer number is
shown in Fig. 3C. We see a sizable increase in the maximum pairing
order moving from Hg-1201 to Hg-1212 (ox). The maximum pairing
gap E; (right axis of Fig. 3D) shows the same behavior as the pairing
order. Both are similar to the experimental change in T.. Again,
although the proportionality between £, and T, is a weak-coupling
relation, arguably we seem to capture the basic experimental trend in
T. of the layer effect. For more than 3 layers, experimentally it is seen
that 7. no longer increases, which has been attributed to the
potentially inhomogeneous doping of the different copper-oxygen
planes. In CCO, inhomogeneous doping is not part of our repre-
sentation. However, assuming CCO is a reasonable analog for the
co-layer limit of the mercury barium cuprates, we find that the pairing
order and pairing gap decrease slightly from Hg-1212 to CCO, similar
to the experimental trend between 3-6 layers, although the small
magnitude of the change is challenging within the uncertainty of our
numerical approach. Our result for CCO is also in good agreement
with the T, for the mixed Sr/CCO compound (assuming that reflects
the T. of CCO).

The pairing and magnetic orders are shown in Fig. 3D. The qua-
litative behavior in the mercury-barium cuprates is similar to that in
CCO, although here, the hole density is less localized on the Cu atoms,
and some fraction goes to buffer atoms (e.g. apical oxygen orbitals).
There are other important microscopic differences between the
mercury-barium compounds and CCO. For example, in CCO, the
magnetic order at half-filling decreases between ambient and 32 GPa
pressure, and this is reflected in the more rapid decrease of the local
moment close to optimal doping. However, even though the local
moment in Hg-1212 decays more slowly than in Hg-1201, the optimal
pairing order is larger.
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Fig. 4 | Descriptors of superconductivity. Correlation between superconducting
order and selected descriptors. A Super-exchange coupling parameter / at half-
filling. B Average number of holes on oxygen 4ng at optimal doping. C Bond order

(off-diagonal measure of covalency) at optimal doping. Linear regression R values
are also shown. RBA, VCA: rigid band approximation, virtual crystal approximation.

The argon-reduced Hg-1212 structure is similar to the oxygenated
structure but has a larger apical Cu-O distance (by about 0.04 A).
Although the experimental sample corresponds to very low oxygen
doping where it is not expected to superconduct, it is still observed to
have a T, - 92 K*, leading to speculation about complex charge-
transfer behavior in mercury barium cuprates. We find that the
undoped magnetic behavior (e.g. exchange couplings and charge
distribution) is almost identical in the Hg-1212 (ox) and Hg-1212 (red)
structures (see Table S4). Nevertheless, as we dope the reduced
structure, we find that holes distribute differently in the reduced and
oxidized form, especially near optimal doping (x. ~ 0.5) where the
effective Cu doping is smaller in the reduced structure than the oxi-
dized structure, along with a reduction in pairing order (as in the
experiment, but much larger in magnitude). The difference in the Hg-
1212 (ox) and Hg-1212 (red) electron densities is shown in Fig. 3E: the
main difference corresponds to a transfer of charge from the in-plane
O 2p orbitals in the (red) structure, to the apical O and Hg orbitals in
the (ox) structure, leaving the Hg-1212 (ox) with a larger in-plane
doping. The sensitivity of pairing order to the charge distribution
highlights the need to further investigate the treatment of doping and
the charge density. Overall, the complicated behavior confirms the
importance of atomic scale crystal structure in the development of the
pairing order in these multicomponent, multilayer cuprates.

Descriptors for superconductivity in the cuprates

Our ab initio calculations above capture the correct pressure and layer
effects on pairing order across several cuprate structures and com-
positions. We can therefore interrogate these in silico solutions to
identify the features of the electronic structure that most correlate
with these trends.

In Fig. 4 we plot maximum pairing order against a variety of
descriptors: (i) the magnetic (nearest neighbor Heisenberg) exchange
parameter J, derived from the same ab initio methodology applied at
half-filling following ref. 25, (ii) oxygen hole content at optimal doping

2
(Ano), (iii) the bond order between Cu 3d-O 2p <~ <a§d L aZP«y>> ) ,
22 2P

see Eq. (S68)). (i) and (ii) have previously been invoked as descriptors
in the literature (see e.g. refs. 43,44); exchange has been associated
with cuprate superconductivity since the earliest discussions*** and
its correlation with T, has attracted much experimental interest***~*°,
Both (ii) and (iii) are related to the charge-transfer gap and covalency
of the Cu-O bond, which are commonly discussed in theoretical
treatments®*°* as well as in various experiments*®**°. However, it

should be noted that (ii) and (iii) are related but different probes of
these quantities: (ii) measures the diagonal part of the density matrix,
while (iii) measures the off-diagonal part. (We note that the J values
obtained here are somewhat smaller than have been reported in the
experimental literature for some of these compounds* (and about
20% smaller than we reported in ref. 25 due to the different initial
density) but we use J values from the same computational approx-
imations as for the rest of this work for internal consistency).

We see that the best qualitative descriptor for the trends in pairing
order is the exchange parameter /, which captures the general features of
both the pressure and layer effect. The correlation between pressure and
J is straightforward, as increasing pressure increases the kinetic con-
tribution in the super-exchange mechanism. We discussed the micro-
scopic origins of the layer effect onJin ref. ». These are subtle, involving
both mean-field (i.e. band structure)” and correlated electronic effects”
with the apical orbitals. However, / does not give the right ordering for
Hg-1212 (red) and Hg-1212 (ox), which have almost the same J but very
different pairing orders. This is unsurprising, because J is derived from
magnetism in the undoped compound, and neglects the material-specific
aspects of doping, which we saw were different in Hg-1212 (red) and Hg-
1212 (ox). We emphasize that the correlation between/ and pairing order
appears in our study in a material-specific manner, where both quantities
are obtained within the same computational approximation.

Unlike /, the oxygen hole content and bond-order at optimal
doping are descriptors in the doped state. They both correlate with the
pairing order (capturing the pressure effect) and for example, suc-
cessfully distinguish between Hg-1212 (red) and Hg-1212 (ox), with their
different doping dependent electronic structure. The bond-order
descriptor has a particularly good average correlation. However, both
descriptors do not capture the layer effect. The oxygen hole-content
and bond-order reflect mainly the single-particle part of the super-
exchange mechanism that gives rise to /, and thus do not capture the
subtle dependence on the layers.

The strong correlation of the trends in the pairing order with the
local descriptors suggests two things. The first is that systematics in
pairing can be understood in terms of quantum correlations at a
relatively local level. The second is that the physics of superexchange,
appropriately modified to account for material-specific doping, is
likely behind the trends in pairing. We now examine this possibility.

Microscopic analysis of fluctuations and pairing
To obtain a clearer understanding of the microscopic processes driv-
ing pairing, we examine the fluctuations in the correlated quantum
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Fig. 5 | Microscopic analysis. A Norm of different blocks of coupled-cluster
amplitudes (V: normal fluctuations, N + 2, N + 4 anomalous fluctuations). B Singular
values of different T, decompositions [spin conserving (AS, = 0) or spin fluctuating
(AS, = +1)] in an ab initio cuprate calculation (CCO, ambient pressure); inset: T,
decomposition in the one-band Hubbard model plaquette DMET at U = 6). C Effect
of the largest singular mode of 7; on the charge density n (red: n increase; blue: n
decrease): charge shifts from oxygen to copper. D Effect of the largest singular
mode of T, (spin-conserving decomposition) on the charge density: charge shifts

stronger SC

from Cu 3d to empty Cu orbitals (breathing) and to O. E Effect of the largest left,
right singular modes of T, (spin-fluctuating decomposition) on the spin density: the
moments along the diagonal increase (red)/decrease (blue). F SC order (a residual
SC associated with the lattice smearing temperature has been subtracted, see
Section 3.3 of ref. 34) from different variants of solvers: CCSD includes all 4 classes
of diagrams (not limited to those shown), ring CC contains direct and exchange ring
terms, whereas direct-ring CC only contains the direct-ring terms.

impurity wavefunctions W™ that lead to the SC order. In the one-band
Hubbard model, such fluctuation analyses have previously been
employed for the 2-particle Green’s function®™, and here we devise
some time-independent analogs.

Within the CCSD solver, W*™ =¢"1*72|m.f.), where |m.f.) is
a Slater determinant (in the non-SC phase) and a BCS state (in the
doped SC phase), where the mean-field is determined by the DMET
self-consistency. Ty is an operator containing quadratic fermion terms
(a'a, a'a"), while T, contains quartic fermion terms (a'a'aa, d'a'a'a,
d'a'd'a’, --- ); the exponentiation allows T; to capture disconnected
fluctuations of individual particles, while 7, describes the connected
fluctuations of pairs of particles. We can further classify 7; and 75 into
components that produce different changes in the particle number:
N (normal fluctuations which do not change particle number), and
N £ 2, +4 (anomalous fluctuations). Figure 5A, shows the magnitude of
the T; and T, components after DMET self-consistency. The fluctua-
tions are largest at intermediate dopings, and the normal fluctuations
are larger than the anomalous fluctuations.

To show the physical meaning of the T; fluctuation, we visualize
its effect in CCO (ambient pressure) on the charge density in Fig. 5C.
The primary components of T; are excitations between O 2p and Cu
3d orbitals, resulting in a shift of charge density from oxygen to
copper. The effect of this correlation-stabilized fluctuation (i.e. it
appears only in the presence of non-zero T,) is to make the copper-

oxygen bond more covalent than expected in a simple mean-field
treatment.

To see the physical meaning of the four-fermion 7, amplitude, we
decompose it through a principal component analysis, similar to
decompositions of the four-fermion (two-particle) Green’s functions®®.
We write T,=Y",,w,,0},0,,, and then large weights w,,, denote domi-
nant mode. Indeed, within a random phase approximation, the O,, are
bosonic operators, and if there is a dominant bosonic mode that is
driving the superconducting instability, we would expect this to
appear as a large singular value w,,,. Because T, preserves S, symmetry,
we can carry out the decomposition into two channels: {O,,;} such that
[0, S-1=0 (spin-conserving channel), or [0, S.] = + 1 (spin-fluctuation
channel). Note that our T, operator is in the Nambu representation,
and the spin-conserving and spin-fluctuating channels contain both
particle number preserving and particle number non-conserving O,,,.

Figure 5 B shows the ordered singular values in the spin-
conserving and spin-fluctuating channels for CCO at ambient pres-
sure. (For comparison, we show the same analysis for the DMET pla-
quette treatment of the 2D pure one-band Hubbard model at U = 6; as
we are not allowing competition with stripe orders, the next nearest
neighbor ¢’ is not critical here to stabilize a superconducting ground
state'®). The largest singular values are in the spin-fluctuating channel.
There are similarities between the modes in CCO and in the one-band
Hubbard model, in particular, we see 4 large singular valuesin the S, +1
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channel in both cases. However, the distribution is less peaked in the
ab initio case, and the difference between the spin-conserving and
spin-fluctuating channels is less pronounced. We visualize the domi-
nant modes in Fig. 5D, E. In the spin-conserving channel, the first 4
fluctuations mainly involve charge redistribution from Cu 3d to other
orbitals, principally, the oxygen 2p orbitals and Cu 4d (details in
Table S5). These types of multi-orbital charge fluctuations, such as
“breathing mode” 3d -~ 4d excitations® and buffer layer excitations
beyond the three-band in-plane orbitals of the cuprates, have pre-
viously been shown to be essential to capturing material-specific
trends in the magnetism in the layer effect®. In the spin-fluctuating
channel, the first 4 fluctuations flip the spin densities in the Cu 3d,._
orbitals. They are primarily magnon excitation operators, formed from
linear combinations of the 3d shell spin-flip operators on the Cu atoms
with different phases (and are related to the low-lying triplet excita-
tions in model studies of plaquettes®).

To connect these different kinds of fluctuations to the generation
of pairing, we recompute the pairing order under different approx-
imations in the CC many-body solver. In Fig. 5F we show 4 families of
diagrams included in the CCSD solver (shown in the Nambu repre-
sentation). The direct-ring diagrams lead only to charge fluctuations.
The corresponding variant of the CC solver, which only includes the
direct-ring diagrams, leads to no pairing order in CCO (ambient pres-
sure) at least within our numerical resolution. (We have subtracted a
small residual SC associated with our implementation of finite tem-
perature smearing in the DMET lattice calculation, c.f. Sections 3.3 and
3.6 of ref. 34). The remaining diagrams in CCSD introduce spin fluc-
tuations. For example, including the antisymmetrized, or exchange-
ring diagrams (such diagrams vanish in the Hubbard model) adds a
sub-class of spin-fluctuations: we see pairing begin to develop. Fig. S8
shows the contribution of only the ladder diagrams (which include
different spin-fluctuations) to the SC order, which is of a similar
magnitude to that from the full ring CCSD. The bulk of the pairing
order emerges only when the coupling between ring and ladder dia-
grams, as contained in the full set of CCSD diagrams, is included.
Overall the direct analysis confirms that short-range spin fluctuations
drive the strength of the pairing order. However, in our fully ab initio
microscopic picture, additional large fluctuations (such as breathing
modes and charge redistribution) associated with covalency are also
required, as they generate the energy scale of superexchange. This is
an essential difference with low-energy 1-band representations.

Discussion

In this work, we have demonstrated a fully ab initio many-body simu-
lation strategy that, starting from the material structure, directly
approximates the solution of the electronic Schrédinger equation to
obtain the superconducting pairing order across a range of geometries
and compositions of cuprate materials. We note what is not yet con-
tained within our current treatment: there are no phonons, or long-
range spin or charge fluctuations (at distances much larger than the
computational cell) and long wavelength orders, the treatment of
doping does not include explicit dopants and the associated structural
relaxation and disorder, nor are the solvers and representations
numerically exact. Perhaps the simplest, but amongst the numerically
most significant approximations, is the lack of charge self-consistency,
which makes our calculations depend on the chosen starting point.
(For a more detailed analysis of outstanding limitations, see Section 4
of ref. 34). Consequently, there remain important differences between
the results of the simulations and observations in real materials.
Nonetheless, our goal is not to reproduce all aspects of cuprate
ground-state physics, but rather to capture some of the observed
material trends. In this regard, we find that we obtain two trends in
these materials: an increase in pairing order and pairing gap as a
function of intralayer pressure; and an increase (and then decrease) in
maximum pairing order and pairing gap as a function of the number of

stacked copper-oxygen layers. These trends are highly reminiscent of
similar trends that are experimentally seen in the superconducting
critical temperatures. That these trends correctly appear indicates that
the physics and numerical aspects of the calculation likely contain
important and relevant ingredients to describe superconducting
pairing in a material-specific manner across a range of cuprate
compounds.

Detailed analysis of our calculations supports some long-standing
proposals for the driving force for pairing in cuprates, but also provides
new insights. Superexchange, suitably defined, correlates well with
maximum pairing order, and short-range spin fluctuations, mainly on the
copper atoms, drive the pairing. However, the ab initio picture of the
fluctuations is richer than that in simplified models, because multi-orbital
effects associated with covalency are needed to facilitate the spin fluc-
tuations. Such multi-orbital processes are key to material-specific trends.

There is much room to systematically improve the computations
in this work in the future. At the same time, we see our material-specific
modeling of the superconducting ground-state as the starting point
for a material-driven understanding of the full phase diagram; our
atomically and orbitally resolved diagrammatic and fluctuation ana-
lysis as a route to elucidating the microscopic mechanisms underlying
the phases; and the identification of central descriptors as aiding the
computational search for new high-temperature superconducting
materials. Importantly, our work shows that targetting a material-
specific understanding of superconductivity in the cuprates is now a
realistic goal through direct ab initio computation.

Data availability

Data used in this work are in the supplementary information.

Code availability

Codes used in this work can be found in the following repositories. The
LIBDMET repository is at https://github.com/gkclab/libdmet_preview®.
The BLOCK2 code repository is at https://github.com/block-hczhai/
block2-preview. PYSCF is available from https://pyscf.org.
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