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Herpes simplex virus type 1 reshapes host
chromatin architecture via transcription
machinery hijacking

Esther González-Almela 1,5, Alvaro Castells-Garcia1,5, François Le Dily 2,
Manuel Fernández Merino 2, Davide Carnevali 2, Pol Cusco 2,
Luciano Di Croce 2,3,4 & Maria Pia Cosma 1,2,3,4

Herpes simplex virus type 1 (HSV-1) remodels the host chromatin structure and
induces a host-to-virus transcriptional switch during lytic infection. We com-
bine super-resolution imaging and chromosome-capture technologies to
identify the mechanism of remodeling. We show that the host chromatin
undergoesmassive condensation causedby the hijackingof RNApolymerase II
(RNAP II) and topoisomerase I (TOP1). In addition,HSV-1 infection results in the
rearrangement of topologically associating domains and loops, although the
A/B compartments are maintained in the host. The position of viral genomes
and their association with RNAP II and cohesin is determined nanometrically.
We reveal specific host–HSV-1 genome interactions and enrichment of upre-
gulated human genes in the most contacting regions. Finally, TOP1 inhibition
fully blocks HSV-1 infection, suggesting possible antiviral strategies. This viral
mechanism of host chromatin rewiring sheds light on the role of transcription
in chromatin architecture.

In all eukaryotes, the mechanisms that direct the genome’s three-
dimensional (3D) structure are key to understanding the processes
that govern life. Eukaryotic DNA is organized in nucleosome clutches
that form chromatin fibers, which condense into secondary and
tertiary structures, and eventually assemble into highly compacted
mitotic chromosomes1–4. Human chromatin organization is strongly
regulated, and its different levels of compaction play a vital role in
the state of the cell3,5. Some of the main chromatin arrangements are
the A and B compartments, which contain transcriptionally active
euchromatin and transcriptionally repressed heterochromatin,
respectively6,7. These compartments include topologically associat-
ing domains (TADs), formed by cohesin-extruded loops anchored by
boundaries that are highly enriched in CCCTC-binding factor
(CTCF)8–13. Loop formation is a dynamic process that regulates phy-
sical contacts between DNA regions, which controls DNA accessi-
bility, and links DNA structure with gene expression11,14–21. In recent

years, genomic techniques and single-molecule localization micro-
scopy (SMLM) approaches have revealed transcription to be one of
the potential key players in controlling genome architecture7,15,17,22–25.
Inhibition of transcription results in global compaction of the chro-
matin, which concentrates at the nucleus edges and the perinucleolar
region22,26. The negative supercoiling generated by the activity of
RNA polymerase II (RNAP II) is an important regulator for loop for-
mation in vivo22. However, further investigation is needed to dissect
the transcription-mediated mechanisms that shape chromatin
architecture.

DNA viruses largely depend on the molecular machinery of host
cells and provide an attractivemodel for elucidating central aspects of
eukaryotic gene regulation27. Herpes simplex virus type 1 (HSV-1) is a
double-stranded DNA virus that initially infects human epithelial cells
by lytic cycle. HSV-1 then establishes lifelong infections in the sur-
rounding sensory neurons by latent cycle28. In the lytic infection, how
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HSV-1 competes with the human genome for cell resources, and how
this affects nuclear organization, have remained largely unexplored.
Previous works have shown that the host genome is marginalized at
late times post lytic infection29–31. Concurrently, the nuclear lamina
stiffness increases32 and the nuclear volume expands29. However, the
specific architectural changes in the host chromatin remain unknown.
Currently, there is no consensus about the organization of the rela-
tively large genome of HSV-1 (~152 kb), its putative unstable associa-
tions with host intact nucleosomes, or the nucleosome density of the
viral DNA33–38. During lytic infection, HSV-1 transcription occurs inside
the viral replication compartments (VRCs)39,40 in the nucleus and is
dependent on the host RNAP II and the phosphorylation in the serine 5
of its C-terminal domain (herein, RNAP II phSer5)41–44. Sequestering
cellular RNAP II to the viral genome alters the occupancy of RNAP II on
human genes, leading to a drastic deregulation of cellular
transcription45–47. The expression of viral genes is sequentially coor-
dinated in three phases with a cascade that regulates the transcription
of the three genegroups: the immediate early (IE), the early (E), and the
late (L) genes48,49. IE genesmostly encode transcription factors, such as
ICP4, while E and L genes encode replication machinery factors and
virion structural proteins, respectively50–53. Interestingly, as the viral
genes are being highly transcribed by RNAP II, the human genome
undergoes a major shutoff47,54. Despite the efforts to elucidate the
mechanisms that switch from human to virus expression, we are far
from understanding how the changes in viral and cellular chromatin
are mediated, and specifically, how the human genome is altered and
manipulated by the virus28. A potential limitation in previous studies
has been the lack of single-cell analysis and high-resolution methods.

To overcome these difficulties and to account for inherent cell
heterogenicity, we took advantage of a variety of SMLM techniques,
including stochastic optical reconstruction microscopy (STORM)55–57,
DNA point accumulation for imaging in nanoscale topography
(PAINT)58, and OligoSTORM59, to study the reshaping of the human
DNA in HSV-1 infected cells at the single-cell level with nanometric
resolution. We combined these techniques with genomic Hi-C
approaches to visualize the changes of the chromatin structure. In
agreement with previous reports29,30, we observed that the active viral
transcriptional state and the repressed state of the human genome
occur in parallel with the changes in the host chromatin spatial dis-
tribution inside the nucleus. We determined that the DNA compaction
induced by HSV-1 infection is dependent on the major loss of RNAP II,
cohesin, and DNA topoisomerase I (TOP1) from the host genome, and
on their sequestration to the VRCs. Inspection at nanoscale resolution
revealed that the newly replicated viral genomes are arranged in
clusters associated with active RNAP II and cohesin in the VRC.
Importantly, inhibition of TOP1 fully blocked HSV-1 infection. Finally,
by combining SMLM with Hi-C, we found that the genome of HSV-1
preferentially contacts the A compartment of the host chromosomes;
in particular, it interacts with gene-dense genomic regions that remain
transcriptionally active and harbor human genes needed for viral
infection. Despite the global loss of insulation and loops at late times
post-infection, some of these domains are rewired and form new
loops. Remarkably, chromatin compartments are maintained in the
highly compacted human genome, indicating that the overall 3D spa-
tial organization of chromatin is resilient to major physical reshaping
induced by HSV-1.

Results
Human chromatin undergoes high compaction and relocalizes
without major epigenetic changes after HSV-1 infection
To study the human chromatin reorganization at the nanometric level
at different times post–HSV-1 infection, we performed single-color
STORM imaging of the genome of HSV-1 infected A549 cells. The
nucleotide analog 5-ethynyl-2′-deoxycytidine (EdC) was added to the
medium before HSV-1 infection to ensure its incorporation and

labeling of the whole human DNA. EdC-labeled A549 cells were infec-
ted with HSV-1 KOS strain and fixed at different times post-infection
that correspond to the different states of the HSV-1 lytic cycle: IE, at 1 h
post-infection (hpi); E, at 3 hpi; and L, at 8 hpi (Fig. 1a). The times post-
infection were selected based on the expression of the IE protein ICP4,
the E protein ICP8, and the L protein ICP5 (Supplementary Fig. 1a).
Remodeling of human DNA (hDNA) started as early as 1 hpi and con-
tinued to condense until it reached a state of very high compaction at
8 hpi (Fig. 1b). This compaction was accompanied by a change in the
hDNA spatial distribution inside the nucleus, with it becoming highly
condensed in the nuclear periphery, as previously described29–31,60,
with a few accumulations in the center of the nucleus, which were
visible at 8 hpi. The same host DNA compaction and spatial distribu-
tion was also confirmed in human fibroblasts (hFibs) upon HSV-1
infection (Supplementary Fig. 1b).

We then analyzed the spatial organization of the human genome
by Voronoi tessellation quantitative analysis. Voronoi analysis uses
single localizations as seeds for Voronoi polygon areas (tessels). The
area of each tessel is inversely proportional to the DNA density, and it
has been proven to be an accurate tool for measuring DNA
compaction5,61,62. We found a clear increase in the density distribution
of hDNA at the different times post-infection, with a maximum level at
8 hpi (Fig. 1c). The relocation of hDNA left hDNA-free areas inside the
nucleoplasm thatweremeasuredbyblack space analysis63. These areas
occupied 40.2% of the whole nuclear area at 3 hpi, and 70.4% at 8 hpi
(Fig. 1d). We next investigated whether the free spacewas occupied by
the VRCs by co-visualizing the hDNA together with viral protein ICP4
using STORM-PAINT5. As the infection progressed, we could clearly
distinguish two compartments inside the nucleus: the VRC and the
nuclear volume occupied by the hDNA, which we named host com-
partment (HC). The VRCs started to form between 1 hpi and 3 hpi, and
contained little if any hDNA (Fig. 1e).

As nucleosome organization can affect the compaction of hDNA,
and H1 linker histone was reported to be excluded from VRCs64, we
next investigated the spatial distribution of the histone H3 and hDNA
during HSV-1 infection. H3 is a nucleosome core histone, hence we
used it as a proxy to reveal nucleosome arrangement within the
chromatin fiber. STORM-PAINT co-imaging of the hDNA and H3
showed at the nanometric level that H3 was tightly associated with
hDNA and occupied the same nuclear area (Fig. 1f and Supplementary
Fig. 1c, d). As expected, and using a previously developed cluster
identification algorithm3 (Supplementary Fig. 1e, Supplementary
Note 1), we found that H3 in mock-infected cells (herein, mock cells)
was clustered in discrete and spatially separated nucleosome
clutches3,5. During the infection progression, our results show a severe
reorganization of the hDNA and the nucleosome clutches, with high-
density accumulations of the chromatin fibers at the nuclear edge
(Fig. 1f). This reorganization correlated with the expansion of hDNA-
free and H3-free nuclear areas quantified by black space analysis63

(Fig. 1g). From 3 hpi onwards, we could clearly distinguish VRCs and
HC. By calculating the ratio of H3 clusters in the HC over the total
number of H3 clusters in the whole nucleus area, we found that 94.8%
and 95.9% of the H3 clusters localized in the HC at 3 hpi and 8 hpi,
respectively (Fig. 1h). Our results indicate that histones are mostly
absent in the VRC, consistently with previous works64,65. Notably,
during latent infection, HSV-1 has been reported to associate with
histones66–68, and in one study, although histones were reported to
associate with the viral genome during lytic infection, this association
decreased at late stages post-infection69. From 3 hpi onwards, we
observed denser and bigger nucleosome clutches within the HC
(Fig. 1i, j). To address whether HSV-1 infection altered the packaging of
the DNA around clutches, we analyzed the density of hDNA as a
measure of the distance to the center of the H3 clutches. The hDNA
density increased showing a progressively tighter association of hDNA
to nucleosomes at later times post-infection (Fig. 1k). These results
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suggest that both hDNA and nucleosome clutches undergo a major
coupled compaction during infection, and that nucleosome histones
remain tightly associated with hDNA.

Next, we investigated whether the compaction of the human
chromatin was due to global heterochromatinization or to changes of
a subset of epigenetic modifications induced by HSV-1 infection. We
used STORM imaging to analyze the distribution and abundance of the

heterochromatin-specific histone markers H3K27me370,71 and
H3K9me372,73, as well as the active chromatin marker H3K9ac74 and
total H3 (Fig. 1l–o, Supplementary Fig. 2 and 3, see also Supplementary
Note 2). As the infection progressed, H3 clusters re-localized and
became closer to the edge of the nucleus, while some clusters accu-
mulated in the central part of the nucleoplasm, as expected (Supple-
mentary Fig. 2a). H3K27me3 andH3K9me3 showed a defined clustered
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pattern (Supplementary Fig. 2b,c), with clusters packed at the per-
ipheral and central regions of the nucleus, in accordancewith previous
reports showing that heterochromatin markers are excluded from the
VRCs64. Similarly, H3K9ac was barely present in the VRCs, while it
remains associated with hDNA, in line with previous observations75

(Supplementary Fig. 2d). Using quantitative analysis, we determined
that the percentage of the histone-free area increased at comparable
level (Fig. 1l and Supplementary Fig. 3a-c). As the chromatin got
compacted, the cluster densities of H3, H3K27me3, H3K9me3, and
H3K9ac increased significantly at 3 hpi, and these high densities were
maintained at 8 hpi (Fig. 1m andSupplementary Fig. 3d-f). As expected,
the number of H3 localizations per cluster and cluster areas sig-
nificantly increased during HSV-1 infection (Supplementary Fig. 3g, j);
in contrast, H3K27me3 and H3K9me3 localizations per cluster and
cluster areas remained comparable with those of mock cells (Fig. 1n, o
and Supplementary Fig. 3h, k). This suggests that the inspected het-
erochromatin marks were not globally altered by the progression of
HSV-1 infection. We also found a transient significant increase of
H3K9ac localizations per cluster and cluster areas at early times post-
infection, likely due to an early antiviral immune response (Supple-
mentary Fig. 3i, l). However, at late times post-infection, H3K9ac
clusters were similar to those in mock cells, further suggesting that
HSV-1 did not alter the active H3K9ac epigenetic marks while infection
progressed. Although previous works have shown that inhibition of
histonemark deposition can have profound effects on the progression
of infection76,77, our results indicate that the observed chromatin
compaction is not accompanied by global changes in the analyzed
epigenetic chromatin markers, making their involvement in human
chromatin compaction unlikely.

Sequestering of RNAP II phSer5 from HC to VRCs is associated
with human genome condensation
It is known that RNAP II is sequestered from the host genome upon
HSV-1 infection47,78. The viral IE protein ICP22 triggers the selective loss
of the elongating RNAP II phSer279, reducing its occupancy across the
gene body80. However, during HSV-1 infection, the serine
5-phosphorylated form of RNAP II (RNAP II phSer5), which serves as a
marker of transcription initiation, ismaintained and participates in the
promoter clearance and transcription elongation of the viral
genes41,81,82. Previous studies have suggested that RNAP II phSer5 and

hypophosphorylated RNAP II are recruited to the VRC, while RNAP II
phSer2 is either excluded or degraded via proteasomal degradation79.
This mirrors the response to double-strand breaks (DSB), which also
lead to Rpb1 proteasomal degradation, with amore pronounced effect
on the elongating RNAP II phSer2 form83,84. Not only does the stress
induced by DSB resembles HSV-1 infection, but salt stress and heat
shock have been reported to decrease transcription in the same active
compartments that are repressed during HSV-1 infection76.

To study the link between RNAP II hijacking and the compaction
of the host genomeat the nanoscale, we co-imagedRNAP II phSer5 and
hDNA with STORM-PAINT (Fig. 2a). In mock A549 cells and in hFibs,
RNAP II phSer5 displayed a heterogeneous pattern with clusters of
different sizes associated with hDNA and was distributed across the
whole nucleus, with a few localizations in the nuclear edge and in the
nucleoli (Fig. 2a and Supplementary Fig. 4a). From 3 hpi onwards, as
the chromatin compacted, RNAP II phSer5 was hijacked to the VRCs
and gradually unloaded from the human genome. RNAP II phSer5
clusters in the VRCs becameprogressivelybigger anddenser, while the
clusters on the human genome became smaller and sparser (Fig. 2a
and Supplementary Fig. 4a). Of note, we observed some large aggre-
gates of RNAP II phSer5 clusters at the interphase between viral and
host compartments at late times post-infection (Fig. 2a and Supple-
mentary Fig. 4a, arrowheads). These aggregates did not co-localize
with ICP4 (Supplementary Fig. 4b) or Viral-Induced Chaperone-Enri-
ched (VICE) domains85 (Supplementary Fig. 4c), thereby excluding
they were the same domains, and further establishing RNAP II blobs as
a feature of HSV-1 infection. The 3D-rendered spatial distribution of
RNAP II phSer5 alongwith hDNA at 8 hpi clearly shows that RNAP IIwas
sequestered out of the compacted hDNA (Supplementary
Movies 1 and 2).

The percentage of RNAP II phSer5 clusters inside the VRCs at 3 hpi
was 52.8%, reaching 72.0% at 8 hpi (Fig. 2b). Moreover, the number of
RNAP II phSer5 localizations per cluster and its cluster area inside the
VRC significantly increased from 3 hpi onwards (Fig. 2a, c, d). Inter-
estingly, although the number of RNAP II phSer5 localizations per
cluster in the HC barely changed, the cluster area decreased and the
nearest neighbor distance (NND) highly increased from 3 hpi onwards,
indicating a sparser organization of RNAP II in the HC (Fig. 2c–e).
Overall, these results show thatRNAP II phSer5 is sequestered from the
HC and, from 3 hpi onwards, it aggregates inside the VRCs into larger

Fig. 1 | Host chromatin undergoes high compaction without epigenetic chan-
ges at different times post HSV-1 infection. a Scheme showing hDNA labeling.
A549 cells were cultured in medium supplemented with 5 µM EdC for 64 h before
HSV-1 infection to ensure the complete labeling of the whole cellular DNA. Cells
were infected with HSV-1 (MOI = 3), and fixed at different times post infection.
Samples were then labeled with the azide-Alexa 647 (AF647). b Representative
STORM density rendering images of hDNA in mock or HSV-1 infected A549 cells.
Top: Whole nucleus. Scale bar: 2 µm. Bottom: Zoomed-in regions are shown in
yellow boxes. Scale bar: 200nm. Differences in DNA density follow the color scale
bar; top: 0.00001 nm−2 (dark blue) to 0.01281 nm−2 (white); bottom: 0.00001 nm−2

(dark blue) to 0.02001 nm−2 (white). c Cumulative distribution of the Voronoi
polygon densities for hDNA distribution in mock (n = 29), and HSV-1 infected cells
at 1 hpi (n = 27), 3 hpi (n = 27), and 8 hpi (n = 45). Thick lines show the median and
light colors, the interquartile range. ns, p >0.05; ****p <0.0001, calculated by
ordinary one-way ANOVA followed by Dunnet’s multiple comparison test against
mock. d Percentage of hDNA-free area per nucleus of EdC-AF647 labeled hDNA in
mock (n = 29), and HSV-1 infected cells at 1 hpi (n = 27), 3 hpi (n = 27), and 8 hpi
(n = 45). Mean and SD represented; ns, p >0.05; ****p <0.0001, calculated by
ordinary one-way ANOVA followed by Dunnett’s multiple comparison test against
mock.eCropped representative STORM-PAINT imagesof EdC-AF647 labeledhDNA
(magenta), immunolabeled ICP4 (cyan), and their merge in mock and HSV-1
infected cells. Yellow dotted line delimits the location of HC and VRCs. Scale bar:
2 µm f (Top) Cropped representative STORM-PAINT images of EdC-AF647 labeled
hDNA (magenta), immunolabeled H3 (green), and their merge in mock and HSV-1
infected A549 cells. Scale bar: 2 µm. (Bottom) Zoomed-in regions are shown inside

yellow boxes. Scale bar: 200nm. g Percentage of hDNA-free and H3-free areas per
nucleus quantified from SR images ofmock (n = 16), or HSV-1 infected A549 cells at
1 hpi (n = 13), 3 hpi (n = 16), and 8 hpi (n = 19). Mean and SD are represented. ns,
p >0.05; **p <0.01; ***p <0.001; ****p <0.0001, calculated by ordinary one-way
ANOVA followed by Dunnett’s multiple comparison test against hDNA or H3mock,
correspondingly. h Percentage of H3 clusters located in the HC over the whole
nucleus at 3 hpi (n = 16) and 8 hpi (n = 19) inHSV-1 infectedA549 cells. Mean and SD
are shown. ns, p >0.05, calculated by unpaired, two-tailed Student’s t test. i, j Dot
plots showing the median number of localizations per cluster (i) and the median
area per cluster (j) in mock (n = 16), and HSV-1 infected cells at 1 hpi (n = 13), 3 hpi
(n = 16), and 8 hpi (n = 19). Analysis performed onH3 clusters localized in the whole
nucleus for mock and 1 hpi and in the HC for 3 hpi and 8 hpi. Mean and SD are
shown. ns, p >0.05; *p <0.05; **p <0.01; ***p <0.001, calculated by ordinary one-
way ANOVA followed byDunnett’smultiple comparison test againstmock. k hDNA
density as a function of the distance from the center of the H3 clutch in mock
(n = 12), and HSV-1 infected cells at 1 hpi (n = 8), 3 hpi (n = 16), and 8 hpi (n = 18).
Density is measured inside rings of increasing search radii. Mean and SD shown.
l-o Dot plots showing the percentage of histone-free area (l), the cluster density
(m), median localizations per cluster (n) and median area per cluster (o) for
H3K27me3 in HSV-1 infected A549 cells. Mock (n = 13), 1 hpi (n = 11), 3 hpi (n = 10), 4
hpi (n = 9), 6 hpi (n = 13), 8 hpi (n = 12). Mean and SD are shown. ns, p >0.05;
**p <0.01; ****p <0.0001, calculated by ordinary one-way ANOVA followed by
Dunnett’s multiple comparison test against mock. Source data are provided as a
Source Data file. p values are indicated in Supplementary Data 1.
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Fig. 2 | ICP4-mediated sequestration of RNAP II phSer5 out of the HC is
necessary for hDNA compaction. a (Left) Cropped representative STORM-PAINT
images of EdC-AF647 labeled hDNA (magenta), immunolabeled RNAP II phSer5
(green), and their merge inmock andHSV-1 infected A549 cells at 1 hpi, 3 hpi, and 8
hpi. Yellow arrowheads indicate large aggregatesof RNAP II phSer5. Scale bar: 2 µm.
(Right) Zoomed-in regions are shown in yellow boxes. Scale bar: 200 nm.
b Percentage of RNAP II phSer5 clusters located in VRCs over the whole nucleus in
HSV-1 infected A549 cells at 3 hpi (n = 20), and 8 hpi (n = 14). Mean and SD are
shown. **p <0.01, calculated by unpaired, two-tailed Student’s t test. c–e Dot plots
showing the median number of RNAP II phSer5 localizations per cluster (c), the
median area per cluster (d) and theNNDbetween clusters (e), formock (n = 44) and
HSV-1 infected A549 cells at 1 hpi (n = 32), 2 hpi (HC, n = 15; VRC, n = 8), 3 hpi (HC,
n = 20; VRC, n = 20), and 8 hpi (HC, n = 14; VRC, n = 28).Mean and SD are shown. ns,
p >0.05; *p <0.05; ***p <0.001; ****p <0.0001; calculated by ordinary one-way
ANOVA followed by Dunnett’s multiple comparison test against mock.
f Representative conventional images of hDNA (magenta), conventional ICP4
(cyan), and cropped STORM images of RNAP II phSer5 (green), in mock, HSV-1

infected cells and HSV-1 n12 infected cells at 3 and 8 hpi. Scale bar: 2 µm.
g Representative STORM density rendering images of hDNA in mock or HSV-1 WT
and HSV-1 n12 infected A549 cells. Scale bar: 2 µm. Differences in DNA density
follow the color scale bar; top: 0.00001 nm−2 (dark blue) to 0.01518 nm−2 (white).
h Cumulative distribution of the Voronoi polygon densities for hDNA distribution
in mock, HSV-1 and HSV-1 n12 infected cells at 3 hpi and 8 hpi. Mock (n = 24), 3 hpi
WT (n = 22), 3 hpi n12 (n = 32), 8 hpiWT (n = 26), 8 hpi n12 (n = 24). Thick lines show
the median and light colors, the interquartile range. ns, p >0.05; **p <0.001,
***p <0.001, calculated by ordinary one-way ANOVA followed by Dunnet’s multiple
comparison test against mock. i Percentage of hDNA-free area per nucleus of EdC-
AF647 labeled hDNA inmock, HSV-1 WT and HSV-1 n12 infected cells at 3 hpi and 8
hpi. Mock (n = 24), 3 hpi WT (n = 22), 3 hpi n12 (n = 32), 8 hpi WT (n = 26), 8 hpi n12
(n = 24). Mean and SD represented; ns, p >0.05; ****p <0.0001, calculated by
ordinary one-way ANOVA followed by Dunnett’s multiple comparison test against
mock. Source data are provided as a Source Data file. p-values are indicated in
Supplementary Data 1.
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clusters including an increased number of molecules as compared to
the HC clusters.

The RNAP II sequestering along with the host DNA condensation
phenocopy previous results where hDNA compaction was induced
upon chemical inhibition of transcription or by RNAP II degradation22.
We then compared the effects of chemical inhibition of transcription
and viral replication in HSV-1 infected cell using actinomycin D (ActD)
and phosphonoacetic acid (PAA), respectively (Supplementary
Fig. 4d). As previously reported22, in non-infected cells, the ActD-
mediated inhibition of transcription led to the compaction of hDNA
(Supplementary Fig. 4e,f) and the formation of hDNA-free areas
(Supplementary Fig. 4g). This is comparable to what we observed in
HSV-1 infected, untreated cells. In HSV-1 infected cells, ActD treatment
induced hDNA compaction (Supplementary Fig. 4e,f) and hampered
the expression of the IE viral protein ICP4 (Supplementary Fig. 4e).
Conversely, PAA-mediated inhibitionof viral replication did not induce
hDNA compaction (Supplementary Fig. 4e,f) or the formation of
hDNA-free areas (Supplementary Fig. 4g). Notably, due to the inhibi-
tion of replication, the number of viral genomecopies did not increase.
Consequently, fewer viral genomes were available to load RNAP II. As a
result, PAA treatment not only inhibits viral replication but also pre-
vents the viral transcriptional takeover, thereby preserving transcrip-
tional activity in thehost genome. These results suggest that theHSV-1-
mediated RNAP II hijacking leads to hDNAcompaction,mirroringActD
mediated inhibition of transcription.

To further demonstrate the relationship between transcriptional
machinery hijacking and host chromatin compaction, we used a HSV-1
mutant strain coding for a truncated, non-functional form of ICP4
(HSV-1 n12 strain)86, which cannot recruit RNAP II from host genes41. As
expected, n12 mutant failed to hijack RNAP II (Fig. 2f). Moreover,
infectionwith n12mutant did not inducehDNA compaction (Fig. 2g, h)
or the formation of hDNA-free areas (Fig. 2i), even at 8 hpi. These
results suggest that hampering the sequestering of RNAP II affects the
compaction of host chromatin.

As control, we confirmed that the infection with n12 in E5 cells,
which express ICP4, restored the RNAP II hijacking and the hDNA
compaction comparable to HSV-1 WT infection (Supplementary
Fig. 4h). Our results indicate that ICP4-mediated hijacking of RNAP II
induces host DNA compaction.

Next, we performed STORM-PAINT experiments to co-image
RNAP II with viral DNA (vDNA). To label newly replicated HSV-1 gen-
omes, we cultured infected cells for only 1 hwith EdC before fixation at
the different time points post infection (Fig. 3a). As early as 2 hpi, the
sequestered RNAP II localized with vDNA in the newly formed VRCs
(Fig. 3b). As the infection progressed, RNAP II was progressively
entrapped in the VRCs, and associated with the vDNA. Alongside this,
the synthesis of new viral genomes progressively increased (Fig. 3c).

It has been reported that after capsid exit and nuclear import,
prelabeled HSV-1 infecting viral genomes undergo progressive
decondensation as viral transcription begins87. Here, we aimed to
study the characteristics of newly replicated viral genomes at different
times post infection; therefore, EdC was incorporated at the corre-
sponding times (Fig. 3a). Newly replicated viral genomes appeared less
compacted than the highly condensed hDNA and were arranged in a
cluster-like distribution (Fig. 3b). The increase in vDNA cluster density
at late times post-infection, when the VRC area has expanded,
demonstrates a significant rise in the number of replicating viral gen-
omes (Fig. 3c). Despite the increase in replicated genomes, the char-
acteristics of the vDNA clusters remained relatively unaltered during
the course of the infection. The vDNA clusters were formed by 10.2,
9.3, and 9.4 mean localizations per cluster at 2, 3, and 8 hpi, respec-
tively (Fig. 3d), with cluster areas of 445.3, 408.2, and 453.1 nm2 at each
respective timepoint (Fig. 3e). These results show that the vDNA
organization of newly replicated vDNA was constant inside the VRCs
and did not change during the course of infection, despite the

increased number of viral genomes. The constant and unchanged
organization of newly replicated vDNA suggests that each of the
visualized clusters might correspond to a single viral genome. How-
ever, we could not exclude that this homogeneity of viral genome
clusters was due to the limitation of incorporating EdC for just one
hour that we carried out to label the newly synthesized genomes.
Hence, we aimed to visualize all the viral genomes in the nuclei.

We then used OligoSTORM59 and a library of specific oligonu-
cleotides to label and analyze the total viral DNA present in the nuclei
(Supplementary Fig. 5a). We confirmed that despite the increase in
viral molecules as infection progressed, the vDNA cluster character-
istics were comparable at all timepoints (Supplementary Fig. 5b-e),
suggesting thatwe successfully labeled clustersof single viral genomes
in progressively denser VRCs.

We then investigated the topological interactions of newly repli-
cated vDNAmolecules with the RNAP II phSer5 within VRCs.We paired
each RNAP II phSer5 cluster with its closest vDNA cluster, measuring
thedistancebetweenbothmolecules (Fig. 3f). Due to thedifferences in
the relative abundance and nature of thesemolecules, we additionally
performed the analysis in the opposite direction, pairing the vDNA
clusters with their closest RNAP II phSer5 cluster (Fig. 3g). RNAP II
phSer5 clusters were significantly associated with vDNA molecules as
compared to a randomNND simulation (Fig. 3f). RNAP II phSer5–vDNA
pairs were associated at a median distance of 79.5 nm at 8 hpi, with a
maximum peak of association at 25–35 nm. We determined that 54.4%
(2 hpi), 41.1% (3 hpi), and 59.7% (8 hpi) of the RNAP II phSer5 clusters
were closer than 100 nm to the newly produced vDNA molecules.
Moreover, as only the vDNAmolecules replicated in the 1 h pre-fixation
were labeled, we cannot rule out that the rest of the population of
active RNAP II was also associated with non-labeled viral molecules.
Similarly, newly synthesized vDNA molecules were in significantly
close association with RNAP II phSer5 clusters (Fig. 3g). vDNA-RNAP II
phSer5 pairs associated within distances of 40-60 nm in all three
timepoints. As a result, 68.1% (2 hpi), 54.2% (3 hpi), and 66.6% (8hpi) of
the vDNA clusters were closer than 100nm and interacted with active
RNAP II phSer5 clusters. These data show that at all times post-infec-
tion, a high percentage of newly replicated vDNA molecules were
associated with active RNAP II and were therefore likely to be tran-
scriptionally active, suggesting that a high transcription activity is
coupled with viral replication, consistent with previous reports88.

Sequestered RNAP II produces large and dense RNA nanodo-
mains in VRCs
To investigate the transcriptional activity during infection, nascent
RNA was co-imaged using a modified STORM technique that we pre-
viously developed23 (Fig. 4a). Nascent RNA was organized in compar-
able nanodomains in both mock and 1 hpi cells (Fig. 4b). At 3 hpi, the
majority of RNAP II was entrapped in the VRCs along with the increase
of nascent RNA; however, a substantial fraction of RNAP II still
remained in the HC. At 8 hpi, nearly all the newly transcribed RNA
overlappedwith the activeRNAP II in VRCs (Fig. 4b). Newly synthesized
RNAs and hDNA did not overlap at late times post-infection (Fig. 4c).
The density of the RNA nanodomains largely increased in the
expanding VRCs as compared to the shrinking HC, suggesting a tran-
scriptional switch from the HC to the VRC (Fig. 4d). Despite the
reduction of total HC area, RNA nanodomain density in the HC
remained unaltered, which is consistentwith a global reduction in host
transcription. In contrast, in the expanding VRCs, the density of RNA
nanodomains triplicated at 8 hpi (Fig. 4d), suggesting increased viral
transcription. Finally, the number of localizations per RNA nanodo-
main and their areas increased at 3 hpi, but largely increased even
more at 8 hpi in VRC (Fig. 4e, f).

Changes in transcriptional activity were analyzed with poly(A)
RNA-seq, which showed a great reduction of human transcripts of up
to 9.69% ± 0.22% of total transcription at 8 hpi (Fig. 4g). Although this
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reduction in host transcriptome is also influenced by the HSV-1
endonuclease virion host shutoff (vhs), it has been reported that vhs-
mediated RNA decay activity degrades only around 30% of cellular
mRNAs. Moreover, total RNA changes in cells infected by HSV-1
mutants, which were defective of vhs, were dominated by the global
RNAP II loss54. Our data together with previous studies suggest that
some of the observed changes in the host and viral poly(A) transcripts

could arise from RNAP II hijacking upon HSV-1 infection. This pro-
gressive reduction in human gene expression did not equally affect all
genes, as a small population of genes displayed higher transcripts per
million (TPM) after infection (Fig. 4h–j). This transcriptional shutoff
confirmed our super-resolution (SR) data that show that an HC-to-VRC
transcription switch occurs in parallel to the sequestration of the
initiating RNAP II from hDNA along with the hDNA condensation.
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To further evaluate transcriptional changes upon HSV-1 infection,
we performed differential gene expression analysis using DESeq289,90

(Supplementary Fig. 6a, seeMethods).We found an increasing number
of differentially expressed genes as the infection progressed (Supple-
mentary Fig. 6b). Thismodulation of the human gene expression is not
linear during the infection. We observed different clusters of DESeq2-
upregulated genes at different timepoints (Supplementary Fig. 6c),
which even if named as upregulated from here on, in reality, are genes
less downregulated with respect to the global average (see Supple-
mentary Fig. 6a and Methods). Some genes were upregulated only in
the IE, E, or L phase, and others were upregulated in more than one of
these phases (Supplementary Fig. 6d). At 1 hpi, most of the upregu-
lated genes were related to immune response and signaling; while, at
later timepoints, they were mostly involved in biosynthetic pathways,
protein degradation and chromatin/transcription-related proteins, in
accordance with previous studies91,92 (Supplementary Fig. 6e-g).
Remarkably, in the group of upregulated genes, we found several
genes encoding subunits of the RNAP II complex (Fig. 4k and Sup-
plementary Fig. 6h).

Cohesin is partially sequestered from theHCand associateswith
the HSV-1 genome as the infection progresses
We previously showed that RNAP II inhibition in human cells resulted
in chromatin compaction but also in the partial removal of cohesin
from hDNA22. Interestingly, HSV-1 infection induces a similar pheno-
type. Moreover, cohesin was found in VRCs during HSV-1 infection46.
However, we observed a significant downregulation of cohesin
expression (Fig. 4k and Supplementary Fig. 6h). Hence, to study the
hijacking of the cohesin upon HSV-1 infection at the nanoscale, we co-
imaged the cohesin subunit SMC3 with hDNA or vDNA by STORM-
PAINT (Fig. 5). InA549mockcells, SMC3 strongly interactedwith hDNA
forming clusters of heterogeneous shapes and sizes (Fig. 5a). As the
infection progressed, larger SMC3 clusters preferentially localized in
VRCs where they associated with vDNA (Fig. 5b). The percentages of
cohesin clusters sequestered into VRCs were 34.1% at 3 hpi, and 59.3%
at 8 hpi (Fig. 5c). This sequestration is similar but less pronounced than
that observed for RNAP II (Fig. 2b). Both the number of localizations
per cluster and the cluster areas of SMC3 increased when cohesin was
associated with vDNA at 3 and 8 hpi in the VRCs, indicating that SMC3
clusters in these compartments contained, on average, a larger num-
ber of cohesin molecules as compared to the HC clusters (Fig. 5d, e).
Interestingly, while the overall SMC3 cluster area in the HC did not
markedly change (Fig. 5e), the SMC3 clusters within the HC became
sparser and the NND increased (Fig. 5f). Radial density analysis of
cohesin with hDNA shows that hDNA is consistently more densely
concentrated in the 20–160 nm range from the center of the SMC3
clusters, with a gradual density decrease, from 3 hpi onwards (Fig. 5g).
This result indicates that, although cohesin is partiallyhijackedbyHSV-
1, the cohesin remaining in theHC is still loaded onto the hDNA, whose
density increased due to the chromatin compaction. Similarly to A549
cell, HSV-1 infection of hFibs induced the sequestering of SMC3 to the
VRCs (Supplementary Fig. 7a). Finally, to confirm whether hijacking of

the transcriptional machinery affects the sequestering of SMC3 by
HSV-1, we used the n12mutant. Infection of A549 cells with n12 did not
trigger SMC3 hijacking (Supplementary Fig. 7b).

To topologically characterize the inter-relation between cohesin
and vDNA inside VRCs, we analyzed pair-distributions of NNDbetween
the two molecules (Fig. 5h, i). The measured pair-distributions were
significantly closer than those of the random distribution simulation.
Of note, SMC3 clusters were strongly associated with newly synthe-
sized vDNA molecules at a similar distance in the three timepoints,
with up to 69.8% (3 hpi) and 88.2% (8 hpi) of the SMC3 clusters asso-
ciated at less than 100nm with a newly replicated vDNA cluster
(Fig. 5h). This association progressively increased during infection,
with amaximumpeakof 15–25 nmat 8 hpi. Surprisingly, vDNA showed
a less prevalent association with cohesin (Fig. 5i). The median NND of
vDNA-SMC3 pairs was 171.4 nm at 8 hpi, with a broad peak ranging
from 100 to 150nm for the three timepoints. Of the total number of
newly replicated vDNA clusters identified, only 23.1% (2 hpi), 29.2% (3
hpi), or 23.8% (8 hpi) were associated closer than 100 nm to an SMC3
cluster. These results suggest that cohesin is sequestered from the HC,
but that not all the viral genomes incorporate cohesin.

Interactions between human and viral genomes rewire human
chromatin structure and transcription activity
We next measured chromatin structure and interactions by Hi-C in
HSV-1 infected cells to study how HSV-1–induced loss of RNAP II and
cohesin from hDNA affects the host chromatin 3D organization, and
whether chromatin compaction is a non-random process. First, we
confirmed the reproducibility of our results by Pearson Correlation
Analysis (Supplementary Fig. 8a,b). Long-range interactions were
maintained up to 8 hpi, despite the major condensation of the host
chromatin (Fig. 6a). We found that the cis-interactions were clearly
maintained in each chromosome during infection (Supplementary
Fig. 8c), indicating that chromosomal territories are conserved. How-
ever, the pattern of inter-chromosomal contacts was partially lost at 8
hpi (Supplementary Fig. 8d), reflecting a partial, stochastic rearran-
gement of chromosome positioning at this timepoint. Similarly, cis-
chromosomal contacts were blurred at 8 hpi (Supplementary Fig. 8e).
Nevertheless, A/B compartments were identifiable, with little altera-
tions from those in mock cells (Fig. 6b, Supplementary Fig. 8f). Seg-
regation between compartments progressively increased at 1 and 3
hpi, in agreement with previous works showing strengthened com-
partmentalization after cohesin degradation93–95, but it strongly
decreased at 8 hpi (Fig. 6c). Overall, this indicates that chromatin
compartmentalization is mostly maintained during the infection, with
no major changes due to chromatin compaction. This result is in
agreement with the lack of epigenetic changes during infection (Sup-
plementary Fig. 2, 3).

Conversely, we found rearrangement of TAD and loop structures,
even at very early times post infection (Fig. 6d–h, Supplementary
Fig. 8g-l). TAD insulation and borders were maintained at early times
post-infection, falling drastically at 8 hpi (Fig. 6d and Supplementary
Fig. 8g). We observed a prominent rearrangement of TADs and loops

Fig. 3 | RNAP II phSer5 progressively associates to viral genomes. a Scheme
showing the labeling of newly replicated viral DNA. A549 cells were infected with
HSV-1 for 1 h at 37 °C. At the chosen times post infection, the medium was sup-
plemented with 40 µM EdC for 1 h before fixation. Cells were fixed and click
chemistry was performed. Only the DNA replicated during this 1 h could incorpo-
rate EdC, ensuring the exclusive labeling of the vDNA synthetized at the timepoints
of interest. b (Left) Cropped representative STORM-PAINT images of EdC-AF647
labeled newly replicated vDNA (magenta), immunolabeled RNAP II phSer5 (green),
and their merge in mock and HSV-1 infected A549 cells. Scale bar: 2 µm. (Right).
Zoomed-in regions are shown in yellow boxes. Scale bar: 200 nm. c–e Dot plots
showing newly replicated vDNA cluster density (c), median number of localizations
per vDNA cluster (d) andmedian area per vDNA cluster (e) for HSV-1 infected A549

cells at 2 hpi (n = 14), 3 hpi (n = 19), and 8 hpi (n = 28). Mean and SD are shown. ns,
p >0.05; **p <0.01; ***p <0.001; calculated by ordinary one-way ANOVA followed
by Tukey’s multiple comparison test. f, g Nearest neighbor distance (NND) dis-
tribution plot of the distance between RNAP II phSer5 and newly replicated vDNA
clusters, using either active polymerase (f) or vDNA (g) as the origin, in HSV-1
infected A549 cells at 2 hpi (n = 8), 3 hpi (n = 19) and 8 hpi (n = 28). Experimental
data are shown as continuous lines, random simulated data are displayed as dotted
lines. The dotted line at 100nm represents the threshold for considering that the
two clusters interact. **p <0.01; ***p <0.001; ****p <0.0001; calculated by paired,
two-tailed Student’s t test. Source data are provided as a Source Data file. p-values
are indicated in Supplementary Data 1.
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from 1 hpi onwards (Fig. 6e, g). Most of the newly formed TADs and
loops were unique for each time point. At 8 hpi, we saw an overall
decrease of TADs and loops (Fig. 6f, h, Supplementary Fig. 8h-j) with
many of them being newly formed (Fig. 6e–h). Furthermore, we found
that TADs and loops became bigger at late times post-infection (Sup-
plementary Fig. 8k, l). While both lost and newly formed TADs and
loopswereof similar size at 1 and 3hpi; at 8 hpi the newly formedTADs
and loops show a larger size than the lost ones (Supplementary
Fig. 8m,n), resulting into an increase in the total TAD and loop sizes.

The overall loss of TADs and loops at 8 hpi can be correlated with the
loss of cohesin and CTCF from the HC (Fig. 5a, b, and Supplementary
Fig. 8o). The internal organization and identity of TADs and loopswere
significantly altered, showcasing the capability of HSV-1 to dynamically
rearrange the host chromatin.

We then explored the trans-interactions between the human and
the viral genomes at the interphase between HC and VRCs. Strikingly,
we detected interactions between the two genomes (Supplementary
Table 1), which appeared to be non-random. At 1 hpi, viral genomes

Fig. 4 | VRCs become highly transcriptionally active concomitantly with RNAP
II sequestering and human chromatin compaction. a Scheme showing the
labeling of the nascent transcriptome. A549 cells were infected with HSV-1 for 1 h at
37 °C. Cells were incubated in medium with 1mM EU for 30min. Only the newly
transcribed RNA is labeled. b Cropped representative STORM images of EU-AF647
labeled RNA (magenta), conventional images of immunolabeled RNAP II phSer5
(green), and their merge in mock and HSV-1 infected A549 cells. Scale bar: 2 µm.
(Right). Zoom of the RNA regions inside the yellow boxes. Scale bar: 200 nm.
c Conventional image of EU-AF647 labeled RNA (magenta) and DAPI labeled DNA
(cyan) in A549 cells at 8 h post HSV-1 infection. Scale bar: 5 µm. d–f Dot plots
showing the RNA nanodomain density (d), the median number of localizations per
RNAnanodomain (e) and themedian area per RNAnanodomain (f) inmock (n = 19)

andHSV-1 infectedA549cells at 1 hpi (n = 18), 3 hpi (n = 18), and 8hpi (n = 30).Mean
and SD are shown. ns, p >0.05; **p <0.01; ***p <0.001; ****p <0.0001, calculated by
ordinary one-way ANOVA followed by Dunnett’s multiple comparison test against
mock. g Percentage of total TPM belonging to human (orange) or viral (blue)
transcripts in mock and HSV-1 infected A549 cells at 1, 3, and 8 hpi. n = 3 for each
condition. Mean and SD are shown. h–j Scatter plots showing the levels of mRNA
expression of protein coding genes observed in the mock condition versus 1 (h), 3
(i) and 8 (j) hpi. Dotted red line shows the regression. k Heatmap showing the
averaged z-score of genes of interest in mock and HSV-1 infected cells at 1, 3, or 8
hpi, after DESeq2 analysis. Source data are provided as a Source Data file. p-values
are indicated in Supplementary Data 1.
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mainly contacted peripheral chromosomes (Supplementary Fig. 9a).
This trans-interaction pattern changed at 3 and 8 hpi, at which points
the viral genome preferentially interacted with gene-rich chromo-
somes, such as chromosome 19. Conversely, we found that the unique
short region (US) of the virus was slightly enriched in contacts with the
human genome, although the contact pattern was relatively homo-
geneous across the entire viral DNA (Supplementary Fig. 9b).

Next, we quantified the human–virus contacts and identified the
preferential contacting regions. Strikingly, from 3 hpi onwards, the
viral genome showed a significantly high frequency of contacts with
the host A compartment, reflecting a preferential organization of the
viral compartment towards active regions of the host genome (Fig. 7a).
Of note, HSV-1 genomes significantly contacted gene-rich regions in
both A and B compartments (Fig. 7b). Furthermore, regions containing
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Fig. 5 | SMC3 is sequestered out of the HC and associates with viral genomes.
a (Left) Cropped representative STORM-PAINT images of EdC-AF647 labeled hDNA
(magenta), immunolabeled SMC3 (green), and their merge in mock and HSV-1
infectedA549 cells. Scale bar: 2 µm. (Right). Zoomed-in regions are shown in yellow
boxes. Scale bar: 200nm. b (Left) Cropped representative nuclear STORM-PAINT
images of EdC-AF647 labeled vDNA (magenta), immunolabeled SMC3 (green), and
their merge in mock and HSV-1 infected A549 cells. Scale bar: 2 µm. (Right).
Zoomed-in regions are shown in yellow boxes. Scale bar: 200nm. c Percentage of
SMC3 clusters located in the VRC over the whole nucleus in HSV-1 infected A549
cells at 3 hpi (n = 34), and 8 hpi (n = 14). Mean and SD are shown. ****p <0.0001,
calculated by unpaired, two-tailed Student’s t test. d–f Dot plots showing the
median number of SMC3 localizations per cluster (d), median area per SMC3
cluster (e) and the NND between SMC3 clusters (f) for mock (n = 20) and HSV-1
infected A549 cells at 1 hpi (n = 19), 2 hpi (n = 13), 3 hpi (n = 50) and 8 hpi (n = 33).

Mean and SD are shown. ns, p >0.05; *p <0.05; **p <0.01; ****p <0.0001, calculated
by ordinary one-way ANOVA followed by Dunnett’s multiple comparison test
against mock. g hDNA density as a function of the distance from the center of the
SMC3 clusters in mock (n = 12), and HSV-1 infected cells at 1 hpi (n = 17), 3 hpi
(n = 21), and 8 hpi (n = 14). Density is measured inside rings of increasing search
radii. Mean and SD are shown. h, i Nearest Neighbor Distance (NND) distribution
plot of the distance between SMC3 and newly replicated vDNA clusters, taking
SMC3 (h) or vDNA (i) as the origin, in 2 hpi (n = 13), 3 hpi (n = 16), and 8 hpi (n = 19)
HSV-1 infectedA549 cells. Experimental data displayed as continuous lines, random
simulated data (control), as dotted lines. The dotted line at 100nm represents the
threshold to consider the two clusters interacting. **p <0.01; ****p <0.0001, cal-
culated by paired, two-tailed Student’s t test. Source data are provided as a Source
Data file. p-values are indicated in Supplementary Data 1.

Fig. 6 | TADsand loopsare rearrangedatdifferent timespost-infectionwhileA/
B compartments are maintained. a Contact frequencies (Log10 average nor-
malized counts) as a function of genome-wide distance for individual Hi-C repli-
cates obtained inmock and HSV-1 infected A549 cells at 1, 3 and 8 hpi. b Left. Plots
showing the eigenvector (PC1) obtained for chromosome 2 (100kb resolution) for
mock and HSV-1 infected A549 cells at 1, 3, or 8 hpi (compartments: A (blue), B
(yellow)). Right. Scatterplots showing the correlation between PC1 values for each
bin obtained for mock versus 1, 3, or 8 hpi. c Distribution of the compartmentali-
zation score (Contactswithin compartments/Contacts between compartments) for
mock and HSV-1 infected A549 cells at 1, 3, or 8 hpi. d Plot showing the average
insulation score at TAD boundaries (±300 kb) obtained for mock and HSV-1

infected cells at 1, 3, or 8 hpi. e, g Alluvial plot showing the number of created and
maintained TADs (e) and loops (g) in the transitions between mock and HSV-1
infectedA549 cells at 1, 3 and 8 hpi, with a tolerance of 50 kb. The yellowportion of
the bars represent the TADs or loops present in mock, the blue portion of the bars
represent the TADs or loops created at different times post-infection. f, h Plots
showing the number of TADs (f) and loops (h) maintained, lost and new at each
time point during infection, compared with mock, with a tolerance of 50 kb. Dark
yellow represents maintained loops, pale yellow represents lost loops, and blue
represents new loops in regards to mock. Source data are provided as a Source
Data file.
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Fig. 7 | Interactions between human and viral genomes rewire transcription
activity and loop formation. a Distribution of normalized human-virus contacts
for all bins (gray), bins within the B compartment (yellow), within the A compart-
ment (dark blue), containing downregulated genes (orange), or upregulated genes
(green) at each timepoint post infection. Plot shows diagram of box (25–75 per-
centiles) and whiskers (±1.5 x IQR) for genomic bins with outliers shown as indivi-
dual points and line atmedian. All bins from two biological replicates were pooled.
*p <0.05; ****p <0.0001, calculated by Kruskal-Wallis test followed by Dunn’s
multiple comparison test against whole genome. b Distribution of normalized
human-virus contacts for all 100kb bins within the A (dark blue) or B (yellow)
compartment according to their gene density at 8 hpi. *p <0.05; ****p <0.0001,
calculated by Kruskal-Wallis test followed by Dunn’s multiple comparison test
betweenA andB. Plot showsdiagramofbox (25–75 percentiles) andwhiskers (5–95
percentiles) for genomic bins with outliers shown as individual points and line at
median. All bins from two biological replicates were pooled. Statistical significance
of the number of genes over the human–virus contacts is p <0.0001, calculated
separately for A and B compartments by Kruskal-Wallis test (not included in the
plot). c,dHuman genomic regions (100kbbins) were ranked inquintiles according
to the quantity of human-virus contacts at each timepoint. c Percentage of bins

from A or B compartments found in each quintile. d Percentage of total (blue),
downregulated (orange), and upregulated (green) genes found in each quintile.
****p <0.0001 for chi-squared analysis of the distribution. e Overlap between
human genomic regions highly contacting with HSV-1 genome and highly upre-
gulated human genes at 8 hpi. A two-tailed hypergeometric test was used to eval-
uate the significance of the overlap between the two sets. f Gene ontology analysis
of the highly upregulated human genes at 8 hpi that belong to human genomic
regions highly contacting with HSV-1 genome. g Comparative profiling of a geno-
mic regionwith newly established loops at 8 hpi and the relationbetween (from top
to bottom) contact matrices for mock and 8 hpi, A/B compartments, human-virus
interaction score, differences in RNA transcription, insulation, ATAC-seq patterns
(green bars represent open chromatin regions that are consistent across all bio-
logical replicates for mock and 8 hpi HSV-1 infected cells), CTCF binding sites
(colors represent the direction of the motif), and the position of genes (RefSeq).
Marked genes belong to the overlapping group in (e). Blue arrowheads indicate
new loops. ATAC-seq data was analyzed from deposited GEO GSE18524096, green
regions represent areas of high accessibility. Source data are provided as a Source
Data file. p-values are indicated in Supplementary Data 1.
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transcriptionally upregulated human genes were found to contact the
viral genome even more frequently (Fig. 7a; see also Methods). We
hypothesized that the contacts of vDNA with specific genes in the A
compartment could rewire key interactions in the genomic structure
and, consequently, alter the transcriptional state.

To confirm this hypothesis, we divided the human genome into
quintiles on the basis of the number of its contacts with vDNA. The
most-interacting quintiles indeed belonged preferentially to the A
compartment (Fig. 7c) and included the highest upregulated genes
(Fig. 7d). We found that in the most-interacting quintile, 56% of the
regions were maintained at 3 and 8 hpi (Supplementary Fig. 9c), sug-
gesting non-random interactions between the two genomes during
infection. These results indicate that the number of contacts between
viral and human genomes might affect the compartmentalization and
expression of human genes.

Next, we performed a motif enrichment analysis on the top 1%
human-virus contacting regions (Supplementary Data 2) and observed
a significant enrichment of transcription factor binding sites, which
were mainly for positive regulators of RNAP II–dependent transcrip-
tion (Supplementary Fig. 9d).

To further confirm these data, we crossed the list of human
upregulated genes with the one of the top 1% human genes that had
higher contactswith theHSV-1 genome.Of note, therewas a significant
overlap between the two lists, further, we found 51 upregulated top-
contacting genes (Fig. 7e; Supplementary Table 2) that encode factors
controlling transcription, translation, andRNAmetabolismof the virus
(Fig. 7f). We then analyzed whether loops were rewired in some of
these upregulated high-contacting genes. Strikingly, in the genomic
region including genes such as nuclear RNA export factor 1 (NXF1),
testis expressed 54 (TEX54), and WD repeat domain 74 (WDR74) (from
the 51 above-mentioned set), we found a clear correlation between
compartmentalization, human–virus contacts, transcription activity,
insulation score, chromatin accessibility, and CTCF binding sites
(Fig. 7g). We analyzed ATAC-seq data96 and did not find any significant
change in chromatin accessibility, further supporting the idea that
chromatin remodeling is not caused by nucleosome repositioning
(Fig. 7g). Despite the global loss of TADs and loops at 8 hpi (Supple-
mentary Fig. 8h,i), we observed an increased insulation score around
these genes as compared to the same genes in the mock condition, in
correlation with a high frequency of human–virus contacts and a
maintained transcriptional activity (Fig. 7g). Moreover, newly formed
loopswereclearlygenerated in theHSV-1 infected cells at 8 hpi (Fig. 7g,
arrowheads, Fig. 9, Supplementary Fig. 9e). In conclusion, these data
suggest that theHSV-1 trans-interaction with host DNA actively rewires
the human genome.

TOP1 inhibition prevents progression of HSV-1 infection
Supercoiling relief by topoisomerases is essential for transcription,
and perturbing topoisomerase activity leads to a drastic condensation
of the genome22, which resembles the compaction observed during
HSV-1 infection. Interestingly, Topoisomerase 1 (TOP1) expression was
upregulated during infection, while that of TOP2A and TOP2B was
downregulated (Fig. 4k and Supplementary Fig. 6h).Hence, we studied
the role of TOP1 in HSV-1 infection and the consequences of its inhi-
bition using β-lapachone (β-lap), a TOP1 inhibitor, in mock-infected
and HSV-1 infected cells (Supplementary Fig. 10a-d). Our imaging
results showed that TOP1 was sequestered to VRCs and overlapped
with ICP4 (an IE virus protein) at 3 and8hpi in infected cells (Fig. 8a), in
accordance with previous results65,97. This hijacking is similar to that
observed for RNAP II (Figs. 2a and 8b). To inhibit TOP1, we treated cells
with β-lap before HSV-1 infection up to 3 hpi; we then fixed the cells (3
hpi–β-lap_pre) or allowed them to recover by removing β-lap at 3 hpi
and fixing the cells at 8 hpi (8 hpi–β-lap_pre) (Supplementary
Fig. 10b,c). After TOP1 inhibition, we observed a complete absence of
ICP4 in 3 hpi–β-lap_pre (Fig. 8c, d, middle panels). Notably, ICP4 was

also not recovered in 8 hpi–β-lap_pre cells (Fig. 8c, d, bottom panels).
Moreover, using qPCR, we demonstrated that inhibition of TOP1
before infection prevents the expression of HSV-1 IE, E, and L genes
(Supplementary Fig. 10e). TOP1 inhibition also hindered viral replica-
tion, as the relative viral genome copies did not increase at different
times post-infection (Supplementary Fig. 10f). We further confirmed
that the observed inhibition of transcription was not due to a general
cytotoxic effect of β-lap, as the concentration and treatment duration
used in our experiments did not affect cell viability (Supplementary
Fig. 10g).

Importantly, TOP1 inhibition induced a severe loss of both TOP1
and RNAP II from high-density host chromatin regions, both in mock
(Fig. 8c, d, upper panels) and HSV-1 infected cells (Fig. 8c, d, middle
and lower panels). This resembled the loss of TOP1 and RNAP II that
occurred upon HSV-1 infection (Fig. 8a, b, middle and lower panels).
The quantified numbers of TOP1 and RNAP II clusters on hDNA were
drastically reduced and similar between β-lap treated cells, both in
HSV-1 infected and non-infected cells (Fig. 8e, f).

We then asked whether TOP1 is a key determinant for chromatin
compaction mediated by HSV-1. We found that 3 hpi–β-lap_pre and 8
hpi–β-lap_pre cells displayed levels of hDNA-free nuclear space
(Fig. 8g) and hDNA compaction (Fig. 8i, j) comparable to mock cells
treated with β-lap (Fig. 8h, compare zoomed-in panels). Interestingly,
the level of hDNA compaction in infected cells was similar to the β-lap
treated cells (Fig. 8h–j, zoomed-in panels).

Finally, we analyzed the effects of inhibiting TOP1 during infec-
tion. After infection, we treated the cells with β-lap from 3 hpi until 8
hpi, at which point cells were fixed (8 hpi–β-lap_post) (Supplementary
Fig. 10d). We found that hDNA compaction and hDNA-free nuclear
space (Fig. 8g) were comparable in 8 hpi–β-lap_post (Fig. 8k) and
untreated infected cells at 3 hpi (Fig. 8i). Moreover, the expression of
ICP4 and the nuclear distributions of both RNAP II and TOP1 were
comparable to untreated, infected cells at 3 hpi (Fig. 8l,m as compared
to Fig. 8a, b, middle panels). These data revealed that TOP1 inhibition
stalls the infection progression, thus suggesting that TOP1 is essential
also for late stages of HSV-1 infection.

Overall, our data indicate that the HSV-1–mediated hijacking of
both RNAP II phSer5 and TOP1 drives a global reorganization of the
human genome. Moreover, our data demonstrate the key role of
transcription activity as a remodeler of genome organization.

Discussion
The advent of single-molecule localization imaging approaches along
with chromosome conformation capture technologies have made it
possible to study how the structural organization of the genome in the
3D nuclear space controls gene function3,5,98–100. In parallel, transcrip-
tional activity is emerging as a key determinant for shaping 3Dgenome
structure22,23. Viral infection provides an ideal model in which two
different genomes co-exist and can interact in trans, thereby revealing
yet-unknown mechanisms that control genome structure and how
perturbation of genome folding and topology affect genome function.

Soon after HSV-1 infection, the human genome undergoes a
massive compaction30,101, which in this study we analyzed at nanoscale
resolution and in single cells. Despite the strong compaction of the
host chromatin, H3K27me3, H3K9me3, and H3K9ac did not show
global changes in infected cells as compared to non-infected ones,
while the VRCs appear to be devoid of these histones. These results are
also in agreement with previous ATAC-seq results showing no dra-
matic alteration of the positioning of nucleosomes around host TSS
after infection40. Moreover, the lack in global alterations of H3K27me3
does not contradict a previous report suggesting that specific localized
rearrangements of this epigenetic mark, together with macroH2A, are
necessary for viral capsid egress76. Our results are also in accordance
with previous work reporting maintenance of host genome
accessibility41 and the relatively low abundance or absence of histones
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on viral genomes65. The chromatinization of viral genomes is a debated
topic28,34,36,38,41,65,102,103. While some previous studies report co-
immunoprecipitation of HSV-1 genomes with histones bearing active
transcription marks33,104–106 or histone variants107; others document a
largely nucleosome-free state of the viral genome, as shown by ATAC-
seq analyses40,41 and micrococcal nuclease treatments36,108–112. With SR
microscopy we can obtain single-cell spatial information on the

localization of histones, in contrast to genomic approaches such as
ChIP-seq, which provide only population-level information. Addition-
ally, the differences in genome length and replicating activity of the
HSV-1 and the host genome makes normalizing ChIPseq data from
infected cells challenging. Using SR microscopy, we clearly showed
that H3 was enriched in the HC and wasmostly absent in the VRC, and
therefore, could not be associatedwith newly replicated viral genomes
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Fig. 8 | TOP1 is essential for viral infection and propagation. a-d, l and
m Representative conventional images of white top hat-filtered hDNA (magenta),
conventional ICP4 (cyan) and croppedSTORMimagesofTOP1 (green), inmock and
HSV-1 infected cells untreated (a) or treatedwithβ-lapbefore (c) or during infection
(l). Representative conventional images of hDNA (magenta), ICP4 (cyan) and
croppedSTORM imagesofRNAP II phSer5 (green), inmock andHSV-1 infected cells
untreated (b) or treatedwithβ-lapbefore (d) or during infection (m). Yellowdotted
lines delimit the location of VRCs. Scale bar: 2 µm. e, f Percentage of TOP1 (e) and
RNAP II phSer5 (f) clusters co-localizing with hDNA regions over the whole nucleus
in mock or HSV-1 infected A549 cells treated or untreated with β-lap. For TOP1:
mock (n = 11), mock β-lap treated (n = 9), 3 hpi (n = 7), 3 hpi–β-lap_pre (n = 12), 8 hpi
(n = 10), 8 hpi–β-lap_pre (n = 16), 8 hpi–β-lap_post (n = 14). ForRNAP II:mock (n = 7),
mock β-lap treated (n = 7), 3 hpi (n = 7), 3 hpi–β-lap_pre (n = 13), 8 hpi (n = 11), 8
hpi–β-lap_pre (n = 16), 8 hpi–β-lap_post (n = 16). Mean and SD represented; Statis-
tical significance compared to mock untreated is p <0.0001 for all conditions (not
included in the plots). Statistical significance compared to mock β-lap treated is
shown in the graph (green): ns, p >0.05; *p <0.05; **p <0.01; ***p <0.001;

****p <0.0001, calculated by ordinary one-way ANOVA test followed by Dunnett’s
multiple comparison test. g Percentage of hDNA-free areas per nucleus quantified
from SR images of mock and HSV-1 infected cells, untreated or treated with β-lap.
Mock (n = 4),mockβ-lap treated (n = 18), 3 hpi (n = 11), 3 hpi–β-lap_pre (n = 15), 8 hpi
(n = 8), 8 hpi–β-lap_pre (n = 17), 8 hpi–β-lap_post (n = 7). Mean and SD are shown;
statistical significance compared tomock untreated is p < 0.0001 for all conditions
(not included in the plots). Statistical significance compared to mock β-lap treated
is shown in the graph (green): ns, p >0.05; **p <0.01; ****p <0.0001, calculated by
ordinary one-way ANOVA test followed by Dunnett’s multiple comparison test.
h–kRepresentative STORMdensity rendering images of hDNA inmock (h) orHSV-1
infected (i–k) A549 cells treated or not with β-lap. Top: whole nucleus. Scale bar:
2 µm. Bottom: Zoomed images of the regions inside the yellow boxes. Scale bar:
200 nm. DNA density follows the color scale bar; top: 0.00001 nm−2 (dark blue) to
0.01640nm−2 (white); bottom: 0.00001 nm−2 (dark blue) to 0.01978nm−2 (white)).
Source data are provided as a Source Data file. p-values are indicated in Supple-
mentary Data 1.

Fig. 9 | Schematic diagram summarizing the HSV-1 rewiring of host chromatin.
During HSV-1 infection, RNAP II (light green), TOP1 (yellow) and cohesin (green
rings) are hijacked to the VRCs. As a result, a host-to-virus transcriptional switch
occurs, and the host chromatin becomes highly compacted and transcriptionally

repressed. At the same time, HSV-1 is found to contact specific gene-rich regions of
the host genome, forming new loops. These regions are transcriptionally active,
and include genes involved in infection progression.
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in the VRC. Our results offer further evidence of the lack of chroma-
tinization of the newly replicated viral genomes in the VRCs.

While the host genome maintains its association with histones
during infection, it partially loses other interacting proteins. HSV-1
sequesters the cellular transcriptionmachinery to the VRC40,41, leading
to amajor decrease in the binding of RNAP II to host promoters41,45,47,82

and to the hijacking of cohesin and TOP1 to viral genomes46,65,113. In
light of our previous results showing that inhibition of RNAP II or TOP1
results in chromatin compaction and partial loss of cohesin22, we
propose that the major structural reorganization of host chromatin
following HSV-1 infection is induced by the redistribution of RNAP II
and TOP1 within the nucleus. Indeed, we found a correlation between
the progressive host chromatin condensation and the progressive loss
of RNAP II, TOP1, and cohesin from the host genome. These coordi-
nated events suggest that the host chromatin compaction might be
dependent on the hijacking of the transcriptionmachinery to the VRC.
This observation is confirmed by the lack of host chromatin compac-
tion and of RNAP II hijacking to the VRC upon n12 mutant strain
infection. Additionally, we showed that inhibition of TOP1 in non-
infected cells led to RNAP II detachment from the hDNA and host
chromatin compaction, which parallels what we observed in infected
cells. Taken together, these findings link the sequestration of tran-
scriptional machinery away from the host genome to its compaction,
suggesting a possible molecular mechanism for chromatin compac-
tion which strongly implicates active transcription as a key determi-
nant in the spatial organization of the chromatin structure.

Surprisingly, we also found that the compaction of the host gen-
ome is an organized process. The consistent identity of TADs and loops
for each time post-infection in the different biological replicates indi-
cates that chromatin condenses in an organized manner, showcasing a
non-random and dynamic remodeling of the host chromatin by HSV-1.
Additionally, at 8 hpi, we found compartmentalization to be main-
tained despite the hDNA condensation, and cohesin loss, in agreement
with earlier works showing that A/B compartments are preservedwhen
cohesin is degraded93,114. Interestingly, our results point towards an
uncoupling of DNA physical compaction and chromatin compart-
mentalization. This maintenance of A/B compartments differs from
what has been described for host genomes upon infection by different
types of RNA viruses. The influenza A RNA virus (IAV), which replicates
in the nucleus, induces a pervasive weakening of the A compartment115,
while the SARS-CoV-2 RNA virus, which replicates in the cytoplasm,
induces an A-to-B compartment switch116. This shows that HSV-1 uses a
completely different strategy to exploit the host genome.

As the host genome undergoes a massive compaction and a
general transcription shutoff, the highly transcriptionally active VRCs
expand in the nuclear space during lytic infection. By using SR micro-
scopy, we discovered that the newly replicated HSV-1 genomes form
clusters of a constant size that are homogeneously distributed within
VRCs and do not colocalize with histone H3, which further proves that
newly replicated viral genomes barely interact with histones.

Previous studies have shown that prelabeled HSV-1EdC infecting
viral genomes associate with RNAP II and components of the antiviral
protein promyelocytic leukemia protein nuclear bodies (PML NBs) as
early as 1 hpi113,117. However, by 2 hpi, PML NBs are no longer
detectable113, and input viral genomes begin to associate with ICP465,113.
In contrast, our work focused on investigating the association of newly
synthesized viral genomes, rather than input viral genomes,with RNAP
II and cohesin. The association of RNAP II and cohesin with viral gen-
omeshas beenpreviously reported frombulk analysis41,42,46,118, but their
nanometric distribution inside the VRCs and their association with
viral genomes at the single-cell level remained unresolved. Using SR
microscopy, we studied the association of each cluster of RNAP II and
cohesin with viral genomes, expanding the findings of previous
works40,65,119. Using SR imaging, we discovered that while clusters of
RNAP II and newly replicated vDNA associated symmetrically, vDNA

associated with cohesin non-symmetrically. Indeed, although most of
the cohesin was highly associated with vDNA, most of the vDNAs
appeared to be cohesin-free, in other words, the newly replicated viral
genomes associated frequently with RNAP II but not with cohesin.
These results suggest that RNAP II binding to the newly replicated viral
genome is not promoted by cohesin, differing from previous
observations46. Even though cohesin is known to play an important
role in maintaining the latent episomal states of HSV-1, Kaposi’s
sarcoma-associated virus (KSHV), and Epstein-Barr virus (EBV)120,121, its
role in transcription during the lytic cycle remains still elusive. Not-
withstanding, the cohesin hijacking to the VRCs suggests that cohesin
has a structural regulatory function on viral genomes, especially at
later time points post-infection.

Strikingly, we also found that the HSV-1 viral genome trans-
interacts with specific human chromosomal domains non-randomly
(Fig. 9). Although host and viral genomes segregate to different
regions of the nucleus, proteins can diffuse across the HC and VRC
boundaries40. This indicates that these two compartments are not
isolated, and that the genomes could interact at the interphase
between the HC and the VRC. Contacts at this interphase might be
permissive for specific regions of the host genome to access nuclear
areas enriched in RNAP II, which might be related with the RNAP II
blobs we observed at the VRC–HC interphase.

Virus–host contacts have been reported at several days post-
infection for DNA viruses, such as EBV122,123, hepatitis B virus, and
adenovirus 5124. Here, we identified contacting regions between HSV-1
andhost genomesduring lytic infection as early as 3 hpi.We found that
viral genomes preferentially contacted genomic regions containing
both high genedensity and active transcriptionmotifs, suggesting that
transcriptional activity might be related to genomic trans-contacts. It
remains to be determined whether these contacts directly regulate
host gene expression, or whether HSV-1 preferentially contacts tran-
scriptionally active regions. In particular, the strongest correlation was
between highly trans-contacting regions and regions containing
upregulated genes. In these contacting regions, new loops were cre-
ated that embrace genes involved in translation, gene expression, and
metabolic processes, which are needed for infection progression,
suggesting that new short-range contacts are formed. Indeed, while
most human genes are downregulated during infection, HSV-1 likely
actively rewires specific loops to activate host genes that are advan-
tageous for infection. However, this trans-interacting rewiring of the
host genome differs from the epigenetic rewiring observed for the
herpesvirus EBV in gastric cells122.

Finally, we observed that TOP1 is essential for HSV-1 infection, as
inhibition of TOP1 completely blocks the transcription of IE, E, and L
genes, hampered the formation of VRCs, and critically hinders HSV-1
replication. Previous work has reported that the activity of TOP1 is
needed for the replication of HSV-2125, KHSV126, and EBV127. However,
we observed here that TOP1 was already essential for HSV-1 IE tran-
scription prior to the beginning of replication. Of note, we found that
infection progression was blocked early in infection, opening the
possibility of using TOP1 inhibitors to treat HSV-1 infection, which is a
worldwide health problem128–131. Thus, inhibition of topoisomerases
could be a promising antiviral strategy.

Methods
Cell culture
A549 cells (Lung Carcinoma, American Type Culture Collection, ATCC
CRL-185) were cultured in F-12K (Kaighn’s) medium (Gibco, Thermo
Fisher Scientific, #21127022) supplemented with 10% fetal bovine
serum (FBS) (Thermo Fisher Scientific, #10270106), and 1%
penicillin–streptomycin (Thermo Fisher Scientific, #15140122). Cells
were cultured at 37 °C in a humidified incubatorwith 5%CO2. TheA549
cell line was selected as an epithelial cell model to study the lytic cycle
of HSV-1 infection as in previous studies132–134.
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Human BJ fibroblasts (hFibs) (skin fibroblast, American Type
Culture Collection, ATCC CRL-2522) were cultured in Dulbecco’s
modified Eagle’s medium (DMEM, high glucose, GlutaMAX™ Supple-
ment, Thermo Fisher Scientific, #10566016) supplemented with 10%
FBS, 1% penicillin–streptomycin, and 1% non-essential amino acids
(Gibco, #11140050). Cells were grown in a humidified hypoxic incu-
bator at 37 °C, 5% CO2, and 5% O2.

HeLa cells (human cervix adenocarcinoma, Maria Pia Cosma lab),
Vero cells (African greenmonkey, kidney epithelial, ATCC CCL-81) and
E5 cells (Vero-derived cell linewhichexpresses ICP4, kindly donatedby
Prof. Neal DeLuca) were cultured at 37 °C in 5% CO2 in DMEM sup-
plemented with 5% FBS, and 1% penicillin–streptomycin (Thermo
Fisher Scientific, #15140122). All cell cultures were routinely tested for
mycoplasma contamination by PCR (EZ-PCR™ mycoplasma detection
kit, Biological Industries, #20-700-20).

Virus strain
HSV-1 (KOS strain, JQ673480.1), a generous gift from M. A. Sanz and L.
Carrasco (Centro de Biologia Molecular Severo Ochoa (CBMSO), Spain),
was grown in Vero cells cultured in DMEM supplemented with 2% FBS.
HSV-1 n12 mutant strain that encodes a truncated, non-functional form
of ICP4 was a kind gift from Prof. Neal DeLuca (University of Pittsburgh,
U.S.A.). The strain was grown in E5 cells cultured in DMEM supple-
mented with 2% FBS. Virus preparations were titrated by plaque assay.

Sample preparation and virus infection
For imagingpurposes, A549, hFib or E5 cells were plated inborosilicate
glass bottom 8-well chambers (μSlide Ibidi, #80827) at a confluency of
20,000–30,000 cells/cm2.

For human DNA labeling experiments, A549, hFib or E5 cells were
cultured with media supplemented with 5 µM 5-ethynyl-2′-deox-
ycytidine (EdC) (Sigma-Aldrich, #T511307) for 64 h prior to HSV-1
infection. Aftermediawash, cellswere infectedwithHSV-1WTorHSV-1
n12 at a multiplicity of infection (MOI) of 3 for 1 h at 37 °C in a humi-
dified incubator with 5% CO2, then, the medium was removed and
replaced by fresh DMEM medium (supplemented with 2% FBS).

For viral DNA labeling experiments, infected cells were cultured
with media supplemented with 40 µM EdC for 1 h prior to fixation.

For RNA labeling experiments, infected cells were cultured with
media supplementedwith 1mM 5-ethynyl-uridine (EU) (Thermo Fisher
Scientific, #E10345) for 30min prior to fixation. HSV-1 infection was
performed as described above.

At the indicated times post-infection, cells were fixed with 4% PFA
(Alfa Aesar, #43368) for 15min at room temperature and then, rinsed
with PBS three times for 5min each. Then, cells were permeabilized
with0.4%TritonX-100 (AcrosOrganics, #327371000) in PBS for 15min
and rinsed with PBS three times for 5min each. Click chemistry reac-
tionwasperformedby incubating cells for 30min protected from light
at RT in click chemistry buffer (150mM HEPES pH 8.2, 50mM amino-
guanidine hydrochloride (Sigma-Aldrich, #396494), 100mM ascorbic
acid (Sigma-Aldrich, #A92902), 1mM CuSO4 (Sigma-Aldrich, #C1297),
2% glucose (Sigma-Aldrich, #G8270), 0.1% Glox solution (described in
STORM imaging) and 10μM AlexaFluor647 (AF647) azide (Thermo
Fisher Scientific, #A10277)). Afterwards, samples were washed three
times with fresh PBS. Then, we directly proceeded with STORM ima-
ging for single color DNA or RNA imaging experiments (see section
STORM, STORM-PAINT, and OligoSTORM imaging) or we proceeded
with immunolabelling for imaging experiments combining DNA or
RNA with protein (see Immunolabelling for SMLM and STORM,
STORM-PAINT, and OligoSTORM imaging).

Inhibition of Topoisomerase I, transcription, and viral
replication
For topoisomerase 1 (TOP1) inhibition, cells were treated with β-
lapachone (β-lap, Sigma, #L2037) at 10 µM in DMSO. Mock-infected

cells were treated for 5 h prior to fixation. HSV-1 infected cells were
treated before and during early phases of infection (pre) or at later
times, after the beginning of infection (post). For pre-treatment, cells
were treated 1 h before infection, during virus adhesion (1 h), and the
first 3 h during the infection course. At 3 hpi, cells were either fixed (3
hpi β-lap_pre) or medium with β-lap was replaced with fresh medium
up to 8 hpi, when cells werefixed (8 hpi β-lap_pre). For post-treatment,
infected cells were treated with β-lap from 3 hpi to 8 hpi, then samples
were fixed (8 hpi β-lap_post).

For assessing β-lapachone cytotoxicity, A549 cells were seeded
overnight in 96 well plates. At 5 h and 24 h before the assay, β-
lapachonewas added to themedia atdifferent concentrations perwell.
MTT cell viability assay kit (Invitrogen, #V13154) was used according to
manufactures instructions. Absorbance values at 570 nm were mea-
sured using a colorimetric plate reader (ThermoFisher, Multiskan
SkyHigh Microplate Spectophotometer) and their values were com-
pared with that of untreated cells.

Inhibition of transcription experiments were performed as
described22,135. Briefly, A549 cells were treatedwith 4 µMactinomycinD
(ActD, #A9415, Sigma) in DMSO. Mock-infected cells were treated for
5 h prior to fixation. HSV-1 infected cells were treated before and
during early phases of infection until 3 hpi, when they were fixed.

Inhibition of viral replication experiments were performed based
on previous literature136. Cells were treated with 350μg/mL phospho-
noacetic acid (PAA, #284270, Sigma) in DMSO. Mock-infected cells
were treated for 3 h prior to fixation. HSV-1 infected cells were treated
after viral adsorption.

Immunolabelling for SMLM imaging
After permeabilization for single-color STORM imaging, or click
chemistry for STORM-PAINT imaging, cells were blocked in blocking
buffer (10% BSA (Fisher Scientific, #9048468) and 0.01% Triton X-100
in PBS) for 1 h at room temperature. Cells were incubated with pri-
mary antibodies at 4 °C overnight, using: rabbit anti-RNA polymerase
II CTD repeat YSPTSPS (phospho S5) (Abcam, #ab5131, Lot:
GR171392-9) at 1:100 dilution, animal-free rabbit monoclonal
recombinant anti-SMC3 antibody (Abcam, #ab128919, Lot:
GR155726-4, Clone Number: EPR7984) at 1:80 dilution, mouse anti-
H3 (Active Motif, #39763, Lot: 20418023/34420025, Clone number:
MABI 0301) at 1:80 dilution, mouse anti-HSV ICP4 (Virusys, #P1101,
Lot: H1755134, Clone number: H943) at 1:80 dilution, animal-free
rabbit monoclonal recombinant anti-Histone H3 (acetyl K9) (Abcam,
#ab32129, Lot: GR3359686-3, Clone number: Y28) at 1:100 dilution,
animal-free rabbit monoclonal anti-histone H3 (tri methyl K27)
(Abcam, #ab192985, Lot: GR3264827-11, Clone number: EPR18607) at
1:100 dilution, rabbit polyclonal anti-Histone H3 (trimethyl K9) (PTM
Bio, #PTM-616, Lot: Z227M802P2) at 1:200 dilution, rabbit anti-TOP1
(Invitrogen, #MA5/32228, Lot: 35FC2A2B, Clone number: SC69-03) at
1:100 dilution, rabbit anti-CTCF (Abcam, #ab128873, Lot: 1007248-17,
Clone number: EPR7314(B)) at 1:200 dilution, mouse anti-Hsc70
(Abcam, #ab223356, Lot: 1011346-3, Clone number: 1F2-H5) at 1:100
dilution in incubation buffer (10% BSA–0.01% Triton X-100 in PBS).
Cells were then washed three times for 5min each with washing
buffer (2% BSA and 0.01% Triton X-100 in PBS) and incubated in
secondary antibody.

For DNA-PAINT imaging, docking strand labeled secondary anti-
bodies were added at a 1:100 dilution in antibody dilution buffer
(Massive Photonics, Massive-AB 2-Plex), together with secondary
antibody (donkey anti-rabbit 488 (Thermo Fisher Scientific, #A-21206,
Lot: 2156521) or donkey anti-mouse 488 (Thermo Fisher Scientific, #A-
21202, Lot: 2147618)) at 1:2000 dilution and with amino yellow beads
160 nM (Spherotech, #AFP-0252–2) at 1:800 dilution. Samples were
incubated for 1.5 h at room temperature and protected from light.
Cells were washed three times for 5min each with washing buffer
before proceeding to imaging.
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For both single-color STORM and conventional imaging, com-
mercial secondary antibodies (goat anti-rabbit 647(Abcam,
#ab150079, Lot: GR3368795-1/GR3396928-3), goat anti-mouse 647
(Abcam, #ab150115, Lot: GR3212989-1) or donkey anti-mouse 488
(Thermo Fisher Scientific, #A-21202, Lot: 2147618)) were added at
1:300 dilution in blocking buffer and were incubated for 1 h at room
temperature. Cells were washed three times for 5min each with PBS
before proceeding to imaging.

For conventional DNA labeling, the cellswere incubatedwith 5 ng/
mLDAPI for 10min (Meilunbio, #MA0128) after immunolabeling. Cells
were washed three times for 5min eachwith PBS before proceeding to
imaging.

Oligopaint probe design and probe synthesis
The HSV-1 Oligopaint library was designed in silico following the Oli-
goMiner pipeline137 (available in GitHub, https://github.com/beliveau-
lab/OligoMiner) using HSV-1 as the reference genome. Specifically, the
‘blockParse.py’ script was used to find as many candidate probes as
possible by screening the input sequence and matching specified cri-
teria. The default “balanced”parameterswereused, with the exception
of the following settings: --minLength 30, --max_Tm 42, --salt 375,
--dnac1 30, --dnac2 30 and --prohibitedSeqs ‘AAAAAAAA, TTTTTTTT,
CCCCCCCC, GGGGGGGG’. Note that any candidate probe containing
one of these sequenceswas rejected. The list of candidateswas aligned
using Bowtie2138 with --very-sensitive and --all settings and then pro-
cessed by ‘outputClean’ script with the default values. The command
‘jellyfish count139 was used with the options --merlen 18 and --size 100.
Candidate probes were then processed by the ‘kmerFilter’ script to
filter high-abundance kmers, by using the options --merLength 18 and
--kmerThreshold 5. Finally, we also excluded the hits that aligned
multiple times to the virus genome, and those that aligned to the hg38
human genome. Using the OligoLego set of scripts140 (https://github.
com/gnir/OligoLego) we added amplification and bridge sequences to
our library. The default street pools and penalty matrix provided by
the documentation, with the ‘AppToMSBS’ option, were used.

HSV-1 Oligopaint library was synthesized as 92 K oligopools
(CustomArray - Genscript) and after a quality check assessment by
PCR, they were amplified as previously described59 (Supplementary
Table 3). Briefly, probes were amplified from the library by PCR (Kapa
Taq PCR kit, Kapa Biosystems, #BK1002) and T7 promoter sequences
were added to the amplicons by PCR. Amplicons were then in vitro
transcribed by T7 RNA polymerase (HiScribe T7 High Yield RNA
Synthesis Kit, NEB, #E2040S), and these transcripts were subjected to
reverse transcription reaction (Maxima H Minus RT, Thermo Fisher
Scientific, #EP0752) using the forward primer. Reverse transcription
reaction products were mixed with 0.5M NaOH and 0.25M EDTA
solution (1:1 v/v) and incubated at 95 °C for 12min to degrade RNA by
alkaline hydrolysis. Probes were finally purified and concentrated with
DNA Clean & Concentrator–100 kit (Zymo Research, #D4030) to
obtain ssDNA probes. For imaging, we selected the region of the viral
genome that includes genes involved in viral replication, such as UL29
(ICP8) andUL30 (viral DNA polymerase catalytic subunit). For this, 916
probes targeting this 44402 nt long region of HSV-1 genome were
designed.

Sample preparation and OligoSTORM labeling
A549 cells were cultured and infected as previously described (see
“Sample preparation and virus infection” section). After fixation with
4%PFA, cellswereprepared forOligoSTORMaspreviously described59.
Briefly, cells were permeabilized with 0.5% Triton X-100 (Acros
Organics, #327371000) in PBS for 10min and with 0.1% Tween in PBS
for 2min at room temperature. Then, cells were incubated for 5min in
0.1 N HCl and washed twice with 2x SSCT 0.1%, 5min each. Next,
samples were incubated for 20min at 60 °C in pre-warmed (at 60 °C)
2x SSCT and 50% formamide (Sigma-Aldrich, #F9037). Then, the

hybridization mix was prepared (2x SSCT, 50% formamide, 10% (w/v)
dextran sulfate (Sigma-Aldrich, #S4030), 0.4mg/mL of RNase A
(ThermoFisher Scientific, #EN0531), 400pmoles ofOligopaints, 0.7 µL
of 100mM bridges and 0.7 µL of 100mM 5’ AF647 labeled secondary
probes (Supplementary Table 3). The corresponding hybridization
buffer (100 µL) was added to each sample, and samples were dena-
tured at 78 °C for 3min and subsequently incubated at 43 °C in a
humidified chamber for 16 h. Samples were washed four times with 2x
SSCT at 60 °C for 5min each, once with 2x SSCT for 10min at room
temperature, and once with 2x SSC.

STORM, STORM-PAINT, and OligoSTORM imaging
SMLM of single-color H3, DNA, TOP1, H3K27me3, H3K9me3 and
H3K9ac, and OligoSTORM imaging were performed on a NSTORM 4.0
microscope (Nikon) equipped with a CFI SR HP Apochromat TIRF
100 × 32 1.49NA oil objective and a Hamamatsu sCMOS Orcaflash 4,
using highly inclined and laminated optical sheet illumination (HiLo).

Conventional images were acquired at 100ms exposure prior to
SR imaging using low laser power. For SMLM imaging, 647 nm reporter
laser was used at constant ∼2 kW/cm2 power density) with 10ms
exposure time for 45,000 frames.

For OligoSTORM imaging, 647 nm reporter laser was used at
constant ∼2 kW/cm2 power density) with 20ms exposure time for
45,000 frames.

To image human or viral DNA together with proteins in two-col-
ors, combined STORM and DNA-PAINT approaches were used5. Ima-
ging was performed using the Nanoimager SMark II fromONI (Oxford
Nanoimaging) with the lasers 405 (150mW), 488 (1000mW), 560
(500mW) and 640 (1000mW), an Olympus 1.4NA 100× oil immersion
super apochromatic objective and a Hamamatsu sCMOS Orcaflash 4
V3. The microscope has a built-in beam splitter with a T647lpxr
dichroic filter. Images were obtained using HiLo.

The 488 nm laser at ∼0.05 kW/cm2 power density was used to
illuminate thefiduciary beads,whichwereused fordrift correction and
chromatic alignment. Images were acquired at 20ms per frame in
continuous mode. The imaging cycle was composed by 19 frames of
simultaneous 560 nm and 647nm activation interspersed with one
frame of 488 nm illumination to a total of 120,000 frames. The yellow
fiduciary beads imaged with the 488 nm laser were visible in both the
far red and orange channels, albeit dimly in the far-red channel. To
correct for drift and to align the images of the twomolecules, we used
amino yellow beads, which are fiduciary markers.

Single color imaging was performed using a previously described
imaging buffer57, 100mM cysteamine (Sigma-Aldrich, #30070), 5%
glucose (Sigma-Aldrich, #G8270), 1%Glox (0.5mg/mLglucoseoxidase,
40mg/mL catalase (Sigma-Aldrich, #G2133 and #C100)) in PBS.

STORM-PAINT imaging buffer was 100mM cysteamine, 5% glu-
cose, 0.1% Glox solution, 1 nM Imager strand (Atto-568-ImagerStrand-1
for mouse secondary and Atto-568-ImagerStrand-2 for rabbit second-
ary, Massive Photonics (MASSIVE-AB 2-PLEX)) in Massive Photonics
Imaging buffer.

Localizations were extracted from raw data using Insight3
standalone software (kind gift of Bo Huang, UCSF). For ONI images,
localization lists were obtained using the integrated simultaneous
localization software from ONI (ONI NimOS v.10.5) and subsequently
converted into Insight3 compatible files for post-processing using a
custom-built software in MATLAB 2016a. Localizations were identified
basedon a set threshold andfit to a simpleGaussian todetermine theX
and Y positions for SMLM imaging. Localizations were divided, when
indicated, between host compartment and viral replication compart-
ments. When labeling hDNA, masks using the hDNA were used to
define theHC,which is in the nuclear periphery anddelimit the nuclear
edge. The nuclear areas that do not belong to the HC were defined as
the VRCs. When labeling vDNA, masks using the vDNA were used to
define the VRCs. The nuclear edge was defined by the fluorescent

Article https://doi.org/10.1038/s41467-025-60534-6

Nature Communications |         (2025) 16:5313 18

https://github.com/beliveau-lab/OligoMiner
https://github.com/beliveau-lab/OligoMiner
https://github.com/gnir/OligoLego
https://github.com/gnir/OligoLego
www.nature.com/naturecommunications


signal of nuclear proteins. HC is defined as the nuclear area not
occupied by the vDNA. For images in which the DNA was obtained
using conventional microscopy, the mask was obtained by white top
hat filtering DNA images using the MorphoLibJ141 plugin in FIJI.

Confocal imaging and 3D rendering
A549 cells were cultured with media supplemented with 5 µM EdC
(Sigma-Aldrich, #T511307) for 64 h prior to HSV-1 infection (MOI = 3).
At 8 hpi, mock and HSV-1 infected cells were fixed with PFA 4% (Alfa
Aesar, #43368) for 15min at room temperature and then, rinsed with
PBS three times for 5min each. Cells were permeabilized with 0.4%
Triton X-100 (Acros Organics, #327371000) in PBS for 15min and
rinsed with PBS three times for 5min each. Click chemistry reaction
wasperformedasdescribed above. After that, sampleswereblocked in
blocking buffer (10% BSA (Fisher Scientific, #9048468) and 0.01%
Triton X-100 in PBS) for 1 h at room temperature. Cells were incubated
with primary antibody rabbit anti-RNA polymerase II CTD repeat
YSPTSPS (phospho S5) (Abcam, #ab5131, Lot: GR171392-9) at 1:200
dilution in incubation buffer (10% BSA–0.01% Triton X-100 in PBS) at
4 °C overnight. Cells were washed and incubated with secondary
antibody donkey anti-rabbit 488 (Thermo Fisher Scientific, #A-21206,
Lot: 2156521) at 1:800 in incubation buffer for 1 h at room temperature.
Cells were washed before proceeding to imaging. Images were taken
on a LSM 800 with Airyscan (Zeiss) confocal microscopy equipped
with 63×/1.4 NA Plan Apochromat oil immersion lens, using ZEN blue
2.1 Software (Zeiss). Full nuclear volumes stacks were acquired at
400Hz, Pinhole 1, and optimized z stack steps of 300 nm.

Images were rendered in 3D using Huygens Essential 22.10 (Sci-
entific Volume Imaging). DNA signal (red) was rendered as a solid
volume to highlight the compacted DNA structure. RNAP II phSer5
(green) was rendered as a solid volume to highlight its predominant
presence in the VRC. RNAP II phSer5 blobs are highlighted in blue.
Movies were created in Huygens with the Visualization module.

Protein extraction and Western blotting
A549, BJ fibroblasts and HeLa cells were cultured in Nunc 24-Well
Plates, (ThermoFisher Scientific, #142475) and infectedwithHSV-1 at a
MOI of 3 as described in “Sample preparation and virus infection”. At
the indicated times post infection, medium was removed, samples
werewashedwith PBS and then collected in sample buffer (0.37MTris-
HCl pH 6.8, 0.1MDTT, 2% SDS, 17% glycerol and 0.024% bromophenol
blue), and boiled for 5min at 95 °C. Protein extracts were loaded on
4–12% precast protein gels (NuPAGE™ Bis-Tris 4–12%, Thermo Fisher
Scientific, #NP032C). PVDF membranes (Thermo Fisher Scientific,
#LC2005) were incubated with mouse anti-HSV ICP4 (Virusys, #P1101,
Lot: H1755134, Clone number: H943), mouse anti-HSV1 ICP8 Major
DNA binding protein (Abcam, #ab20194, Lot: GR3302745-1, Clone
number: 11E2), mouse anti-HSV ICP5 (Virusys, #HA018-100, Lot:
H1858019, Clone Number: 3B6) at 1:600 dilution in TBS, and rabbit
anti-alpha tubulin (Abcam, #ab18251, Lot: GR3240348-1) at 1:1000
dilution in TBS, as primary antibodies, and with goat anti-rabbit IgG
HRP (Thermo Fisher Scientific, #G-21234, Lot: 2156243) and goat anti-
mouse IgG HRP (Thermo Fisher Scientific, #G-21040, Lot: 2185072) at
1:5000 dilution, as secondary antibodies. HRP-derived signal was
detected with Tanon High-sig ECL Western blotting substrate kit
(Tanon, #180-5001) on an Tanon 5200SFChemi-Image System (Tanon,
#5200SF).

Voronoi tessellation and cluster analysis
Voronoi tessellation analysis was performed in MATLAB 2016a as
previously described61. X, Y localizations were used to compute a
Voronoi diagram using the “delaunayTriangulation” and “Voronoidia-
gram” functions. The area of the Voronoi cells were obtained with the
function “polyarea”. The local density in each data pointwas defined as
the inverse value of the area of the corresponding Voronoi polygon.

Cumulative Distribution Functions were plotted from the density
values.

To analyze SMC3, H3, TOP1, RNAP II and viral genome clusters,
cluster analysis was performed as previously described3. For the clus-
ter density analysis, the number of clusters was divided by the cell
nucleus area.

Quantification of DNA and protein-free areas
Black space areas were quantified from DNA, H3, H3K27me3, H3k9ac,
and RNAP II phSer5 STORM images by applying a binary threshold on a
Gaussian filtered density map (imbinarize.m MATLAB function, with
adaptive threshold, sensitivity of 0.75, pixel size 30 nm, sigma 0.5)22,63.
The analysis script is publicly available at (https://github.com/
CosmaLab/Black-Space-Analysis). With this, the percentages of DNA/
protein free areas over the imaged nuclear area were estimated for
each nucleus.

Radial density analysis
Radial density analysis was performed using a custom-written script in
Python, version 3.7. described in ref. 5. Briefly, raw DNA localizations
were used as input, along with the centroids of H3, RNAP II phSer5 and
SMC3 clusters, previously obtained by cluster analysis. Coordinates of
protein clusters were used as seeds for Voronoi tessellation. Polygons
were clipped to a hand-drawn DNAmask to exclude polygons outside
of the nucleus or inside VRCs. DNA localizations falling inside the
Voronoi polygon of a cluster were used for analysis. Disks of increasing
radii, in steps of 10 nm,were drawnuntil fully boundwith eachVoronoi
polygon. The DNA density was then calculated as the ratio between
number of DNA localizations and the area of the clipped ring.

Dual color nearest neighbor distance (NND) analysis
NND between protein and vDNA clusters’ centroids were calculated by
knnsearch.m Matlab function on the centroids of protein and vDNA
clusters. The NND histogram of experimental data was obtained by
considering all the NNDs of individual nuclei (histogrambin, from0 to
500 nm, 10 nm steps) in both directions. Simulated NNDs recapitu-
lating random spatial distribution of cluster centroids were first
obtained for each nucleus separately and thenmerged to calculate the
simulated NND histogram (histogram bin, from 0 to 500nm, 10 nm
steps). All pairs below a distance of 100nm are treated as
overlapping pairs.

RNA-seq and analysis
A549 cells were mock-infected or HSV-1 infected (MOI = 3) for 1 h.
Infected samples were harvested at 1, 3, and 8 hpi. Three biological
replicates were prepared by condition. Oligo(dT)-attached magnetic
beads were used to purify mRNA, and cDNA was generated using
random hexamer-primed reverse transcription synthesis. The product
was validated using the Agilent Technologies 2100 bioanalyzer. Sam-
ples were processed and 50 base reads were generated on BGIseq500
platform (BGI-Shenzhen, China).

The sequencing reads were filtered with SOAPnuke (v1.5.2)142 and
mapped to a modified version of the reference human genome
(GRCh38/hg38) containing also the viral genome HSV-1 genome (HSV-
1 strain KOS, GenBank accession code JQ673480.1) using STAR
(v2.5.2a)143. Genes read countingwas performedusing STARwhile TPM
quantification was performed using Kallisto144. Human differential
gene expression analysis was performed with DESeq289. DESeq2 nor-
malization assumes that genes with similar average expression
strength have similar dispersion, and that the differential expressed
genes are approximately symmetrical90. In HSV-1 lytic infection, the
human genome is drastically shutoff, and a symmetrical difference in
gene expression cannot be presumed. However, DESeq2 was used to
study relative changes on the overall downregulation state54: genes
that do not present a differential expression are following the global
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shutoff trend, while DESeq2 upregulated genes are actually less
downregulated than the global average or truly upregulated90. Differ-
entially expressed human genes in each condition having a false dis-
covery rate (FDR) less than 1e-10 and a log2 fold-change greater or
lower than 1 were used as input lists for Gene Ontology (GO) analysis
using Metascape by restricting the analysis to “GO Molecular Func-
tions” and “Kegg Pathway” terms145.

Hi-C library preparation
A549 cells were cultured and infected as described before. Cells were
gently scraped and pelleted at low-speed centrifugation to maintain
cellular and nuclear integrity. We generated two biological replicates
for mock, 1, 3, and 8 hpi of approximately 10 million cells each. Hi-C
libraries were prepared as previously described11. Samples were cross-
linked with 2% formaldehyde (wt/vol) and intact nuclei underwent
DNA digestion with MboI. After filling with biotinylated dATP, ligation
and reversion of the cross-link, purified DNA was sheared using a
Covaris ultrasonicator (Covaris, LE220). Biotinylated fragments were
pulled down using streptavidin beads. Hi-C libraries were paired-end
sequenced (2 × 75 nt) on aMGISEQ-2000 (MGI), on the BGI sequencing
service (BGI-Shenzhen, China). The resulting sequencing data were
mapped against a chimeric genome based on the GRCh38/hg38
(GRCh38.p13) human genome assembly and the HSV-1 genome
assembly (human herpesvirus 1 strain, herpes simplex virus (HSV),
KOS, JQ673480.1). Fragment pairs were filtered for non-digested
fragments, non-ligated fragments, self-circles and random breaks. Fil-
tered valid pairswere used to generateHi-C contactmatrices (adjusted
to chromosome 1 to chromosome X and virus) at several resolutions
(10 kb, 50 kb, 100 kb, and 500 kb). Supplementary Table 1 summarizes
the numbers of sequenced and filtered reads for each replicate.
Matrices were normalized and corrected for intrinsic biases using
Knight-Ruiz correction (hicCorrectMatrix; HiCExplorer146) prior to
further analysis. Normalized contact matrices were plotted using
hicPlotMatrix.

Hi-C analysis
A/B chromatin compartmentswerecalled aspreviouslydescribed147 on
100 kb resolution matrices. The eigenvalues obtained for each sample
and chromosome were correlated to gene density per 100 kb bins to
assign positive values to the A (active) compartment. Chromatin
compartment polarization was analyzed using the hicCompartmenta-
lization tool (HiCExplorer146). In brief, this is a measurement of the
global compartmentalization levels calculated by comparing the
enrichment in contacts between loci belonging to the same compart-
ment type against the contacts of loci that belongs to both A and B
compartments148.

TADboundaries position, size, and insulation scorewereobtained
from pooled matrices (2 replicates for each timepoint) at 50 kb reso-
lution using hicFindTADs (HiCExplorer146). hicFindTADs calculates the
insulation score by measuring the number of contacts occurring
between regions to the right and left of each Hi-C bin and assigning
TAD boundaries at bins where this value becomes minimum. Chro-
matin loops (up to 2.5Mb)were called onpooledmatrices (2 replicates
for each timepoint) at 10 kb resolution with a p-value = 0.05 using
hicDetectLoops (HiCExplorer146).

Python 3.11.8 (https://www.python.org/) with Pandas 2.2.1
(https://pandas.pydata.org/) and Numpy 1.26.4 (https://numpy.org/)
were used to analyze and track which TADs and loops were created,
maintained and lost at each time point, as well as tomeasure their size.
TADs and loops were classified as maintained during infection when
they were found with anchors positioned at a maximum distance of
50 kb with respect to the original positions in the mock infected cells.
In all other cases, including when one of the sides was constant, they
were classified as either lost or new, based on the appearance or

disappearance of TAD or loop anchors. The Python package Plotly
5.19.0 (https://plotly.com/) was used to create alluvial charts.

ATAC-seq data was extracted from previously deposited datasets
(Geo accession number: GSE185240). Bedtools 2.30.0 (https://
bedtools.readthedocs.io/en/latest/) was used to intersect the differ-
ent replicates of ATAC-seq data. UCSC liftover software (https://
genome-store.ucsc.edu/) was used to change the.BED files from hg19
to hg38 assembly. R 4.3.2 (https://www.r-project.org/) and the package
Gviz (https://ivanek.github.io/Gviz/index.html) were used to plot the
ATAC-seq tracks. To plot FIMO-predicted CTCF binding sites, packa-
ges Annotation Hub (https://kasperdanielhansen.github.io/
genbioconductor/html/AnnotationHub.html) and GenomicRanges
(https://github.com/Bioconductor/GenomicRanges) were used.

In order to identify genes that potentially escape the general
repression of transcription upon infection, gene expression levels
(log2 TPM) were transformed in z-score for each individual time-
point. For each gene, its z-score computed in themock condition was
subtracted from its z-score computed after 1, 3 or 8 hpi and trans-
formed in z-score ratio (Δz-score = Diff. z-score gene/SD diff. z-score
all genes)149. This Δz-score was used to classify protein coding genes
as most upregulated (Δz-score > 2.58) or most downregulated (Δz-
score < −2.58) in comparison with the average population of human
genes at the time post-infection considered. We identified 234 genes
with expression maintained or up-regulated at 8 hpi, which also
exhibited a high fold-change in the DESeq2 analysis. This gene list
(referred as “up-regulated genes”) was used for further analysis.

For viral-host contact hotspot analysis, the raw counts of each
viral bin were normalized by the sum of the interactions of such bin
with both genomes (viral and human), therefore assuming a homo-
geneous visibility. Then, they were divided by the total number of
counts in each full matrix to obtain a score value independent of the
infecting time.

Host–virus genome contacts
The number of chimeric fragments containing sequences from the
viral and the human genomes was computed for each 100 kb bins of
thehumangenome. Tonormalize for intrinsicbiasesbetweengenomic
regions, the observed human–virus contacts per bin were normalized
by the total number of inter-chromosomal contacts of the bin. Onl`y
bins with at least 1000 inter-chromosomal contacts at all
timepoints were considered in the analysis. Distributions of the log2
normalized contacts at each timepoint post-infection were scaled
between 0 and 1 to be expressed as human-virus contact score. To
analyze preferential contacts of the viral genome with specific regions
of the human genome, 100 kb bins of the human genome were clas-
sified in quintiles according to their human–virus contact score. Gene
density was measured by counting the number of protein coding TSS
falling inside each bin. The number of genes laying on the bins
belonging to each of the quintiles was computed and expressed as a
percentage of the total population. Similarly, the number of bins
within each of the quartiles belonging to the A or the B compartments
was computed and expressed as percentage of the total bins of the
compartment considered. For themotif enrichment analysis, the 10 kb
genomic bins with a raw number of human-virus contacts higher than
the 75th percentile were selected. Of these, the top 1% with the
highest normalized human-virus contacting score were further selec-
ted. The Analysis of Motif Enrichment tool150 within the MEME
suite (version 5.5.3) was used to compare the top human-virus con-
tacting genomic bins against random non-contacting human regions.
HOCOMOCO human (version 11 CORE) database151 was selected as the
source of the motifs. Gene ontology analysis of transcriptionally
upregulated human genes and DNA-binding proteins with enriched
motifs in highly contacting human-virus regions was performed using
StringDB152.
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qPCR
We isolated RNA and DNA from 106 mock A549 cells, HSV-1 infected
A549 cells and cells treated with β-lap according to our previously
described method (three biological replicates for each condition). For
RNA, we used the RNeasy Mini Kit (#74134 QIAGEN). Reverse tran-
scription was carried out with PrimeScript RT Master Mix (Takara,
#RR036A) per manufacturer’s instructions. DNA was extracted using
the Trelief Animal Genomic DNA kit (Tsingke, #TSP201-200). qPCRs
were performed with Tb Green Premix Ex Taq II master (Takara,
#RR820A).

qPCR reactions were prepared as follows: 25 ng of cDNA or gDNA,
0.4μM of forward and reverse primers, 10μL of TB Green Premix Ex
Taq II (Tli RNaseH Plus) and sterile purified water to a final volume of
20μL. The primers used are listed in Supplementary Table 4. Samples
were run in technical replicates on a QuantStudio 3 qPCR instrument
(Applied Biosystems) for 30 s at 95 °C, 40 cycles of 5 s at 95 °C and 30 s
at 60 °C followed by melting curve analyses.

ForRNAexpression analysis, 18S rRNAwasused as themost stable
housekeeping forRNAexpression analysis duringHSV-1 infection153. All
expression values were then normalized against 8 hpi corresponding
values, as itwas the condition inwhich expression of all genes couldbe
observed. All Cts below 32 (with an average reduction of >10,000-fold
when compared with 8 hpi) were considered non-specific
amplification.

For DNA copy analysis, we applied a previously described
strategy154. Briefly, the Cts of the amplified viral genomic region were
normalized by the mean of the Cts of the human gene GAPDH
sequence. All values were then normalized against 1 hpi, when only the
infecting genomes can be detected.

Statistics
Statistical analysis was performed using GraphPad Prism version 8.0.0
for Windows, GraphPad Software, San Diego, California USA, www.
graphpad.com.

For Super-Resolution experiments, n represents the number of
cells analyzed. Exactnnumbers for each experiment canbe found in its
corresponding figure legend. Two-tailed tests were run and multiple
comparison were applied for datasets with more than two groups. For
comparisons against mock, one-way ANOVA followed by Dunnet’s
multiple comparison test were used. For multiple comparisons, one-
wayANOVA followedbyTukey´smultiple comparison testswereused.
For comparisons between real and simulated data, paired t-tests were
performed for each condition. Statistical significance is represented in
the following manner: Non-significant (ns) p >0.05, *p <0.05,
**p <0.01, ***p <0.001, and ****p < 0.0001.

For the Hi-C experiments, n = 2 for each condition, representing
the amount of individual biological replicates that were analyzed. For
RNA-seq experiments, n = 3 was used for each condition, representing
the amount of individual biological replicates per condition that were
sequenced and analyzed. All dispersion and precisionmeasures can be
found in the figure legends of each respective panel. For the Fig. 7a
Kruskal-Wallis followed by Dunn’s multiple comparison against the
genome was used. For Fig. 7b, independent Kruskal-Wallis tests were
done for both A and B compartments versus number of genes per bin.
For Fig. 7c, d a Chi-squared test was done using the distribution of
quintiles contingency table.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
RNA-seq data generated in this study have been deposited at GEO
under ID codeGSE237079. Hi-C data generated in this study have been

deposited at GEO under ID code GSE236591. SR data generated in this
study has been deposited in Zenodo under accession code 10.5281/
zenodo.15383900 (https://zenodo.org/records/15383900). Source
data are provided with this paper.

Code availability
Insight3 Software (v4.2928) used for STORM image processing was
generated155 and kindly provided by Dr Bo Huang (UCSF). ImageJ 2.0.0
software used for STORM and confocal analysis and visualization can
be found at: https://imagej.nih.gov/ij/download.html Graphpad Prism
software (v9.5.1) used for statistical analysis can be found at: https://
www.graphpad.com/scientific-software/prism/ MATLAB software
(R2016A) used for imaging data analysis can be found at: https://www.
mathworks.com/products/matlab.html NimOS v.10.5 Software used for
STORM image processing can be requested from ONI at: https://oni.
bio/nanoimager/software/ SOAPnuke (v1.5.2) was used for short oli-
gonucleotide alignment at https://github.com/BGI-flexlab/SOAPnuke
HISAT2 (v2.0.4) was used for RNA-seq alignment at http://www.ccb.jhu.
edu/software/hisat/index.shtml Ericscript (v0.5.5) used for detection of
differential alternative splicing in RNA-seq at http://ericscript.
sourceforge.net rMATS (V3.2.5) used for gapped-read alignment with
Bowtie2 at http://rnaseq-mats.sourceforge.net Bowtie2 (v2.2.5) used for
alignment at https://bowtie-bio.sourceforge.net/bowtie2/index.shtml
RSEM (v1.2.12) used for pheatmaps at https://github.com/deweylab/
RSEM Pheatmap (1.0.8) used for estimation of fold change and dis-
persion for RNA-seq data with DESeq2 at https://cran.r-project.org/
web/packages/pheatmap/index.html DESeq2(v1.304.1) used for
expression analysis on RNA-seq data at http://www.bioconductor.org/
packages/release/bioc/html/DESeq2.html Custom-made scripts and
example datasets are publicly available at Github (https://github.com/
CosmaLab). Huygens Essential (v.22.10) was used for 3D surface ren-
dering of confocal images of HSV-1 infected cells. It is available at
https://svi.nl. Hi-C Explorer (v.3.7.2) was used for Chromatin Com-
partment calling, TAD finding and Loop Detection. It is available at
https://hicexplorer.readthedocs.io/en/latest/index.html STRING (v.11.5)
was used for gene ontology of transcriptionally upregulated human
genes and DNA-binding proteins with enriched motifs in highly con-
tacting human-virus regions. It is available at https://string-db.org/
MEME (v.5.5.3) was used to search for enrichment in DNA-binding
motifs. It is available at https://meme-suite.org/meme/ STAR (v2.5.2a)
was used tomap sequencing reads. It is available at https://github.com/
alexdobin/STAR Kallisto (v0.46.1) was used for TPM quantification. It is
available at https://pachterlab.github.io/kallisto/ Python 3.11.8 (https://
www.python.org/) with Pandas 2.2.1 (https://pandas.pydata.org/) and
Numpy 1.26.4 (https://numpy.org/) were used to analyze and track
which TADs and loops were created, maintained and lost on each step.
Python package Plotly 5.19.0 was used to create alluvial charts. It is
available at https://plotly.com/ Seaborn 0.12.2 was used to create bar
plots showing number of created, maintained and lost TADs and loops
against mock. It is available at https://seaborn.pydata.org/ Bedtools
2.30.0 was used to intersect the different replicates of ATAC-Seq data.
It is available at https://bedtools.readthedocs.io/en/latest/ UCSC lift-
over software was used to change the .BED files from hg19 to hg38
assembly. It is available at https://genome-store.ucsc.edu/ R 4.3.2
(https://www.r-project.org/) and the package Gviz (https://ivanek.
github.io/Gviz/index.html) were used to plot the ATAC-Seq tracks.
Packages AnnotationHub (https://kasperdanielhansen.github.io/
genbioconductor/html/AnnotationHub.html) and GenomicRanges
(v.57.2) (https://github.com/Bioconductor/GenomicRanges) were used
to plot FIMO-predicted CTCF binding sites. Python package cooler
(v.0.10.0) was used to read .mcool format Hi-C maps in Python. It is
available at https://github.com/open2c/coolerMatplotlib 3.8.4 package
was used to plot viral-host contact hotspots. It is available at https://
matplotlib.org/
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