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Thin-film lithiumniobatephotonic circuit for
ray tracing acceleration

Shiji Zhang1,3, Zixi liu1,3, Xueyi Jiang1, Haojun Zhou1, Bo Wu1, Hailong Zhou 1,
Bo Xu2, Qing Zhu2, Yuhao Guo2, Cheng Zeng1 , Jinsong Xia 1 ,
Jianji Dong 1 & Xinliang Zhang 1

Real-time, physically realistic rendering is a significant challenge in spatial
computing systemsdue to the excessive computational intensity of ray tracing
and the performance limitations of current electronic platform. Here, we
propose and demonstrate the first photonic counterpart for ray tracing
acceleration, capable of performing ray-box intersection tests in the optical
domain. Leveraging the high bandwidth, high linearity, and superior efficiency
of thin-film lithium niobate (TFLN), our photonic ray tracing core (PRTC)
achieves significantly more rapid and energy-efficient computation compared
to traditional electronic hardware. Furthermore, by exploiting the binary
nature of ray-box intersection tests, we reduce the analog-to-digital converter
(ADC) bit-width requirement to a single bit, effectively overcoming the pri-
mary bottleneck in analog computing accelerators—the power consumption
dominated by ADCs. As a result, our PRTC achieves an energy efficiency of 326
femtojoules per operation (fJ/OP) and demonstrates a modulator bandwidth
exceeding 100GHz. This advancement achieves significant improvements in
both speed and energy efficiency by orders of magnitude. Our work demon-
strates the feasibility of using photonic chips for ray tracing, effectively cir-
cumventing the ADC bottleneck of optical computing systems, and paves the
way for future innovations in high-performance, low-power spatial computing
applications.

Spatial computing is revolutionizing various sectors by seamlessly
integrating digital information with the physical world. This fusion
facilitates the creationof immersive experiences acrossentertainment,
virtual workspaces, education, and healthcare, fundamentally trans-
forming how we interact with our surroundings and digital content1–6.
A critical aspect of spatial computing is achieving real-time, physically
realistic rendering, which is essential for providing visually accurate
and interactive experiences. Ray tracing is a key technique in
this regard, simulating the behavior of light to produce realistic images
or videos by accurately modeling reflections, refractions, and
shadows7–10.

The ray tracing process begins by casting primary rays from the
camera into the scene. When these rays intersect with objects, sec-
ondary rays are generated to simulate complex optical effects. The
largest computational burden in ray tracing is determining whether
rays intersect with objects in the scene. The majority of these calcu-
lations involve ray-box intersection tests within the Bounding Volume
Hierarchies (BVH), which are data structures designed to accelerate
collision detection by hierarchically grouping objects in bounding
volumes11. Achieving realistic scenes requires casting millions of rays
per frame, with some estimates indicating that around one billion rays
per second are necessary for photorealistic quality in complex
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scenes12. However, traditional computing hardware faces significant
challenges in handling the vast number of ray-box intersection tests
required for real-time applications13,14. Power consumption and heat
generation are significant issues, especially in portable spatial com-
puting devices like augmented reality (AR) glasses. High power con-
sumption leads to rapid battery depletion, limiting the operational
time of these devices. Additionally, excessive heat generation can
cause discomfort to the user and may require bulky cooling solutions
that are impractical for lightweight wearable devices. Moreover, the
clock frequencies of current CPUs and GPUs are limited by RC delay15

and power dissipation16, making it difficult for them to exceed 10GHz,
which exacerbates the challenges in achieving real-time, low-latency
rendering.

These constraints highlight the need for innovative solutions to
overcome the limitations of existing hardware architectures and
enable more efficient real-time rendering. Optical computing has
emerged as a promising candidate for next-generation computing
hardware platforms. Photonic chips exploit the ultra-high bandwidth
of optoelectronic devices, enabling them to operate at clock speeds
several-orders-of-magnitude higher than current electronic chips17.
Furthermore, the various physical dimensions of light, including
wavelength, modes, and polarization, offer significant computational
parallelism, which canbe harnessed to accelerate computational tasks.
Finally, photons can execute computations by simply propagating
through optical circuits, with minimal loss and energy dissipation. For
instance, thewaveguide losses in thin-film lithiumniobate chips can be
as low as 0.06 dB/cm18, making these systems highly energy-efficient.
Extensive research has been conducted on leveraging optical com-
puting for various algorithms, such as deep neural networks19–25, inte-
gral equation solving26,27, and cryptocurrency28. These studies utilize
specific optoelectronic devices and structures to accelerate the
execution of operations, demonstrating the potential of optical com-
puting in achieving high-speed, energy-efficient computation. How-
ever, existing optical computing systems face two major challenges
that limit their practicality and widespread adoption.

First, silicon photonics, despite its advantages in low-cost, large-
scale fabrication and the availability of functional devices, encounters
critical trade-offs due to its free-carrier-based modulation
mechanism29. This mechanism results in nonlinear electro-optic
responses, carrier-absorption losses, and limited response speeds,
which impact signal fidelity, power consumption, and operating
bandwidth. These limitations hinder the performance of silicon-based
photonic systems, especially in applications requiring high-speed and
high-linearity operation.

Second, analog optical computing architectures often suffer from
significant power consumption due to the analog-to-digital converters
(ADCs) required to interface optical computations with electronic
processing systems. Applications like neural networks typically
demand high-resolution ADCs to capture the analog optical signals
representing computational results. The power consumption of ADCs
increases exponentially with the bit width30 and the necessity for high
bit-width ADCs leads to substantial power overheads. This exponential
increase in power consumption not only raises the overall energy
requirements but also effectively negates the energy efficiency gains
provided by the optical computation itself31. This issue is especially
problematic in systems where power efficiency is paramount and
remains a critical challenge that needs to be addressed to realize
practical, energy-efficient optical computing systems.

In this work, we address the crucial issues of speed and energy
consumption for ray tracing hardware by proposing a photonic ray
tracing core (PRTC) based on thin-film lithium niobate (TFLN) photo-
nics.Our PRTC isdesigned to perform ray-box intersection testswithin
theoptical domain, leveraging the inherent advantages of photonics to
accelerate this computationally intensive task. The PRTC features four
push-pull high-speed electro-optical modulators and a coherent

detection branch, enabling high-speed and energy efficiency of inter-
section tests. By utilizing TFLN photonics, our PRTC overcomes the
performance trade-offs associated with silicon photonics. TFLN offers
high electro-optic coefficients, low optical losses, and excellent line-
arity, which are critical for high-performance photonic devices32–36 and
efficient photonic computing23,37–40. Our PRTC achieves a linear optical
field response at CMOS-compatible voltages and an electro-optic
bandwidth of 100GHz, significantly surpassing the capabilities of tra-
ditional silicon-based photonic devices. Furthermore, our PRTC
addresses theADCpower consumption challenge by reducing theADC
bit width requirement specifically in ray tracing tasks. In ray tracing,
the output result of a ray-box intersection test is binary—it either
intersects or does not intersect. This allows us to reduce the ADC bit
width to a single bit, effectively minimizing the power overhead
associated with analog-to-digital conversion and achieving an energy
efficiency of 326 fJ/OP. The practicality and effectiveness of our PRTC
were validated through an experimental demonstration of ray tracing
at a clock frequency of 16 giga-symbol per second (GS/s), showcasing
its capability to handle the high-speed computations required for real-
time rendering.

Results
Concept and principle of PRTC
The PRTC represents a novel approach to accelerating ray-box inter-
section tests in spatial computing applications through optical domain
processing. This section details the fundamental concepts, working
principles, and advantages of our proposed PRTC architecture.

To create realistic graphics in spatial computing applications,
such as augmented reality (AR) and virtual reality (VR), one needs to
accurately simulate how light interacts with virtual objects. This
simulation process is called ray tracing, which works by tracing the
path of light rays as they bounce around a virtual scene. For each pixel
we want to render, we need to cast rays from a virtual camera and
determinewhat objects these rays hit, calculating reflections, shadows,
and other lighting effects. Figure 1a illustrates this concept in an AR
environment, where we need to render a virtual fox model that
appears to exist in the real world.

However, checking if a ray intersects with every single triangle in a
complex 3Dmodel would be extremely computationally expensive. In
Fig. 1a, we can see these bounding boxes shown in red, green, and blue
colors with each become smaller and smaller. This Bounding Volume
Hierarchies (BVH) allows us to quickly eliminate large portions of the
scene that a ray definitely would not hit - if a ray does not hit the large
red box, we do not need to check any of the smaller boxes or triangles
inside it.

Figure 1b describes the fundamentalmechanismsof BVH traversal
and ray-box intersection computation. The left panel demonstrates
the hierarchical traversal process within the BVH structure, where
intersection tests are performed sequentially through nested bound-
ing volumes, with the traversal path highlighted by colored boxes. The
right panel illustrates the geometric principle underlying ray-box
intersection determination, which utilizes side relation calculations41.
The box, represented by six vectors (depicted as red arrows) forming a
closed loop, enable intersection detection through consistent side
relation evaluation. A ray is determined to intersect the box only if it
maintains consistent side relations with all six head-to-tail edge vec-
tors. For Ray-Axis Aligned Bounding Boxes (AABB), where edges are
parallel to coordinate axes, the side relation computation reduces to a
dot product operation: side ray, edgeð Þ= r1 × v1 + r2 × v2, where
v1, v2andr1, r2 refer to the bounding-box coordinates and the ray
coordinates, respectively. The detailed derivation of how each coor-
dinate is used in the side-function-based intersection algorithm could
be found in Supplementary Note 1. Due to the cumulative nature of
BVH traversal, where the intersection of a BVH node depends on the
intersection results of its ancestor nodes, reducedprecision arithmetic
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can be utilized for ray traversal. Previous work has demonstrated that
quantization to 5 bits is feasible for ray-box intersection tests14.

Thismathematical foundation enables the acceleration of ray-box
intersections using an analog photonic core. The PRTC architecture, as
illustrated in Fig. 1c, comprises three main functional blocks: box data
loading, ray data loading, optical processing and detection for binary
results. In the box data loading stage, the box parameters v1, v2 are
encoded through two push-pull Mach-Zehnder modulators (MZMs).
Similarly, the ray data loading stage uses another pair of MZMs to
encode the ray parameters r1, r2, . The optical processing and detec-
tion block combines the modulated signals with a reference branch

through coherent interference, followed by a photodetector and 1-bit
analog-to-digital converter to generate the binary intersection result.
r1, r2, v1, v2 are directly loaded as voltages on four push-pullMZMs.By
adjusting the heaters to ensure that the MZMs is biased at the null
point (for linear response when signal amplitude remains relatively
small) and are phase-matched when the three branches are combined
(Supplementary Note 2), the light field at the output port can be
expressed as: Eout = Eref + E0sinr1 × sin v1 + E0sinr2 × sin v2.Where Eout

is theoutput lightfield, Eref is the lightfield in the referencebranchand
E0 represents the light field in other two branches. When the MZM
operates in the linear region, the input voltage can be directlymapped

Fig. 1 | Concept and principle of PRTC. a Applications of PRTC in spatial com-
puting for real-time physically realistic rendering. b Schematic representation of
the ray-traversal and ray-box intersection. Left: hierarchical BVH tree structure
illustrating the traversal path (highlighted by colored boxes) for efficient ray-object
intersection determination. Right: geometric illustration of ray-box intersection
computation based on side functions, which evaluate the relative orientation
between ray andboxedges to determine intersection results. v1, v2 and r1, r2 refer to
the bounding-box coordinates and the ray coordinates. c Implementation of the
PRTC on TFLN platform. The PRTC consists of four high-speed push-pull Mach-

Zehndermodulators (MZMs) for parameter encoding, followedby coherent optical
processing and detection components (photodetector (PD) and 1-bit ADC) for
binary result generation. d Energy consumption analysis comparing PRTC with
optical neural networks (ONN). e Performance comparison of PRTC with existing
electronic and optical computing platforms. The plot shows energy efficiency
versus computation speed,with the shadow area indicating the electronic limit and
the red dashed line indicating the ADC bottleneck (0.58 pJ/OP). PRTC achieves
superior performance compared to both electronic solutions and previous optical
implementations, with potential for further improvements.
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to the output light field since sin x is approximately equal to x.
Therefore, Eout can be rewritten as: Eout = Eref + E0ðr1 × v1 + r2 × v2Þ.
This suggests that our PRTC can be directly used for ray-box inter-
section tests when operating in the linear region. Although at the
output of the detector, the photoelectric effect converts the optical
field signal into an electronic signal, resulting in a nonlinearity due to
the quadratic relationship between the optical power and the light
field, this does not impact the functionality of the PRTC. This is
because we are ultimately concerned with the sign of the output
results: the relative values of Eout and Eref and the output can then be
processed by 1-bit ADC to generate the binary result:

sign ðEref + E0ðr1 × v1 + r2 × v2ÞÞ2 � E2
ref

� �
= side ray, edgeð Þ ð1Þ

The relationship between analog-to-digital converter (ADC) /
digital-to-analog converter (DAC) power consumption and bit width
plays a crucial role in determining the energy efficiency of optical
computing systems, as illustrated in Fig. 1d. The red and blue lines
show the exponential growth of ADC power consumption and the
relatively modest increase in DAC power consumption with increasing
bit width30, respectively (detailed calculation models can be found in
Supplementary Note 5). This relationship becomes particularly sig-
nificant when comparing the power efficiency of PRTCwith traditional
optical neural networks (ONNs).

In ONNs, while some architectures attempt to reduce ADC power
consumption by summing outputs and converting them to digital
signals using fewer ADCs, this approach fails to effectively reduce the
power consumption per operation. Although fan-in accumulation can
reduce the number of ADCs, it requires the bit width of each ADC to
grow logarithmically with the number of accumulated results (see
Supplementary Note 4). Since ADC power consumption increases
exponentially with bit width, the power consumption per operation
remains high despite the reduced number of ADCs.

To quantitatively analyze the power consumption, we use the
energy consumptionmodel in ref. 30. For ONNs, while the DAC power
consumption can be neglected due to the input dimension being far
smaller than the number of computational operations, the ADC power
consumption is significant. In contrast, PRTC’s architecture reduces
power consumption through its binary output nature and the DA bit-
width requirement is 5-bit for box data and ray data loading.With each
1-bit AD conversion, PRTC achieves a remarkably low AD power con-
sumption of 33fJ/OP, representing more than an order of magnitude
improvement over traditional ONNs (detailed in Supplemen-
tary Note 6).

The performance advantages of our PRTC implementation are
comprehensively demonstrated in Fig. 1e, which compares the energy
efficiency and computation speed across different computing plat-
forms. Operating well below the ADC bottleneck (indicated by the red
dashed line at 0.58 pJ/OP), our PRTC demonstrates an exceptional
energy efficiencyof 326 fJ/OP (detailed in SupplementaryNote 6)while
maintaining a remarkable bandwidth of 100GHz. These metrics
represent significant advancements in ray tracing hardware cap-
abilities, achieving a two-order-of-magnitude improvement in speed
and a one-order-of-magnitude reduction in power consumption
compared to existing solutions. This dramatic performance enhance-
ment canbe attributed to twokey innovations: the utilizationof TFLN’s
superior optoelectronic properties for high-speed, linear signal pro-
cessing, andour binary detection scheme that significantly reduces the
ADC power consumption overhead for ray-box intersection tests. This
advancement represents a significant step forward in enabling real-
time ray tracing for spatial computing applications, with potential for
even further improvements through continued optimization of the
TFLN platform with lower operating voltage36,42.

TFLN platform for PRTC
The characterization of our PRTCwith TFLN platform are presented in
Fig. 2. The overall structure of the fabricated PRTC chip is shown in
Fig. 2a, featuring four push-pull MZM modulators, each measuring
6mm in length. Figure 2b displays a scanning electron microscope
image of the waveguide sidewall, demonstrating the quality of fabri-
cation. The RF packaging of the chip is illustrated in Fig. 2c, where one
endof the travelingwave electrode connects to theRF input connector
and the other end to a matching resistor for optimal RF performance.
Figure 2d shows the flip-chip photodetector used for monitoring the
optical signals.

The electro-optic performance of the TFLN platform is char-
acterized in Fig. 2e-g. Figure 2e shows the Vπ of 3.79 V. The responseof
the light field to the driving voltage is demonstrated in Fig. 2f, where
the blue line represents the ideal linear response and the orange line
shows the measured result. Thanks to the high linearity of lithium
niobate, the measured response shows excellent agreement with the
linear response, achieving linearity better than 99.3% at 1Vpp operation
and 97.9% at 2Vpp operation. This exceptional linearity enables direct
mapping of input voltage to light field without requiring look-up table
circuits, significantly reducing the peripheral circuitry complexity.
While optical computing remains far from achieving general-purpose
processing capabilities of electrical chips, the CMOS-compatible vol-
tage operation and excellent linearity of the TFLN platform facilitate
seamless integration between optical and electrical components,
which is crucial for maximizing the performance of optical computing
systems.

Figure 2g presents the electro-optic response of the MZM,
demonstrating a 3 dB bandwidth of approximately 100GHz, suggest-
ing apotential increase in computational speedbynearly twoordersof
magnitude compared to existing hardware systems. This high band-
width, combined with the excellent linearity and CMOS compatibility
of the TFLN platform, makes it particularly suitable for high-speed
optical computing applications.

Experimental demonstration of PRTC
Here, we present the experimental demonstration of our PRTC shown
in Fig. 3a to evaluate the computing accuracy. A continuous-wave (CW)
laser operating at 1550 nm wavelength serves as the light source, with
its output directed into the PRTC chip. The optical signals are modu-
lated by four on-chip TFLN modulators before undergoing coherent
beam combining at the output port. The output optical power is then
converted to electrical signals via a photodetector (PD) and recorded
using an oscilloscope for analysis. The modulation signals for the four
TFLN modulators are generated using a four-channel high-speed
arbitrary waveform generator (AWG). The data rate is set to 16 GS/s (4
samples per data point at 64 giga-sample per second). An FPGA is
employed to control the on-chip heaters, enabling precise adjustment
of the modulators’ linear operating points and ensuring proper phase
matching for beam combining (see Supplementary Note 3). The
computing accuracy of the PRTC is validated through the testing using
four sets of 10,000 random values applied to the TFLN modulators
(Fig. 3a). Analysis of the measurement results reveals that the errors
between the experimentalmeasurements and the ground truth exhibit
a standard deviation of 2.21% at 16GS/s, corresponding to a computing
accuracy of 5.57-bits (Fig. 3b-e). This accuracy level meets the
requirements for ray-box intersection computations as established
in ref. 14.

To systematically evaluate the computational capability of PRTC,
we first conducted extensive ray-box intersection tests using a com-
prehensive validation framework. The framework incorporates 10,000
randomly generated test cases, designed to cover diverse geometric
configurations encountered in real-time rendering scenarios. Operat-
ing at a data rate of 16 GS/s, our PRTC achieved a remarkable overall
accuracy of 94.6% in intersection detection. The error analysis reveals
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two types of misclassifications: 3% of actual intersections were mis-
classified as misses, and 2.4% of non-intersections were incorrectly
identified as hits. Importantly, these false positive cases (2.4%) can be
efficiently filtered out through subsequent precise intersection calcu-
lations in the ray tracing pipeline, as the BVH traversal inherently
requires additional verification for positive intersection results. Figure
4a illustrates the binary classification results for a representative sub-
set of 100 test cases. Each test was configuredwith carefully controlled
parameters to ensure comprehensive coverage of possible intersec-
tion scenarios. Specifically, we positioned ray origins at the maximum
coordinate point (max_x, max_y, max_z) and defined bounding boxes
with their minimum vertices at the origin (0,0,0). The maximum ver-
tices were constrained according to the fundamental principle of
bounding volumehierarchies,where child boxesmaintain dimensional
ratios of at most 1:16 relative to their parents, corresponding to our
5-bit box encoding resolution. To provide detailed insights into the
PRTC’s discrimination capabilities, Fig. 4b presents nine characteristic
test cases with their corresponding geometric configurations and
computational outputs. Each case demonstrates our implementation
of the edge-based intersection algorithm, which evaluates six critical
side relation values representing the ray’s position relative to the box
edges in a head-to-tail connected sequence. The intersection criterion
is met when all six values are positive, mathematically proving that the
ray maintains consistent sidedness with respect to the complete edge
loop. Cases (ii) and (iv) exemplify successful hit detection where rays
penetrate their respective bounding boxes, while the remaining cases
showcase various non-intersection scenarios. This diverse set of
examples validates the PRTC’s robust ability to accurately classify

complex geometric relationships between rays and axis-aligned
bounding boxes.

Following the validation of PRTC’s accuracy in ray-box inter-
section tests, we further evaluated its performance in complete ray
tracing rendering applications. We constructed three test scenes
featuring various material properties and geometric configurations.
Each scene was rendered with both a conventional digital computer
and our PRTC system under identical conditions: 300 × 300 resolu-
tion, 400 samples per pixel, and a maximum path depth of 10. The
scenes incorporate multiple material types, including diffuse sur-
faces, metals, and dielectric materials with refractive index of 1.5.
These materials showcase different light transport phenomena such
as diffuse reflection, specular reflection, and refraction. Our PRTC
system was specifically tasked with performing ray-box intersection
tests for all secondary rays, which are crucial for accurate global
illumination and material interaction effects. The quality metrics
reveal that PRTC achieves high-fidelity rendering results comparable
to conventional computing as shown in Fig. 5. The Peak Signal-to-
Noise Ratio (PSNR) values range from 21.22 to 21.78 dB, while the
Structural Similarity Index (SSIM) maintains values between 0.9101
and 0.9186 across three test cases. The minor differences between
PRTC and reference renderings primarily stem from the Monte Carlo
sampling noise inherent in the path tracing process, rather than from
systematic errors in the ray-box intersection tests. This is evident
from the fact that both renderings exhibit similar noise patterns
characteristic of path tracing with 400 samples per pixel. These
metrics indicate that PRTC not only preserves the overall visual
appearance but also accurately captures fine details and material

Fig. 2 | TFLNplatform for PRTC. a Photographof the overall structure of the PRTC
chip, with each push-pull MZMmodulator measuring 6mm in length. The high-
lighted regions indicate the on-chip grating intended for the monitoring PD.
b Scanning electron microscope image of the waveguide sidewall. c RF package of
the chip, with one end of the traveling wave electrode connected to the RF input

connector and the other end connected to a matching resistor. d The flip-chip
photodetector used formonitoring. eNormalized optical transmission of aMZMas
a function of the applied voltage, showing a half-wave voltage of 3.79 V. f Response
of the light field to the driving voltage, linear response (blue line), measured result
(orange line). g Electro-optic response of the MZM in PRTC chip.
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properties, demonstrating the robustness of our optical computing
approach in realistic rendering applications.

Discussion
Our work demonstrates a significant advancement in integrating
optical computing with practical applications, specifically addressing
the critical challenges in real-time ray tracing for spatial computing
systems. It is widely recognized that ray intersection calculations
represent the most computationally intensive part of the ray tracing
pipeline, typically accounting for 70-80% of the total computational
overhead43. The PRTC we designed, acting as a photonic counterpart
for ray tracing acceleration, can greatly accelerate this ray intersection
process. Consequently, the burden on the electrical components can
be significantly minimized. As shown in Table 1, our PRTC achieves
substantial improvements in both computing speed and energy effi-
ciency compared to existing electronic and optical platforms. A
detailed discussion of power consumption for all relevant compo-
nents, including the laser, modulator driving, pre-processing (DAC),
and post-processing (ADC), is provided in Supplementary Note 6.
While conventional electronic solutions are limited by RC delays and
power dissipation, and previous optical neural networks face funda-
mental ADC bottlenecks, our PRTC overcomes these limitations
through innovative architectural design.

These performance advantages stem from two key innovations:
First, by leveraging the unique properties of TFLN photonics—high

bandwidth, excellent linearity, and CMOS-compatible voltage opera-
tion—we have effectively addressed the performance limitations typi-
cally associated with silicon photonics. Second, our binary detection
scheme substantially relaxes the ADC bottleneck traditionally con-
straining optical computing by leveraging single-bit detection tailored
to ray-box intersection tests, achieving substantial power savingswhile
maintaining high accuracy. In addition to these benefits, the TFLN
platform provides straightforward pathways for scaling up computa-
tion throughbothwafer-scale integration44 ofmultiple PRTC cores and
wavelength-divisionmultiplexing (WDM) of signals. Leveraging TFLN’s
broad spectral transparency45, one can operate multiple wavelength
channels in parallel and process large arrays of data simultaneously.
We discuss the advantages of parallel processing in detail in Supple-
mentary Note 7.

The success of PRTC highlights a crucial principle in optical
computing system design: the importance of matching computational
architecture to specific application requirements. By focusing on ray-
box intersection tests and exploiting their binary nature, we achieve
substantial performance benefits through single-bit ADC imple-
mentation. This approach demonstrates how application-specific
optimization can unlock the full potential of optical computing
platforms.

Looking forward, several promising research directions emerge
from thiswork. First, advances in TFLNdeviceengineering, particularly
in reducing operating voltages42 and improving integration density46,

Fig. 3 | Experimental characterization of PRTC computing accuracy.
a Experimental setup of the PRTC demonstration. CW laser continuous-wave laser,
PC polarization controller, AWG arbitrary waveform generator, FPGA field pro-
grammable gate arrays, PD photodetector. b, c Experimental output results of

random input at 16GS/s. d Scatter plot for computing accuracy measurement with
4 sets of 10,000 random inputs. e Histogram of compute errors over 10,000 data
samples.
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could further enhance the performance and efficiency of PRTC-based
systems. These improvements would be particularly valuable for
mobile spatial computing applications where power efficiency is
paramount. Second, by adopting segmented TFLN modulators with
binary-drive capability as illustrated in ref. 40, we can eliminate
external DAC overhead and achieve a seamless interface between the
PRTC and digital electronic chips (see Supplementary Note 8). Third,

the principles demonstrated in our binary detection scheme could be
extended to other computational tasks that can be reformulated as
binary decisions, potentially opening new applications for optical
computing beyond ray tracing. Finally, the integration of PRTC tech-
nology with emerging augmented reality systems presents opportu-
nities for developing next-generation spatial computingplatforms that
combine high performancewith energy efficiency. By co-designing the

Fig. 4 | Experimental varication of PRTC for ray-box intersection test.
a Experimental result for 100 sets of ray-box intersection test with 16GS/s data rate.
b 9 of the 100 sets of intersection test results, where the left side of each subgraph

shows the output of the intersection, and the right side shows the visualization for
the corresponding ray and box.
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electronicpipeline andphotonic interface tomaximize parallelism, the
PRTC can reach its full potential in these applications.

Methods
Chip fabrication and packaging
The devices were fabricated on a commercial x-cut LNOI wafer from
NANOLN, with a 500 nmLN thin film, a 4.7 μmburied SiO2 layer and a
500 μm silicon substrate. The fabrication process of the TFLN chip is

detailed in the following: electron beam lithography (EBL) was first
used to define the rib waveguide structures on the AR-P 6200 resist.
Then, the patterns were transferred to the top LN layer with an
etching depth of 260 nm by Ar+-based inductively coupled plasma
(ICP) dry etching. Then, the strip waveguides for the edge coupler
were defined on the LN layer with an etching depth of 260nm using
EBL and ICP dry etching. At last, a SiO2 layer with a thickness of 1 µm
was deposited on the wafer as the upper-cladding by plasma
enhanced chemical vapor deposition (PECVD). Finally, the chips are
cleaved and facet polished.

In terms of optical packaging, a single-mode fiber was chosen to
achieve optimal mode-field matching, considering the double-layer
horizontal edge coupler with 3.2μm spot size. A customized single
channel fiber array (FA) was alignedwith the edge coupler and fixed by
UV-curable glue. As for electrical packaging, the chip is placed in a
custom-built metal tube shell, in which the RF connection and DC bias
connection parts are involved. The input RF pads of MZMs are wire
bonded to the ceramic transmission lines, which are connected to the
RF coaxial connectors. To achieve impedancematching, a load resistor
is attached at the end of the travelling-wave electrode.

Experimental setup
The input signals are generated by an arbitrary waveform generator
(Keysight M8195A) and the output optical signals are detected by a
photodetector (Finisar XPDV2120R) with bandwidth of 50GHz. The
electric signals are captured by an oscilloscope (Tektronix
DSA72004B). The voltages applied to the thermal phase shifters are

a

b

c

PSNR/SSIM 
= 21.26/0.9101

PSNR/SSIM 
= 21.78/0.9186

PSNR/SSIM 
= 21.22/0.9154

Original (color only) 

Rendered by computer 

Rendered by PRTC 

Fig. 5 | Ray tracing rendering results. a Three test scenes before rendering. b Reference images rendered by a conventional computer. c Images rendered by PRTC. Peak
Signal-to-Noise Ratio, PSNR; Structural Similarity Index, SSIM.

Table 1 | Performance comparison of PRTC with state-of-the-
art electronic and optical computing platforms

Features Clock rate Energy
efficiency

Limited
by ADC

Intel (Xeon-E7-8870) 6GHz 4.85 GOPs/J \

Nvidia (RTX4090) 2.3GHz 0.184 TOPs/J \

AMD (RX7900XTX) 1.9GHz 0.173 TOPs/J \

ONN with VCSEL20 1 GS/s 1.703 TOPs/J Yes

ONN with PCM21 13 GS/s 1.389 TOPs/J Yes

ONN with TFLN23 60 GS/s 0.725 TOPs/J Yes

PRTC (this work) 16 GS/s (experi-
mental)
200 GS/s
(theoretical)

2.762 TOPs/J
18.7 TOPs/J

No

PRTC (with
improvement)

200GS/s 39.79 TOPs/J No

Article https://doi.org/10.1038/s41467-025-61234-x

Nature Communications |         (2025) 16:5938 8

www.nature.com/naturecommunications


provided by the digital-to-analog converter (LTC2688), which is con-
trolled by a field programmable gate array chip (Xilinx 7K325T).

Bandwidth measurement setup
Electro-optic characterization is performed in the telecommunications
C-band using a tunable-wavelength laser source (Santec TSL-510). A
three-paddle polarization controller is used to ensure transverse-
electric mode excitation.

For electro-optic S21 response measurements, a frequency
sweeping electrical signal generated from a 110GHz optical compo-
nent analyzer (Keysight N4372E) is sent to the EOM with a 50Ω load.
The output optical signal of the EOM is sent back to the input port of
the optical component analyzer. A high-speedmicrowaveprobes (GGB
110H-GSG-150-DP) is used to deliver themodulation signal to the input
port of the transmission line. After calibrating the frequency responses
of the probe, and electrical cables, the S21 frequency response of the
EOM can be obtained.

Data availability
The data are available as part of the Supplementary files. Source data
are provided with this paper.
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