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A central and unified role of corticocortical
feedback in parsing visual scenes

Ye Xin1,2, Yin Yan 1,2,3,4 & Wu Li 1,2,4

Visual scene analysis in the brain involves diverse grouping and segmentation
processes mediated by intra- and inter-areal interactions, but the role of
feedback fromhigher to lower visual cortices has remained largely speculative,
relying mostly on indirect evidence. In this study with behaving monkeys, we
investigated the causal impact of V4-to-V1 feedback on different figure-ground
perceptual tasks employing distinct contextual cues. We compared neuronal
responses in the primary visual cortex (V1) and the behavioral performance
before and after silencing a higher-order visual area (V4). Our results reveal
that V4-to-V1 feedback comprises dissociable facilitatory and inhibitory com-
ponents that differ in their spatial distribution, onset time, modulatory
polarity, and magnitude. This feedback is essential for, and consistent across,
distinct grouping and segmentation processes, operating independently of V1
neurons’ selectivity for local features and primarily modifying the late phases
of neuronal responses. These findings highlight fundamental differences
between the mechanisms underlying global, feature-independent figure-
ground organization and local, feature-dependent contextual analysis. More-
over, while the feedback modifies correlated variability in neural responses,
this effect does not alter the neural population code. Our study underscores
the central and unified role of corticocortical feedback in integrating and
interpreting visual scenes, with implications for circuit-level mechanisms.

During visual sceneprocessing, neurons in the primary visual cortex (V1)
not only extract local visual features but also encode global contextual
information, such as contour grouping based on the global continuity of
line segments (Fig. 1a, top)1 and surface segmentation driven by dis-
continuities in global features (Fig. 1a, bottom)2,3. These grouping and
segmentationprocesses have been linked to two complementary effects
of contextual modulation observed in V1 of monkeys: facilitation of
neuronswith receptive fields (RFs) falling on the foreground (contour or
surface) followed by inhibition of neurons with RFs within the back-
ground areas adjacent to foreground elements4–7. These two effects,
both of which are significantly delayed relative to stimulus-evoked V1
responses but earlier than top-down attentional modulation of the
figure-ground signals3,7, are attributed to feedback influences from

higher visual cortex. Previous studies in monkeys6,8–14 and rodents15–19

have provided causal evidence for corticocortical feedback influences
on V1 neuronal responses. However, it remains elusive whether these
documented feedback modulations directly underlie the delayed fore-
ground facilitation and the further delayed background inhibition.

On the other hand, long-range horizontal connections within
V120–22 are thought to be involved in feature-dependent contextual
effects and center-surround modulations of neuronal responses (for a
review see ref. 23). For instance, the response of an orientation-
selective neuron to a bar centered in its RF is influencednot only by the
bar’s orientation but also by the arrangement of surrounding bars24–26.
In particular, V1 neurons can encode the orientation contrast between
a bar and surrounding iso-oriented bars (orientation singleton; Fig. 1a,
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middle) even in anaesthetized animals27. Unlike the delayed signals for
global contours and surfaces, local orientation contrast signals appear
early in V1 responses, suggesting bottom-up feedforward processing28.
This is in line with behavioral observations that stimulus-driven sal-
iency effects caused by orientation singletons are short-lived, emer-
ging immediately and briefly after stimulus onset29. Despite their early
emergence, these orientation-dependent contextual signals are rela-
tively weak but are significantly amplified in later V1 responses when
monkeys report the presence of the singleton26. Although various
figure-ground cues (global contours, local singletons, and surfaces;
Fig. 1a) are linked to similar late V1 responses, it is not yet clearwhether
thesedifferent grouping and segmentationprocesses share a common
feedback modulatory mechanism. Additionally, the relationship
between themechanisms underlying contextualmodulations infigure-
ground organization and those involved in feature-dependent center-
surround interactions remain to be determined.

In this study, we aim to address the following questions: (1) the
necessity of V4 feedback for both foreground facilitation and back-
ground inhibition, (2) the separability of feedback components med-
iating these effects, (3) the generality of feedback modulation across
different grouping and segmentation processes, and (4) the relation-
ship between contextual modulations in figure-ground organization
and center-surround interactions. To explore these questions, we
compared V1 neuronal responses in monkeys before and after inacti-
vating V4, a mid-level visual area involved in processing global forms30

and providing direct and indirect feedback connections to V131–33.

Results
Responses of superficial layer V1 neurons were recorded in two
macaquemonkeys (namedMAandMB) using a 10 × 10microelectrode

array implanted in the right hemisphere. Reversible inactivation of V4
was achievedwith a customized cooling setup34 (Fig. 1b,Methods). The
inactivated V4 region and the recorded V1 region were retinotopically
matched to the visual-field area where stimuli were presented (lower
left visual field, Fig. 1c; see also Supplementary Fig. S1a–d). The effec-
tiveness and reversibility of the cooling were validated using a linear
probe, allowing simultaneous recordings of spiking activities across V4
layers (Fig. 1d).

Impact of V4 inactivation on behavior
We trained the monkeys using a Go/No-go procedure under time
pressure to detect whether a visual contour was present against a
background of randomly oriented bars (Fig. 2a). In 50% of the trials
(the Go trials, Fig. 2a, upper row), a contour patternwas displayed. The
contour was formed by collinearly aligning 3, 5, 7, or 9 adjacent bars in
a row, offset by one row from the pattern center. In the remaining 50%
of the trials (the No-go trials, Fig. 2a, bottom row), a noise patternwith
no contour was shown. After stimulus onset, the monkeys were
required tomake a saccade to the contour pattern within 500ms or to
maintain fixation for 500ms for the noise pattern.

In the cooling experiment conducted on a given day, themonkeys
completed the contour detection task in two successive sessions: a
pre-cooling session with intact V4 followed by a cooling session with
V4 inactivated. Each session included 200 Go trials randomly inter-
leaved with 200 No-go trials. To control for potential confounding
effects of adaptation and fatigue, we conducted a control experiment
on a separate day. This control experiment was identical to the cooling
experiment, except that V4 remained intact during both sessions
(referred to as the pre-sham and sham-cooling sessions, respectively).
To test a range of contour orientations and positions relative to the
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Fig. 1 | V1 recording and V4 inactivation. a Contour, orientation singleton, and
surface stimuli commonly used for studying contextual influences. b Diagram of V1
recordingandV4 inactivation.Acryo-loopwasused tomaintain 2.2 °C±0.3 °C surface
temperature of the V4 region (blue) between the lunate and superior temporal sulcus
(STS; see also Supplementary Fig. S1a, c). Amicroelectrode arraywas implanted in the
retinotopically matched V1 region (yellow). c Distribution of V1 receptive fields (RFs)
recorded from the two monkeys (MA and MB; see also Supplementary Fig. S1b, d).
Each data point represents the RF center of a V1 site recorded by an electrode. Circle
illustrates the visual-field area coveredby the stimuli, 6.5° indiameter forMAcentered

at (−4.4°,−4.5°); 5.2° in diameter forMBcentered at (− 2.2°,−1.4°).dValidation of the
effectiveness and reversibility of V4 cooling. A linear multi-contact probe (24
recording sites spaced 100 µm apart) was inserted into V4 perpendicular to the cor-
tical surface.Horizontal dashed linesdelimit the supra-granular (SG), granular (G), and
infra-granular (IG) layers, as estimated by the current source density analysis (left
panel; Methods). Compared to the pre-cooling and recovery stages, cooling effec-
tively silenced V4 neuronal spiking activity evoked by gratings. Data from 4 penetra-
tions in MB were aligned, averaged, and smoothed via interpolation across cortical
depth. Source data are provided as a Source Data file.
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cluster of recorded V1 RFs, we rotated the entire stimulus pattern
around its center in multiples of 45°, generating a total of 8 possible
contour positions along a circular path. These different contour
positions were tested on different days.

In the pre-cooling session (of the cooling experiment) or the pre-
sham session (of the control experiment), the animals’ behavioral
sensitivity to perceiving the contour (measured as behavioral d′;
Methods) increased with contour length (Fig. 2b, c for monkey MA,
Fig. 2e, f for MB, gray curves). In the cooling session following V4
inactivation, behavioral performance was dramatically impaired

(Fig. 2b, e, blue vs. gray). Extended experimental sessions per se also
caused a general decline in performance, likely due to fatigue or
adaptation, as observed in the control experiment (Fig. 2c, f, green vs.
gray; more evident in Fig. 2c for MA). Nonetheless, the adaptation or
sham-cooling effect averaged across the tested stimulus conditions (4
contour lengths and 8 contour positions) was much smaller than the
effect of V4 cooling (Fig. 2d forMA, green vs. blue, p = 3.0 × 10−5; Fig. 2g
for MB, p = 1.4 × 10−6; two-tailed Wilcoxon signed-rank test, n = 32).
Based on the cooling and sham-cooling effects, we computed the net
percent decrease in behavioral d′ solely due to V4 inactivation
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Fig. 2 | Impaired contour detection performance after V4 inactivation.
a Contour detection task. The monkey fixated on a small spot (left) until the onset
of the stimulus pattern (middle and right), which consisted of small bars
(0.25° × 0.05° for MA, 0.2° × 0.04° for MB) distributed in a grid of 13 × 13 invisible
square compartments (0.5° for MA, 0.4° for MB). The stimulus included randomly
oriented background bars, with a contour formed by collinear bars either present
(upper row) or absent (lower row). The monkey was required to make a saccade to
the contour within 500ms (Go trials) or maintain fixation (No-go trials). The con-
tour wasoffset by one row in the invisible grid (upper right), so rotating the circular
pattern around its center varied both the position and orientation of the contour.
The contour positionwasfixed for eachday, and a total of 8 contour positionswere
tested on separate days by rotating the stimulus in multiples of 45°. For each

position, the contour in the Go trials could be one of 4 lengths (3, 5, 7 or 9 collinear
bars) with equal probability. b–d Behavioral results from monkey MA. Contour
detection performance (behavioral d′) is plotted as a function of contour length in
the cooling experiment (b) and the sham-cooling control experiment (c). Each data
point on the curve represents the average across the 8 contour positions (i.e., n = 8;
see a legend). The overall changes in d′ after V4 cooling (ΔCool) and sham-cooling
(ΔSham) were calculated, respectively, relative to the pre-cooling and pre-sham
sessions by averaging across the 4 contour lengths and 8 contour positions
(d, n = 32, p = 3.0 × 10−5, two-tailed Wilcoxon signed-rank test). e–g Similar results
from monkey MB (e, f, n = 8; g, n = 32, p = 1.4 × 10−6, two-tailed Wilcoxon signed-
rank test). Error bars represent SEM; ***, p < 0.001. Source data are provided as a
Source Data file.
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(Methods, Data analyses). The net cooling effect was comparable
between the two animals (42.1% for MA and 46.7% for MB). The impact
of V4 cooling on contour detection is consistent with previous V4
lesion studies, which have reported severe impairments in form
perception35–37.

During the contour detection task in the cooling and control
experiments, we simultaneously recorded V1 responses.

Dissociable modulatory effects of V4-to-V1 feedback
Previous studies have demonstrated two complementary modulatory
effects in V1 induced by global contours: contour facilitation for neu-
rons with RFs located on the contour and background inhibition for
neurons with RFs located in the background, creating a center-
surround profile across V1 neurons4,7,38. These contour-induced mod-
ulatory effects were replicated during the pre-cooling and pre-sham
sessions with intact V4.

The sensitivity of a V1 site to differentiate between contour and
noise patterns was quantified as the neuronal d′ (Methods), based on
trial-by-trial spike counts recorded 90-200ms after stimulus onset. To
map the overall spatial profile of contour-induced modulations across

V1 sites, the d′ values (9-bar contour pattern vs. noise pattern) from all
sites were plotted against the distances between the RF centers and the
collinear contour (Fig. 3a, c for the two animals during pre-cooling ses-
sions; similar results were obtained from pre-sham sessions). Since
contour-inducedmodulations dependedon theRF-to-contour distances,
data collected from the same electrode for different contour positions
were taken as different samples. The scatter plot was fitted with a dif-
ference of Gaussians (DoG) curve, separating V1 sites into two groups:
near sites and far sites, representing RFs located on the contour and in
the background, respectively. On average, these two groups showed
opposite effects: contour facilitation for near sites and background
inhibition for far sites, indicated by positive and negative d′ values. Both
effects increased with contour length (Fig. 3b, d, solid and dotted gray
curves; left column, pre-cooling session; middle, pre-sham session).

To isolate the true impact of V4 inactivation on V1 neuronal d′

while controlling for potential adaptation effects (see Fig. 2c, f), we
compared data from V4 cooling and sham-cooling sessions with their
respective pre-cooling and pre-sham sessions (Fig. 3b, d, left and
middle columns, paired color and gray curves). A qualitative inspec-
tion revealed that adaptation in V1wasmorepronounced inMA than in
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Fig. 3 | Impact of V4 inactivation on contour-induced modulations in V1.
a Spatial profile of contour-induced modulations in V1 of monkey MA. Gray dots
represent individual V1 sites, with pre-cooling d′ values (9-bar contour vs. noise
pattern)plotted against distance fromtheRFcenter to the contourpath (n =681 sites
pooled across 8 contour positions). Binned averages (open circles) were fitted with a
difference-of-Gaussians (DoG) curve. Its intersection with the horizontal dashed line
(d′ = 0) defined the boundary between near and far site groups (vertical dashed line).
bComparison of V4-cooling and sham-cooling effects on V1 near and far sites inMA.
Mean neuronal d′ is shown as a function of contour length for cooling (left column:
near sites, n = 340; far sites, n = 341) and sham-cooling (middle column: near sites,
n = 328; far sites, n = 335; light shading: SEM). For each site group, the reduction in
contour modulation strength (Δd′) was computed by pooling data across contour

lengths. Half-violin plots (right column) showdistributions ofΔd′ for cooling (ΔCool)
and sham-cooling (ΔSham), withmedians (dots) and interquartile ranges (horizontal
colored lines).MedianΔCool andΔShamvalues were compared for near sites (upper
panel; p =0.054) and far sites (lower panel; p = 4.5 × 10−5, two-tailed Wilcoxon rank-
sumtest). cAs ina, but formonkeyMB (n = 619). ComparedwithMA, the spatial scale
of contour-inducedmodulations differed substantially (note x-axis range), likely due
to differences in RF eccentricities between animals (see Fig. 1c).d Similar tob, but for
MB. Left column: cooling experiment (near sites, n = 211; far sites, n = 408). Middle
column: sham-cooling (near sites, n = 248; far sites, n = 372). Right column: Δd′ dis-
tributions (upper panel, p =0.053; lower panel, p < 10−6). Significance: n.s., p≥0.05;
***, p <0.001. Source data are provided as a Source Data file.
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MB across contour lengths (Fig. 3b vs. 3d, middle column, green vs.
gray), consistent with behavioral observations (Fig. 2c vs. 2f). After
pooling different contour lengths and quantitatively comparing the
overall effects of cooling and sham cooling, we observed consistent
results for both MA andMB (Fig. 3b, d, right column, half-violin plots).
V4 cooling caused a significantly greater reduction in background
inhibition compared to sham cooling (lower panels, ΔCool vs. ΔSham,
p = 4.5 × 10−5 for MA, p < 10−6 for MB, two-tailed Wilcoxon rank-sum
test) but did not significantly affect contour facilitation (upper panels,
ΔCool vs. ΔSham, p = 0.054 forMA, p =0.053 forMB). This differential
impact becamemore apparent when calculating the net cooling effect,
with the sham-cooling effect deducted (Methods, Data analyses). The

net percent decrease in background inhibition was 26.4% for MA and
56.2% for MB, while the net decrease in contour facilitation was only
2.4% and 18.2%, respectively. These analyses suggest that the effects of
V4 inactivation—and thus the influence of V4-to-V1 feedback—were
asymmetric, with a more pronounced impact on background inhibi-
tion than on contour facilitation. This findingwas further supportedby
a linear mixed-effects model analysis accounting for potential repe-
ated sampling from individual electrodes (Supplementary Table S1).

A comparison between the population-averaged post-stimulus
time histograms (PSTHs; Methods) in response to the longest 9-bar
contour pattern and the noise pattern revealed that both the contour
facilitation of near sites (Fig. 4a, e for the two monkeys) and the
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background inhibition of far sites (Fig. 4b, f) were confined to the late
components of V1 responses. To infer the timing of feedback mod-
ulation, we quantified the time course of contour-induced modula-
tions during the cooling and sham-cooling experiments using a curve-
fitting approach39 (Methods). Contour facilitation consistently pre-
ceded background inhibition by approximately 20ms (Fig. 4a vs. 4b
forMA; 4e vs. 4f forMB). These latencieswereminimally affectedbyV4
cooling or sham cooling (compare top and bottom panels in
Fig. 4a, b, e, f). Notably, the effects of V4 cooling and sham cooling
began to diverge for V1 near and far sites with latencies similar to those
of contour facilitation and background inhibition (Fig. 4c, d for MA;
Fig. 4g, h for MB), indicating a tight coupling between feedback
influences from V4 and contour-induced modulations in V1.

Similar to the 9-bar contour, comparable latency values were
obtained for a shorter 5-bar contour (Supplementary Fig. S2). These
results are consistent with a previous observation in monkeys with
intact V4: the onset time of contour-inducedmodulation in V1 remains
unchanged with contour length4. As these modulatory effects occur-
red no earlier than90ms after stimulus onset, we chose this time point
to separate V1 responses into early (0-90ms) and late (90-200ms)
epochs for all relevant analyses. The 200ms cut-off was determined
based on behavioral reaction times (Supplementary Fig. S3).

The results from V4 inactivation suggest that the two com-
plementary modulatory effects observed in V1 during contour
grouping are closely tied to V4-to-V1 feedback influences, which are
dissociable in terms of space, time, polarity, and magnitude.

Feedback influences on neural population code
The cooling experiment suggests that V4-to-V1 feedback enhances
contour grouping and background segregation by modulating V1
neuronal firing rates. However, the amount of information conveyed
by the neural population may also be affected by trial-by-trial fluc-
tuations in individual neuronal activity (i.e., response variance) and by
the structure of correlated variability among neurons (i.e., noise cor-
relation, rsc)

40. Focusing on the late response epoch (90-200ms), we
first examined the effects of V4 cooling onpairwise rsc by combiningV1
sites into near-near, far-far, and near-far groups. This analysis showed
differential impacts of V4 cooling on the rsc across the three groups of
paired V1 sites (see Supplementary Fig. S4 and Table S2). By pooling
both near and far sites, we next examined whether feedback modula-
tion could enhance the population code for differentiating between
contour and noise patterns by altering variables other than firing rate.

Neural population coding was analyzed using Fisher’s Linear Dis-
criminant (FLD),which accounted for the correlated variability among all
V1 sites and estimated the contour signal strength carried by the entire
neural population. In this analysis (Methods), trial-by-trial population
response vectors of all recorded V1 sites were projected onto the FLD
axis. This axis optimally separated theprojectedpopulation responses to
a given contour pattern from those to the noise pattern, allowing us to
compute a population d′ as a measure of the contour signal strength

conveyed by population activity. Consistent with the analysis of indivi-
dual V1 sites (see Fig. 3b, d), V4 cooling resulted in a significantly greater
reduction in V1 population d′ compared to sham cooling (Fig. 5, 1st
column, monkey MA; Fig. 5b, 1st column, MB).

Neural population activity can be influenced by three variables:
meanfiring rates, response variances, and the rsc structure. To isolate the
components of feedback-induced changes in neural population code,
we constructed surrogate V1 datasets with selectively manipulated
variables. The validity of this approach was confirmed as follows: For
each stimulus condition in each experimental session, we used trial-
averaged firing rates and the covariance matrix of individual V1 sites to
construct a multivariate normal distribution. This multivariate Gaussian
model, uniquely defined by its means, variances, and covariances, pro-
vided a comprehensive representation of the data. This distribution was
used to generate simulated trial-by-trial spike counts, preserving the key
metrics of the original dataset and replicating the FLD analysis results
(Fig. 5a, b, 2nd column, nearly identical to the 1st column).

After validating the method, we conducted the following three
simulations to isolate the effects of different variables.

The first simulation examined the effect of rsc structure change.
We synthesized a covariance matrix incorporating pre-cooling
response variances and post-cooling Pearson correlation coefficients.
With this covariance matrix and pre-cooling mean firing rates, we
created a surrogate cooling dataset reflecting the post-cooling rsc
structure, while preserving pre-cooling means and variances. A similar
surrogate sham-cooling dataset was created for comparison. FLD
analysis showed that changes in the rsc structure alone due to V4
inactivation did not decrease population d′; in fact, a slight increase
was found (Fig. 5a, b, 3rd column; blue vs. green bar, p = 6.3 × 10−3 for
MA, p =0.092 for MB; two-tailed Wilcoxon signed-rank test).

The second simulation examined the effect of response variance
change. In this simulation, we assumed that V4 inactivation only
affected response variances, without altering mean firing rates or rsc
structure. Under these conditions, population d′ remained largely
unaffected (Fig. 5a, b, 4th column; blue vs. green bar, p = 0.054 forMA,
p = 0.024 for MB).

The last simulation examined the effect of firing rate change. This
simulation revealed that changes in V1 neuronal firing rates alone after
V4 inactivation fully accounted for the observed decrease in popula-
tion d′ (Fig. 5a, b, last column; blue vs. green bar, p = 2.3 × 10−3 for MA,
p = 1.1 × 10−4 for MB). These results closely match those in the first two
columns.

These simulation results support the view that visual binding or
grouping is primarily mediated by changes in firing rates within neu-
ronal ensembles41.

Similar feedbackmodulationmode across distinct grouping and
segmentation processes
Previous studies have shown that local singletondetection26 andglobal
surface segmentation3,42 also involve late response components in V1.

Fig. 4 | Time course of contour-induced modulations in V1 before and during
V4 cooling. a–d Data from monkey MA. a Contour facilitation. Normalized
population post-stimulus time histograms (PSTHs; Methods) for V1 near sites,
showing responses to the longest, 9-bar contour pattern (darker curves) and the
noise pattern (lighter curves) during the cooling experiment (left column) and the
sham-cooling experiment (right column). The vertical line marks the contour
facilitation latency, indicating where the paired curves start to diverge in the late
neural responses. Latency was estimated using a curve-fitting approach (Methods)
applied to the differential PSTH (contour – noise) of each pair of PSTHs, and the
mean ± SEM was calculated by resampling the near sites (n = 340 for the cooling
experiment; n = 328 for the sham-cooling experiment). b Background inhibition.
Similar to a, but with differential PSTHs derived from (noise – contour) for esti-
mating the latency of background inhibition (n = 341 for the cooling experiment;
n = 335 for the sham-cooling experiment). c Feedback influence on contour

facilitation. The blue curve (ΔCool) represents the difference between the differ-
ential PSTHs from the pre-cooling session (a, upper left, black − gray) and the
cooling session (a, lower left, dark blue – light blue), showing contour facilitation
attributable to V4 feedback. The green curve (ΔSham) represents the difference
between the pre-sham (a, upper right, black − gray) and sham-cooling (a, lower
right, dark green – light green), showing the adaptation effect on contour facil-
itation. Light shading represents SEM obtained from resampling V1 sites. The ver-
tical line marks the time point where the two curves diverge, estimated using the
curve-fitting approach applied to their differential curve.d Similar to c, but showing
feedback influence on background inhibition. e–h Similar to a–d, but for monkey
MB. Near sites: n = 211 for the cooling experiment; n = 248 for the sham-cooling
experiment. Far sites: n = 408 for the cooling experiment; n = 372 for the sham-
cooling experiment. Source data are provided as a Source Data file.
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However, it remains unclear whether the feedback modulation
observed in contour grouping similarly plays a crucial role in these
distinct grouping and segmentation processes. To investigate this, we
performed a surgical ablation of the V4 region corresponding to the
lower right visual field—opposite to that targeted in cooling experi-
ments—in monkey MB (Supplementary Fig. S1e, f). A 10 × 10 micro-
electrode arraywas implanted in the V1 region retinotopicallymatched
the lesioned V4 area. This approach was chosen to address potential
limitations of cooling-induced silencing, whichmay not fully eliminate
V4-to-V1 feedback originating from deep cortical layers (see Fig. 1d,
third panel, the IG layer). We then compared behavioral and V1

responses in contour, singleton, and surface detection tasks before
and after the lesion.

In the contour detection task, behavioral performance was
severely impaired after the V4 lesion (Fig. 6a; p = 6.0 × 10−6, two-tailed
Wilcoxon signed-rank test). The mean behavioral d′ dropped by 82.9%
compared to a 46.7% net reduction observed during the cooling
experiment in the same animal (see Fig. 2e, f). This severe impairment
was restricted to the visual-field quadrant corresponding to the
lesioned V4 area (Supplementary Fig. S5). Correspondingly, contour-
induced modulations of V1 late responses (90-200ms) weremarkedly
reduced (Fig. 6b, c, upper panel: near sites, red vs. gray, p = 0.024,
mean reduction of 107.7%; lower panel: far sites, p = 1.1×10−3, 44.7%
mean reduction; two-tailed Wilcoxon rank-sum test). Notably, the
post-lesion mean d′ of near sites dropped to nearly zero across all
contour lengths (Fig. 6c, upper, red). While the V4 lesion had a much
greater impact on contour grouping in V1 compared to the cooling
approach, the estimated latencies of V4-to-V1 feedback were similar in
both cases (see Supplementary Fig. S6 and Fig. 4 for comparison). The
near-complete loss of contour facilitation and the substantial reduc-
tion in background inhibition further corroborate the critical role ofV4
feedback in engaging V1 late responses for processing global contours.

In contrast, early V1 responses (0-90ms) were unaffected by
either contour length or the V4 lesion (Fig. 6d, pre- vs. post-lesion,
p = 0.77 and p =0.12 for near and far sites, respectively; two-tailed
Wilcoxon rank-sum test). Across different contour lengths, the d′

values remained around 0 for far sites but consistently below 0 for
near sites (Fig. 6d, lower vs. upper panel). This difference betweennear
and far sites during the early response epoch likely reflects orientation-
dependent contextual inhibition intrinsic to V1, as previously
reported1,7 (see also Discussion).

As in the cooling experiments, the lesion experiment results were
based on V1 sites pooled across eight contour positions, potentially
including repeated electrode measurements. We accounted for this
dependency using linear mixed-effects models, which yielded con-
sistent results (Supplementary Table S3).

In the singletondetection task (Fig. 6e, top), themonkey indicated
the presence or absence of an orientation singleton by making a sac-
cade in Go trials or holding fixation in No-go trials (see Methods for
details). The V4 lesion caused a significant decrease in behavioral d′

(Fig. 6e, bottom, red vs. gray),with amean reductionof 40.4% (p < 10−6,
two-tailed Wilcoxon signed-rank test). This impairment was about half
as severe as that observed in global contour detection (comparedwith
Fig. 6a), indicating a relatively preserved ability to perceive local fea-
ture contrasts. In fact, even in the contour detection task, when the
collinear bars were highlighted by luminance contrast against the
background, the animalwas able to reliably detect the highlighted bars
in the affected visual field, with performance largely independent of
contour length (Supplementary Fig. S5). These observations are con-
sistent with previous findings demonstrating that V4 lesions have
minimal effects on detecting luminance-defined cues36,37 and isolated
simple shapes43, in contrast to the severe impairments observed in
detecting cues requiring grouping and segmentation37.

For V1 sites, we categorized them into near and far groups based on
their RF locations relative to the singleton (Methods). It is important to
note that for an individual orientation-selective neuronwith its RF on the
singleton, responses are influenced by two intertwined factors: the
orientation contrast between the singleton and background (contextual
cue) and the singleton’s orientation relative to the neuron’s preferred
orientation (neuronal feature selectivity). However, the orientation con-
trast signal can be isolated from population-averaged responses26,44

(Methods, Isolationoforientationcontrast signals in singletondetection).
Before the V4 lesion, we replicated previous results26. Compared

to the singleton-absent condition, the population PSTHof V1 near sites
in response to the most salient singleton (orthogonal to the back-
ground) was elevated from the response outset (Fig. 6f, upper left).
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Singleton facilitation increased with orientation contrast during both
the late (90-160ms, Fig. 6g, upper, gray curve) and early (0-90ms,
Fig. 6h, upper, gray) epochs. For far sites, late responses exhibited
background inhibition (Fig. 6f, lower left), which increased with
orientation contrast (Fig. 6g, lower, gray), while early responses were
unaffected by the singleton located outside their RFs (Fig. 6h, lower,
flat gray curve).

After the V4 lesion, both singleton facilitation and background
inhibition in the late response epoch were significantly diminished
(Fig. 6f, right vs. left; Fig. 6g, upper panel: near sites, red vs. gray,
p = 2.6 × 10−4, mean reduction of 70.3%; lower panel: far sites,
p = 7.6 × 10−5, mean reduction of 68.0%; two-tailed Wilcoxon rank-sum
test). By contrast, the early response epoch, where singleton

facilitation had already emerged, was unaffected by the lesion (Fig. 6h,
upper panel: near sites, red vs. gray, p = 0.41; lower panel: far sites,
p = 0.12). Linear mixed-effects models accounting for repeated sam-
pling from the same electrodes confirmed these results (Supplemen-
tary Table S4). This suggests that, despite the early, bottom-up origin
of orientation contrast signals in V1 near sites (Fig. 6h, upper), V4
feedback is crucial for amplifying the singleton signal (Fig. 6g, upper)
and suppressing background interference (Fig. 6g, lower), thereby
enhancing figure-ground contrast signals in V1. This feedback mod-
ulation pattern mirrors that observed in contour grouping (compare
Fig. 6e–h with 6a-d) and extends to surface segmentation.

In the surface detection task, the monkey reported the presence
(in Go trials) or absence (in No-go trials) of a square surface defined by
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oriented textures orthogonal to the background textures (Fig. 6i, top;
Methods). Unlike contour and singleton detection, the V4 lesion only
slightly impaired behavioral performance in this task (Fig. 6i, bottom,
red vs. gray, p = 0.0039, mean reduction of 16.5%; two-tailedWilcoxon
signed-rank test). The largely preserved behavioral sensitivity is likely
due to the square boundaries formed by local orientation contrasts,
operating similarly to orientation singletons.

V1 sites were classified into edge, surface, and ground groups
based on their RF locations relative to the surface (Fig. 6i, top; Meth-
ods). The neuronal d′ of each site in each groupwas computed relative
to the uniform texture background in No-go trials. Before the V4
lesion, V1 responses to surface stimuli were consistent with previous
reports3,5,42, showing early edge facilitation (Fig. 6j, upper left, black vs.
cyan curve), followedby surface facilitation (Fig. 6j, uppermiddle), and
then background inhibition (Fig. 6j, upper right).

To quantify the effects of V4 lesion on surface segmentation pro-
cesses in V1, we divided neuronal responses into the early (0-90ms) and
late (90-160ms) epochs. In the late epoch, V4 ablation significantly
reduced surface facilitation and background inhibition, while the
reduction in edge facilitationdidnot reach statistical significance (Fig. 6j,
lower vs. upper row; Fig. 6k, upper, red vs. gray: left, edge facilitation,
p =0.087, 43.1% decrease; middle, surface facilitation, p =0.0028, 46.6%
decrease; right, background inhibition, p = 3.8 × 10−7, 72.2% decrease). In
contrast, no significant lesion effects were observed during the early
response epoch (Fig. 6k, lower; all ps >0.05). This is reflected in the pre-
and post-lesion d′ values, which remained around 0 for V1 ground sites
(Fig. 6k, lower right), as well as the negligible pre- and post-lesion dif-
ference in early facilitatory effects for edge sites (lower left) and surface
sites (lower middle). These early facilitatory effects likely resulted from
the 90° orientation contrast between the center and surround textures,
akin to early singleton facilitation that was unaffected by V4 lesion (see
Fig. 6h, upper panel). Linear mixed-effects models, which accounted for
repeated sampling from the same electrodes, confirmed these results
(Supplementary Table S5). These findings indicate that V4 feedback is
essential for effective surface segmentation during V1 late responses, in
linewith aprevious report inwhich large lesionsweremade inperistriate
areas45. Our results also align with previousmodeling studies suggesting
that early detection processes based on local feature contrasts operate
independentlyof feedback fromhigher-order cortical areas,whereas late
figure-ground segregation signals critically depend on feedback
modulation3,46.

Overall, the lesion experiments suggest that the grouping and
segmentation processes, whether based on local feature contrasts or
global feature integration, are influences by a unified mode of feed-
back modulation: delayed facilitation for foreground features and
further delayed inhibition for background features.

Two distinct forms of contextual modulation
The unified feedback mode influencing V1 late responses is crucial for
visual grouping and segmentation. In contrast, theorientation contrast

signals for singleton and surface stimuli observed during V1 early
responses, which are unaffected by V4 feedback, indicate a distinct
form of contextual modulation. To further differentiate these two
types of modulation, we examined to what extent early and late sin-
gleton signals depend on V1 neuronal orientation selectivity, an
emerging property in V1 derived from feedforward processing47,48.

V1 near sites recorded during the singleton detection task were
sorted by their orientation selectivity index (Methods; see also Sup-
plementary Fig. S7b) and evenly split into better- and worse-selective
groups. For each group, we constructed population-averaged PSTHs
to average out the influence of individual sites’ orientation tuning,
thereby isolating orientation contrast signals at the population level
(Fig. 7a; Methods, Isolation of orientation contrast signals in singleton
detection). These PSTHs were then used to compare the singleton
signals in V1 during early and late response epochs (Fig. 7b), focusing
on three key factors: V4 feedback (pre- vs. post-lesion), neuronal
orientation selectivity (better- vs. worse-selective V1 sites), and sin-
gleton orientation contrast (0°−90°). A linear regression model was
employed to quantify the effects of these factors—Lesion, Selectivity,
and Contrast—on the early and late singleton signals, respectively (for
details see Methods).

Analysis of the early response epoch using a linear model based
on thedata shown in Fig. 7b (left column) revealed significant effects of
Contrast (β = 3.6 × 10−4, p = 1.4 × 10−7) and its interaction with Selectiv-
ity (β = −2.2 × 10−4, p = 0.0034). This suggests that, while the singleton
signal increases with the orientation contrast, this effect diminishes
significantly for V1 sites with lower orientation selectivity (compare
solid and open symbols in the upper-left panel of Fig. 7b). No sig-
nificant effects were found for the other factors and interactions (all ps
>0.05 for the regression coefficients), indicating that Lesion and its
interactions with Selectivity and Contrast had minimal impact, as
shown by the close similarity between pre- and post-lesion results
(Fig. 7b, upper-left vs. lower-left panel). The early emergence of the
singleton signal, its dependence on neuronal orientation selectivity,
and its insensitivity to the V4 lesion (i.e., V4-to-V1 feedback) suggest
that the orientation contrast signal during early V1 responses involves
orientation-dependent contextual modulation, likely mediated by V1
horizontal connections22,28,49,50.

By contrast, a linear model analyzing the late singleton signals
(Fig. 7b, right column) revealed a significant effect of Contrast
(β = 7.2 × 10−4, p = 1.9 ×1 0−7); however, unlike the early signals, a sig-
nificant interaction was found between Lesion and Contrast
(β = −5.5 × 10−4, p = 5.2 × 10−4). This indicates that althoughboth the late
and early singleton signals depend on orientation contrast, the late
signal is critically dependent onV4-to-V1 feedback, as evidencedby the
flattened curves of signal strength as a function of orientation con-
trasts (Fig. 7b, right column, lower vs. upper panel). All other factors
and interactions did not reach statistical significance (all ps >0.05). The
absence of significant effects for Selectivity and its interaction with
Lesion suggests that the late singleton signal—and thus V4-to-V1

Fig. 6 | Impact of V4 lesion on different grouping and segmentation processes.
a–d Contour detection. a Behavioral d′ plotted against contour length (pre- vs.
post-lesion; n = 8 contour positions). Bar graph: d’ averaged across 4 contour
lengths and 8positions (n = 32, p = 6.0 × 10−6, two-tailedWilcoxon signed-rank test).
b V1 population PSTHs (9-bar contour vs. noise pattern). Upper-left, n = 147; upper-
right, n = 178; lower-left, n = 271; lower-right, n = 314.Dashed linesdefine late epoch.
c Late response epoch. Curves: V1 neuronal d′ plotted against contour length.
Circles: pre- vs. post-lesion d′ averaged across contour lengths (two-tailedWilcoxon
rank-sum test; near sites, p = 0.024; far sites, p = 1.1 × 10−3; n as in b). d Similar to
c, for early epoch. Pre- vs. post-lesion: near sites, p = 0.77; far sites, p = 0.12.
e–h Singleton detection. e Behavioral d′ plotted against orientation contrast ΔOri
(pre- vs. post-lesion, n = 12, pooling 2 background orientations and 6 singleton
locations). Bar graph: d′ further averaged across 6 ΔOri (n = 72 conditions, p < 10−6,
two-tailed Wilcoxon signed-rank test). f V1 population PSTHs (90° vs. 0° ΔOri).

Upper-left, n = 79; upper-right, n = 60; lower-left, n = 536; lower-right, n = 475.
Dashed lines: late epoch. g Late response epoch. Curves: V1 neuronal d′ plotted
against ΔOri. Circles: pre- vs. post-lesion d′ averaged across ΔOri (two-tailed Wil-
coxon rank-sum test; near sites, p = 2.6 × 10−4; far sites, p = 7.6 × 10−5; n as in f).
h Similar to g, for early epoch. Pre- vs. post-lesion: near sites, p = 0.41; far sites,
p = 0.12. i–k Surface detection. i Behavioral performance (n = 9 surface locations,
Methods; pre- vs. post-lesion, p = 0.0039, two-tailed Wilcoxon signed-rank test).
j Population PSTHs of three site groups (inset in i). Uniform, surface-absent con-
ditions. Upper-left, n = 90; upper-middle, n = 42; upper-right: n = 284; lower-left,
n = 73; lower-middle, n = 33; lower-right, n = 220. Dashed lines: late epoch. k Pre- vs.
post-lesion neuronal d′. Upper: late epoch (left to right, p = 0.087, p =0.0028 and
p < 10−6, two-tailed Wilcoxon rank-sum test; n as in j); lower: early epoch (p =0.83,
p = 0.13 and p =0.32). Error bars and light shading represent SEM. n.s., p ≥0.05; *,
p < 0.05; **, p <0.01; ***, p < 0.001. Source data are provided as a Source Data file.
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feedback modulation—is independent of neuronal orientation
selectivity.

These analyses distinguish two distinct forms of contextual
modulation mediated by different processes.

Discussion
Previous evidence on the role of corticocortical feedback in visual
grouping and segmentation has often been speculative or inferred
indirectly. In contrast, this study provides direct evidence linking V4
feedback to the ability of V1 neurons to group and segregate image
elements across different stimulus paradigms featuring distinct con-
textual cues. Our results demonstrate that V4 feedback consistently
modulates global contour grouping, surface segmentation, and local
feature-contrast detection, primarily influencing the late response
phases of V1 neurons. This modulation enhances the processing of
foreground elements while suppressing background ones. Notably,
V4-to-V1 feedback operates largely independently of V1 neurons’
selectivity for local stimulus features, distinguishing it from the
feature-dependent contextual modulations typically attributed to
intracortical horizontal connections. This distinction highlights fun-
damental differences between the mechanisms underlying contextual
modulation in figure-ground organization and those involved in
center-surround modulation. Specifically, an initial process engages
the early responses of feature-selective V1 neurons to analyze relatively
local contextual cues, while a delayed feedback process engages V1
later responses to parse and integrate broader global figure-ground
information, independent of local features or neuronal selectivity.

Possible mechanistic account of feedback influences on group-
ing and segmentation
Previous studies have proposed that higher-level visual areas integrate
local elements to form a coarse global representation by pooling
feedforward inputs, which then constrains subsequent feedforward
processing via feedback influences. This recurrent bottom-up and top-
down framework helps resolve ambiguity in complex visual scenes51.
Supporting this idea, simultaneous recordings across multiple visual
areas have provided insights into bidirectional inter-areal interactions
during contour grouping4,7.

In this study, we identified two distinct feedback modulatory
effects: delayed facilitation of foreground elements and further
delayed inhibition of background elements. These complementary
feedback effects were dissociable in terms of spatial distribution,
timing, polarity, and magnitude. Together with existing evidence, our
findings offer insights into the circuit-level mechanisms underlying
feedback modulation in visual grouping and segmentation.

Two potential circuit routes may explain background inhibition,
either directly or indirectly. The indirect route presumes that corti-
cocortical feedback enhances figure-ground contrast primarily by
facilitating V1 neurons representing foreground elements (schematic
in Supplementary Fig. S8a, left). This facilitation would activate V1
interneurons, which in turn inhibit neurons representing background
stimuli near the foreground (schematic in Supplementary Fig. S8a,
right). In this case, background inhibition would covary with fore-
ground facilitation; however, the asymmetric effects of V4 cooling on
these two modulatory effects (Fig. 3b, d; Supplementary Table S1)
suggest otherwise. This asymmetry points to a direct-inhibition route
(schematic in Supplementary Fig. S8b, right), where background
inhibition is mediated via feedback connections that directly target V1
interneurons, with a modulation strength that could be independent
of foreground facilitation. This is supported by studies showing that
feedback projections to mouse V1 target both interneurons and pyr-
amidal cells15,52,53. Therefore, our results, combined with existing evi-
dence, argue against the indirect route and instead support the direct
feedback route as the underlying mechanism for the background
inhibition observed in V1.

For foreground facilitation, two circuit routes are plausible: one
directly facilitates pyramidal cells representing the foreground (sche-
matic in Supplementary Fig. S8b, left), while the other involves a dis-
inhibitory circuit formed by vasoactive intestinal peptide-expressing
(VIP) and somatostatin-expressing (SST) interneurons in V1 (schematic
in Supplementary Fig. S8c, left)15,54. Recent optogenetic studies inmice
support the role of the disinhibitory route in mediating center-
surround feature contrast18,55. Although both routes may contribute to
delayed foreground facilitation, the disinhibitory route alone—without
direct facilitation—would contradict our observation that foreground
facilitation precedes background inhibition: Disinhibition involving
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better and worse sites (n = 39 in each group); bottom row: post-lesion better and
worse sites (n = 30 in each group). Vertical dashed line at 90ms marks the division
between early and late epochs. b Singleton signal strength in V1 as a function of

orientation contrast, comparing early and late epochs (two columns), before and
after V4 lesion (two rows), and between better and worse V1 sites (solid and open
symbols). Singleton signal strengthwas computedbydirectly subtracting the PSTH
for 0° contrast from the PSTHs of other contrasts. The resulting differential PSTHs
for each orientation contrast were then averaged within the early or late epoch to
quantify the singleton signal. The color notations are consistent with those in (a).
Source data are provided as a Source Data file.
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two interneurons would lead to a facilitatory effect occurring later
than the inhibitory effect produced by the direct-inhibition route,
which involves only one interneuron. This suggests that the direct-
facilitation route is necessary, with the disinhibitory route playing a
supplementary role, likely becoming active only after the onset of
background inhibition.

V4 lesion experiments further underscore the crucial role of V4
feedback in visual grouping and segmentation. However, some con-
textual modulations in V1 persisted after the V4 lesion (Fig. 6). These
residual effects likely originate from other sources, such as horizontal
connections within V1 and feedback from V2 and dorsal visual areas.
Nonetheless, the near-complete loss of delayed contour and surface
signals following V4 lesion suggests that these other sources play a
minimal role in grouping and segmenting static global features. The
remaining contextual modulations in V1 are likely driven by horizontal
connections, which are well-suited for mediating feature-dependent,
feedforward local feature contrasts, such as orientation-contrast cues
in singletons and textual boundaries. This form of modulation has
been shown to persist despite V2 inactivation in anaesthetized
macaques56.While contributions fromvisual areashigher thanV4, such
as the inferior temporal cortex, cannot be excluded, our findings
underscore the pivotal role of V4 feedback in visual grouping and
segmentation.

Feedback signals dedicated to visual grouping and
segmentation
Basic response properties of V1 neurons, such as RF sizes and orien-
tation selectivity, were minimally affected by the V4 lesion (Supple-
mentary Fig. S7). Beyond basic visual features, V1 neurons also encode
higher-order information (for reviews, see refs. 57,58), including
attention, expectation, working memory, specific tasks, and stimulus
context—the focus of the current study. We argue that the feedback
influences on visual grouping and segmentation are distinct from top-
down attentional modulation mediated by frontoparietal cortices and
surround modulation mediated by feedback and horizontal
connections.

Attentional control by the frontoparietal network is essential for
various perceptual tasks59–63, including contour and surface percep-
tion. Both contour1 and surface3 signals in V1 are substantially atte-
nuated under unattended conditions. This explains the observations in
a recent two-photon imaging study, which demonstrated rather weak
surface signals in V1 of fixating monkeys64. While top-down attention
can increase or decrease the activity of V1 neurons65–67 and produce a
center-surround profile resembling foreground facilitation and back-
ground inhibition10,68,69, the feedback signals in visual grouping and
segmentation are not merely manifestations of top-down attentional
control. Figure-ground contrast signals, delayed by ~50ms relative to
stimulus-evoked responses, precede attentional signals seen in V1 by
~100ms for surface3 and contour7 stimuli. This temporal dissociation
suggests that feedback signals for attentional selection and those for
visual grouping and segmentation are fundamentally different. Fur-
thermore, perceptual learning significantly enhances the contour38,70

and orientation singleton26 signals in V1 late responses, while training
to detect a target among distractors usually reduces frontoparietal
activity and automates the task71, further suggesting a dissociation
between figure-ground modulation and attentional influence.

The foreground facilitation and background inhibition
observed in V1 late responses are also distinct from surround
modulations—a range of contextual interactions where neuronal
responses to a stimulus in the RF are modulated by surrounding
stimuli. Surround modulation is likely mediated by both feedback
and horizontal connections (for a review see ref. 23), but it funda-
mentally differs from feedback modulation in visual grouping and
segmentation. Surround modulation starts early, within 0-30ms
relative to stimulus-evoked responses23, whereas V4-to-V1 feedback

modulations occur significantly later. Additionally, surround mod-
ulation is usually feature-dependent, meaning that its strength and
polarity are influenced by neuronal feature selectivity and the
similarity or dissimilarity in basic visual features between stimuli
inside and outside the RF; however, the feedback modulations
observed in V1 late responses seem to lack such feature dependence
(Fig. 7; also suggested in refs. 4,72).

Surround suppression, or iso-feature inhibition, is a prominent
example of feature-dependent contextual modulation. V1 neurons’
responses to a stimulus in the RF are suppressed by surrounding sti-
muli, with the inhibition strength proportional to the feature similarity
between center and surround stimuli. Although feedback from V211,12,
V311, and MT9 contributes to surround suppression in V1, it is distinct
from the background inhibition observed during visual grouping and
segmentation. For example, in processing of the orientation singleton
(Fig. 6e inset), increasing the orientation contrast would decrease iso-
orientation inhibition not only for near sites but also for the far sites
adjacent to the singleton, opposite to increased background inhibition
of far sites observed during V1 late responses. While surround sup-
pression does not contribute to delayed background inhibition, it is
closely related to the early emergenceof singleton facilitation, because
iso-orientation inhibition is the weakest at the singleton location; as a
result, the singleton elicits relatively stronger responses for V1 near
sites compared to far sites on iso-orientated background bars. In a
similar vein, in processing of the texture surface defined by orientation
contrast (Fig. 6i, inset), early facilitatory effects can be observed for
V1 sites on the foreground surface or edges but not for those in the
background (Fig. 6j, k). In fact, surround suppression is also present
during early responses of V1 near sites to the collinear contours,
compared to responses to the noisepattern. This is consistently shown
as a small difference between the peaks of paired PSTHs (Fig. 4a, e;
Fig. 6b, upper row; see also Supplementary Fig. S2a, e; Fig. S6, left
column) and indicated by negative d′ values (Fig. 6d, upper panel).

A limitation of this study is that the lesion experiments were
conducted in only one monkey, raising potential concerns about the
reproducibility of the findings, particularly regarding the consistency
observed across the three figure-ground perceptual tasks. However,
previous studies on intact monkeys have consistently shown similarly
delayed V1 responses to the three types of figure-ground stimuli
defined by distinct cues. In our study, the pre-lesion results from the
single animal closely align with these established findings on contour
grouping, singleton detection, and surface segmentation. Most
importantly, the post-lesion results from these distinct grouping and
segmentation tasks exhibit similar patterns, suggesting a shared
feedback modulatory mechanism. Although the lesion experiments
were limited to one subject, our findings, when combined and con-
sidered alongside existing evidence, suggest that foreground facilita-
tion and background inhibition are likely driven by distinct feedback
modulations that consistently operate across various grouping and
segmentation processes. These results provide insights into counter-
current processing and lay a foundation for future investigations into
the circuit-levelmechanismsunderlying feedbackmodulation in visual
scene analysis.

Methods
Animal preparations
Two adultmalemonkeys (MacacaMulatta, 7-8.5 kg) participated in the
experiments. All procedures complied with the National Institutes of
Health Guide for Care and Use of Laboratory Animals. Ethical approval
was granted by the Animal Care and Use Committee of Beijing Normal
University.

Themonkeys underwent aseptic surgeries under anesthesia (1.0%-
2.0% isoflurane mixed in O2). Prior to behavioral training, a titanium
headpost was affixed to the skull to restrain head movement during
the experiments.
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V4 reversible inactivation experiments. For the reversible inactiva-
tion experiments, a craniotomy was performed over V4 in the right
hemisphere, and a circle titanium chamber was secured over the cra-
niotomy using bone cement (PALACOS R +G). The exposed dura was
removed and replaced with a silicone artificial dura. A hydraulic
cooling system, adapted from a previous study34, was constructed,
with the coolant circulation controlled automatically by an Arduino
microcontroller (https://www.arduino.cc). To lower cortical tempera-
ture, a small cryo-loop made of stainless-steel tubing (0.7mm outer
diameter) was positioned beneath the artificial dura, shaped to fit the
V4 region between the lunate and superior temporal sulcus (Fig. 1b;
Supplementary Fig. S1a, c). The coolant, ethanol, circulated through
the cooling system and passed through a dry ice bath. The tempera-
ture of the cryo-loop was maintained at 2.2 ± 0.3 °C, effectively silen-
cing neuronal spiking activity34, by adjusting the flow rate and
monitoring it with an attached thermocouple. To assess the effects of
V4 cooling onV1 responses, amicroelectrode array (10 × 10 electrodes,
0.5mm electrode length, 0.4mm inter-electrode spacing; Blackrock
Neurotech, USA) was implanted in V1 region retinotopically matched
the manipulated V4 region (Supplementary Fig. S1b, d).

V4 lesion experiments. For the V4 lesion experiments onmonkeyMB,
we targeted the left brain hemisphere, which was opposite to that
tested in the cooling experiments. An electrode array—with the same
specifications as those used in the cooling experiments—was implan-
ted in the V1 region retinotopically matched the lesioned V4 area
(Supplementary Fig. S1e, f). V4 lesionsweremadeby suction aspiration
of the gray matter, extending from the tip of the inferior occipital
sulcus to approximately 10mm dorsally, between the lunate sulcus
and the superior temporal sulcus.

Electrophysiological recordings
Neuronal responses were recorded using a 128-channel Cerebus Sys-
tem (Blackrock Neurotech, USA). Raw electrophysiology signals were
band-pass filtered between 250 and 7500Hz and sampled at 30 kHz.
Multi-unit activity was detected using a root-mean-square (RMS) vol-
tage threshold with a signal-to-noise ratio of 4.0.

Receptive field mapping. The receptive fields (RFs) of V1 recording
sites were mapped using square-wave gratings (2 cycles per degree,
drifting at 3 cycles per second). The gratings, presented within a nar-
row band (0.3° × 6° vertically or 6° × 0.3° horizontally), were moved
horizontally or vertically across the screen to determine the RF center
and size for each V1 site. A Gaussian function was fitted to the position
tuning curve of each site, with RF size defined as 2 × 1.96 SD of the
Gaussianfit. Only siteswith reliableRFprofiles (Gaussianfit R² >0.7) for
both horizontal and vertical position tuning were chosen as valid sites
and included in the dataset. The number of valid V1 sites fluctuated
across experiments conducted on different days. In the cooling and
sham-cooling experiments, this number ranged from 78 to 92 for MA
and from76 to 79 forMB. In the lesion experiments, the number varied
from41 to 71 forMBacross thepre- andpost-lesion sessions. For a valid
V1 site, the RF sizes along the horizontal and vertical dimensions were
averaged to quantify the RF size of the site. In the cooling experiments
conducted on 8 days, we performed RF mapping before each pre-
cooling session. If a V1 site was identified as valid on multiple days, its
mean RF size was calculated across days. Across all valid sites, the
mean RF size (mean ± SD) was 1.69° ± 0.39° for monkey MA (n= 94)
and 1.16° ± 0.39° for MB (n = 80). In the lesion experiments on MB, we
mapped the pre- and post-lesion RFs and counted the sites that were
valid both before and after the lesion. The mean pre- and post-lesion
RF sizes were 1.24° ± 0.29° and 1.30° ± 0.25°, respectively (n = 82;
Supplementary Fig. S7a).

Using a similar RF mapping approach and before conducting any
experiments, a few single-electrode penetrations were made in V4 to

verify the areas targeted by cooling and lesions (Supplemen-
tary Fig. S1).

To assess the orientation selectivity of valid V1 sites (as defined
above), gratings with varying orientations (in 22.5° increments) were
presented within a 4° diameter circular aperture centered on the
cluster of V1 RFs. This generated an orientation tuning curve for each
V1 site, from which the preferred orientation was defined as the
orientation eliciting the maximum response. Orientation selectivity
was quantified using the orthogonal-to-preferred (O/P) ratio, calcu-
lated as the response to the orthogonal orientation divided by the
response to the preferred orientation after subtracting the mean
spontaneous activity73. The O/P ratio ranges from 0 to 1, with lower
values indicating stronger orientation selectivity. In the cooling
experiments, each V1 site’s O/P ratio was averaged across all pre-
cooling sessions. Across all sites, the mean O/P ratio (mean± SD) was
0.45 ± 0.22 for monkey MA (n= 94) and 0.52 ± 0.22 for MB (n = 80). In
the lesion experiments onMB, themeanpre-lesion andpost-lesionO/P
ratios were 0.63 ±0.22 and 0.64 ±0.19, respectively (n = 82; Supple-
mentary Fig. S7b).

Validation of V4 reversable inactivation. To validate the effective-
ness and reversibility of the cooling setup, we used a 24-channel linear
electrode array (U-Probe, 100μm inter-electrode spacing, Plexon Inc.),
inserted perpendicularly into area V4 with a microelectrode drive
(NAN Instruments, Israel). The relative depth of the electrode record-
ing sites within the cortex was estimated using current source density
(CSD) analysis of local field potentials (LFPs), which were low-pass
filtered at 250Hz and sampled at 2 kHz. LFPs were evoked by pre-
senting a full-screen checkerboard pattern, and the CSD was com-
puted using the formula74:

CSD xð Þ= � ϕ x � hð Þ � 2ϕ xð Þ+ϕ x +hð Þ
h2

ð1Þ

where x represents the cortical depth of a recording site, ϕ is the
potential, and h is the spacing between adjacent sites. The CSD was
calculated at 1-ms intervals after stimulus onset. The V4 input layer
(i.e., the granular layer, G) was identified based on the spatiotemporal
sink-source profile75, corresponding to the cortical depth range of the
earliest current sink76. The supra-granular layer (SG) and infra-granular
layer (IG) were subsequently determined (Fig. 1d, left).

Behavioral tasks and visual stimuli
In the V4 cooling experiments, both monkeys performed a contour
detection task in the lower left visual field (Fig. 1c). In a separate set of
experiments involving the V4 lesion in monkey MB, three figure-
ground perceptual tasks—contour, singleton, and surface detection—
were compared in the lower right visual field. In all tasks, the visual
stimuli were generated by a stimulus generator (ViSaGe MKII; Cam-
bridge Research System) and displayed on a gamma-corrected CRT
monitor (Iiyama Vision Master Pro 514, 1200 × 900 pixels at 100Hz).
Themonkeyswere seated 100 cmfrom themonitor,with eye positions
sampled at 500Hz by an infrared tracking system77. Each trial began
with the monkey fixating within an invisible 1.2° diameter window
around the fixation point. After the monkey kept fixation for
1-1.2 seconds, a stimulus pattern was presented in the visual-field area
corresponding to the RFs of recorded V1 sites. A Go/No-go procedure
under time pressure was used for all tasks.

During the contour detection task in the cooling experiment
(Fig. 2a), a circular stimulus pattern with a diameter of 6.5° (for MA,
centered at −4.4°, −4.5°) or 5.2° (for MB, centered at −2.2°, −1.4°) was
displayed on a gray background (4.4 cd/m2). The pattern consisted of
randomly oriented bars (0.25° × 0.05° or MA, 0.2° × 0.04° for MB,
13.3 cd/m2) evenly distributed in an invisible squaregrid (compartment
size 0.5° × 0.5° for MA, 0.4° × 0.4° for MB). Each bar had a random
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position jitter of 0-30% of the compartment size. In Go trials, a global
contour was formed within the stimulus pattern by collinearly arran-
ging 3, 5, 7, or 9 bars (Fig. 2a, upper right inset, referred to as the
contour pattern). In No-go trials, the embedded contour consisted of
only one bar, making it indistinguishable from the background bars
(Fig. 2a, lower right inset, referred to as the noise pattern). The contour
path was off-centered by one row. The contour orientation was set by
rotating the stimulus around the pattern center in multiples of 45°,
generating a totalof 8possible contour positions andorientations. The
monkey was trained to make a saccade to the contour pattern within
500ms after its onset or to maintain fixation during the noise pattern
presentation until it disappeared 500ms later. A correct Go or No-go
response was rewarded with a drop of liquid.

In the V4 lesion experiments,monkeyMBperformed three tasks—
contour, singleton and surface detection—in different sessions. The
contour detection task was similar to that in the V4 cooling experi-
ments, except for the stimulus pattern’s diameter (6.5°) and center
location (4.4°, −4.4°). The pattern consisted of 0.25° × 0.05° bars
arranged in a 0.5° grid.

In the singleton detection task (Fig. 6e), the stimuli had a diameter
of 6.0° and consisted of 0.25° × 0.05° bars arranged in 0.5° compart-
ments. In No-go trials, all bars were oriented uniformly, while in Go
trials, the orientation of a designated bar was varied, creating an
orientation singleton. Except for the singleton, each background bar
was randomly jittered from its compartment center by 0 to 0.18°. A
total of 72 stimulus conditions were tested in Go trials: 2 orientations
for the iso-orientated background bar (45°, 135°); 6 orientation con-
trasts for the singleton (ranging from 15° to 90° in 15° increments
relative to the background bars, with clockwise and counterclockwise
deviations counterbalanced); and 6 singleton locations (distributed
within the cluster of recorded RFs). The monkey was rewarded for
making a saccade into a 2° circular window around the singleton in Go
trials or maintaining fixation in No-go trials.

In the surfacedetection task (Fig. 6i), the textures consisted of iso-
oriented line segments3, each measuring 0.5° × 0.019°. In Go-trials, a
3° × 3° square surface was embedded in a full screen of orthogonal
texture, with the center-surround texture orientations counter-
balanced across trials (45°/135° as illustrated in Fig. 6i, or 135°/45° by
simultaneously flipping the center and surround textures). In corre-
sponding No-go trials, only the uniform texture background was
shown. A total of 9 surface locations were tested as follows: the cen-
troid of the cluster of V1 RFs was placed at the square center, at the
midpoint of the 4 edges, or outside the square in such way that the
entire RF cluster was close to one of the 4 edges. Themonkey received
a reward for making a saccade to the central 2° region of the square
surface in Go trials or maintaining fixation in No-go trials.

Data analyses
Behavioral d’. Behavioral d’ was used to quantify the animals’ detec-
tion performance based on signal detection theory, using the follow-
ing formula:

d’=norminvðHit rateÞ � norminvðFalse alarm rateÞ ð2Þ

where the function norminv returns the inverse of the standard normal
cumulative distribution function for the given hit or false alarm rate. If
the hit or false alarm rate equals 0 or 1, the norminv function returns
infinity. In such extreme cases, a correction was applied as follows78:
0.5 was added to both the number of hit trials and false alarm trials,
and 1.0 was added to both the total number of Go trials and No-go
trials.

Neuronal d’. To quantify the sensitivity of a V1 site in differentiating
between Go (target-present) and No-go (target-absent) stimuli, we

computed the neuronal d’:

d0 =
μ1 � μ2

ffiffiffiffiffiffiffiffiffiffiffi

σ2
1 + σ

2
2

2

q ð3Þ

where μ1, μ2 represent themean firing rates in the Go andNo-go trials,
respectively; σ1, σ2 represent the corresponding standard deviations.

Effect of V4 cooling or lesion on d’. To estimate the net cooling
effect, i.e., the percent change in behavioral d′ or neuronal d′ entirely
attributable to V4 cooling, we controlled for the sham-cooling effect
using the following formula:

Net cooling effect=
d0
Pre�cool � d0

Cool

d0
Pre�cool

� d0
Pre�sham � d0

Sham

d0
Pre�sham

� �

× 100%

ð4Þ
The percent change in behavioral d′ or neuronal d′ due to the V4

lesion was computed as follows:

Lesion effect=
d0
Pre�lesion � d0

Post�lesion

d0
Pre�lesion

� �

× 100% ð5Þ

Analysis of V1 responses. A post-stimulus time histogram (PSTH) was
constructed by binning spike times in 1-ms intervals and averaging
across trials for each V1 site under each stimulus condition. After
subtracting the mean spontaneous activity recorded before stimulus
onset ( − 200 to 0ms), the raw PSTH was smoothed using a 9-ms
boxcar filter. A population PSTH was then created by averaging across
the same group of sites (near or far) for each stimulus condition (e.g.,
Supplementary Fig. S6a). To facilitate comparison, the PSTHs for dif-
ferent stimulus conditions were normalized so that the peak of the
PSTH in target-absent (No-go) trials was set to unity (e.g., Supple-
mentary Fig. S6b).

In the Go/No-go tasks, the monkey could make a saccadic
response, terminating the trials at various time points after stimulus
onset. A valid saccadic reaction time was defined as the time point
within 100-500ms after stimulus onset when the monkey’s gaze
deviated by 1° from the fixation point. As the probability of saccades
increased over time, the actual number of trials contributing to the
time bins of the PSTHs decreased accordingly. We selected a cut-off
time of 200ms for the contour stimuli and 160ms for the singleton
and surface stimuli, aiming to balance the number of contributing
trials around the cut-off time and the duration of late response epochs
of V1 sites. We confirmed that, at the chosen cut-off times, a sufficient
number of trials remained even for the most salient stimuli (e.g., the
longest 9-bar contour, Supplementary Fig. S3), which typically elicited
the shortest reaction times. In our data analyses, the number of trials in
the last bin among all PSTHs was at least 6.

Neuronal response latency estimation. In the contour detection task,
we estimated the time point when the mean neural response to the
contour pattern diverged from that to the noise pattern. This time
point was defined as the latency of contour-induced modulation.
Specifically, we computed the response differences within each 1-ms
bin between the two population PSTHs in response to the contour
pattern and the noise pattern, generating a differential PSTH (contour
– noise for contour facilitation; noise – contour for background inhi-
bition). The differential PSTH f tð Þ was fitted using the formula39:

f tð Þ=d* exp μα +0:5σ2α2 � αt
� �

*G t,μ+ σ2α,σ
� �

+ c*G t,μ,σð Þ ð6Þ

where Gðt,μ, σÞ is a cumulative Gaussian. The latency of contour-
induced modulation was taken as the time point when the fitted curve
reached 33% of its maximum. The mean and SEM of the latency were
estimated by resampling the same group of V1 sites (near or far) with
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replacement and repeating the above curve-fitting procedure
1000 times.

Using this approach, we estimated the latencies of contour facil-
itation (for V1 near sites; Fig. 4a, e for 9-bar contour; Supplementary
Fig. S2a, e for 5-bar contour) and background inhibition (for V1 far
sites; Fig. 4b, f for 9-bar contour; Supplementary Fig. S2b, f for 5-bar
contour) in V4 cooling and sham-cooling experiments. The latency of
V4 feedback modulation was estimated similarly by computing a dif-
ferential PSTH in which the net cooling effect was isolated by con-
trolling for the sham-cooling effect (Fig. 4c, d, g, h; Supplementary
Fig. S2, corresponding panels).

Noise correlation. For trials with the same contour length during the
same recording session in the cooling and sham-cooling experiments,
trial-by-trial spike counts (90−200ms after stimulus onset) from each
V1 site were z-scored by subtracting the mean response across these
trials and dividing by the standard deviation. This process isolated trial-
to-trial variability while minimizing the influence of firing rates. To pre-
vent artificial correlations due to outliers, data points with z-scores
greater than 3.0 were excluded79,80. Subsequently, the standardized
responses were further z-scored in blocks of 20 trials to minimize the
confounding effects of slow variations in neural responses. Mean pair-
wise noise correlations were then computed between paired near-near,
far-far, and near-far sites, respectively (Supplementary Fig. S4), as the
Pearson correlation coefficients of the z-scored trial responses. Notably,
significant cooling effects on noise correlation were observed only in
contour-pattern trials, but not in noise-pattern trials that were randomly
interleaved within the same recording session, further excluding the
potential confounding factor of slow variations in neural responses.

Analysis of neural population code. By assigning a unique dimension
to each V1 site, the collective firing activity of all sites in a trial could be
represented as a vector within a high-dimensional neural population
space. The Fisher’s Linear Discriminant (FLD) analysis81 was used to
decode, or classify, V1 population responses in Go and No-go trials for
a given contour length. The FLD analysis identified an axis (the FLD
axis) that maximized the separation (d′) of projected population
response vectors between Go and No-go trials. Before decoding, we
preprocessed the population responses using principal component
analysis (PCA) and kept the first 20 components. FLD analysis was then
applied to the dimensionality-reduced dataset to derive the popula-
tion d′, which served as a measure of the overall strength of contour
signals contained in the population activity. A 10-fold cross-validation
procedure was repeated 100 times to achieve a reliable estimate of
decoding accuracy (mean d′ ± SEM).

In the simulation analyses of factors influencing population
activity (Fig. 5), we modeled each stimulus condition using a multi-
variate normal distribution (via the Matlab function mvnrnd), speci-
fying the mean responses of individual V1 sites and their covariance
matrix. The covariance matrix was constructed by multiplying the
Pearson correlation coefficients of eachpair of V1 sites by the variances
of the corresponding sites. Trial-by-trial responses of all V1 sites were
simulated by drawing from the multivariate normal distribution to
generate surrogate datasets, which were then analyzed using the FLD
method described above.

Classification of V1 sites in singleton and surface detection. In the
singleton detection task, a V1 site was classified as a near site if the
singleton’s center fell within ±1 SD of the Gaussian-fitted RF, or as a far
site if the singleton’s center was outside the RF (RF size was defined as
2 × 1.96 SD of the Gaussian fit, see Receptive field mapping).

In the surface detection task, 9 surface locations were tested with
the RF cluster’s centroid (a) located at the square’s center, (b) centered
on each of the 4 edges, or (c) positioned so that the entire RF cluster
was outside the square adjacent to of the 4 the edges. Based on these

conditions, a V1 site was classified as a surface, edge, or ground site as
follows. In condition (a), a sitewasdefined as a surface site if theRFwas
centeredwithin the central 1° of the square surface anddid not overlap
with any edges. In condition (b), a site was classified as an edge site if
the surface edge fell within ±1 SD of the Gaussian-fitted RF. All sites in
condition (c) were categorized as ground sites.

Isolation of orientation contrast signals in singleton detection. In
the singleton detection task, for each orientation contrast (θ, 0–90°),
we combined the two background bar orientations (45° and 135°) with
four possible singleton orientations (45°±θ and 135°±θ). For each
V1 site, we first averaged its responses across these four conditions to
obtain an individualmean, and then computed the population average
by averaging these individualmeans across all V1 sites. When θ is 0° or
90°, the singleton and background orientations are fully balanced
across the four conditions; thus, the individual mean effectively
removes the influence of each site’s orientation tuning and isolates the
orientation contrast signal. For other θ values, the singleton and
background orientations are not precisely balanced. Nevertheless,
because V1 sites are tuned to a range of orientations, the population
average largely cancels out orientation tuning effects, allowing the
orientation contrast signal to be isolated at the population level, as
demonstrated in previous studies26,44.

Statistical analyses. Unless otherwise stated, standard statistical
analyses were applied as appropriate, including the Wilcoxon signed-
rank test for paired data and the Wilcoxon rank-sum test for unpaired
data.When p ≥ 10−6, the exact p-value was reported; otherwise, p < 10−6

was used for simplicity.
To disentangle the individual and combined effects of key factors

on V1 orientation singleton signals, we employed a linear regression
model (using the Matlab function fitlm).

In this analysis, we selected V1 sites with RFs covering the sin-
gleton and pooled data from the six tested singleton locations. These
recording sites were evenly divided into two groups based on their
orientation selectivity index (O/P ratio, see Receptive field mapping).
For the pre-lesion experiments, responses from each group of sites
were averaged separately for eachorientationcontrast, generating two
sets of population PSTHs corresponding to the better- and worse-
selective sites in response to different orientation contrasts (Fig. 7a,
upper two panels). The post-lesion data were processed in the same
manner (Fig. 7a, lower two panels). The population-averaged PSTHs
largely averaged out the orientation tuning signals of individual V1
neurons, thereby isolating the orientation contrast signals (see Isola-
tion of orientation contrast signals in singleton detection). From these
PSTHs, we calculated the mean early (0-90ms) and late (90-160ms)
orientation singleton signals for each orientation contrast. These sig-
nals were obtained by directly subtracting the PSTH at 0° contrast
from the PSTH at each contrast. Using the mean singleton signals as
the dependent variable and their associated variables as predictors, we
constructed separate linear models for the early and late responses:

Signal �β0 +β1Contrast +β2Selectivity+ β3Lesion

+ β4 Contrast � Selectivityð Þ+β5 Contrast � Lesionð Þ
+ β6 Selectivity � Lesionð Þ+β7 Contrast � Selectivity � Lesionð Þ

Here, Contrast, Selectivity, and Lesion were the three predictors: the
singleton orientation contrast (0° to 90° in 15° steps, treated as a
continuous variable); neuronal orientation selectivity (better or worse,
as a binary variable); and the feedback state (pre- or post-lesion, as a
binary variable). Because this analysis relied on population-averaged
responses to isolate orientation contrast signals, repeated sampling by
individual electrodes was not treated as a random factor. Thus, each
regressionmodel included 28 samples (7 Contrast levels × 2 Selectivity
× 2 Lesion states).
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Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The raw neural spiking datasets (stored in complex, self-customized
binary formats) cannot be directly deposited in public repositories but
are available from the corresponding authors upon request. Source
data are provided with this paper.

Code availability
The present study used standard Matlab toolboxes for all data ana-
lyses; no custom code central to the conclusions was developed.
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