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RSGPT: a generative transformer model for
retrosynthesis planning pre-trained on ten
billion datapoints

Yafeng Deng 1,2,7, Xinda Zhao2,7, Hanyu Sun3,4,7, Yu Chen2, Xiaorui Wang 5,
Xi Xue3,4, Liangning Li 3,4, Jianfei Song2, Chang-YuHsieh 2,5, TingjunHou 2,5,
Xiandao Pan3,4, Taghrid Saad Alomar6, Xiangyang Ji 1 &
Xiaojian Wang 2,3,4

Retrosynthesis planning is a crucial task in organic synthesis, and deep-learning
methods have enhanced and accelerated this process.With the advancement of
the emergence of large language models, the demand for data is rapidly
increasing. However, available retrosynthesis data are limited to only millions.
Therefore, we pioneer the utilization of the template-based algorithm to gen-
erate chemical reaction data, resulting in the production of over 10 billion
reaction datapoints. A generative pretrained transformer model is subse-
quently developed for template-free retrosynthesis planning by pre-training on
10 billion generated data. Inspired by the strategies of large language models,
we introduce reinforcement learning to capture the relationships among pro-
ducts, reactants, and templatesmore accurately. Experiments demonstrate that
ourmodel achieves state-of-the-art performance on the benchmark, with a Top-
1 accuracy of 63.4%, substantially outperforming previous models.

Predicting the reactants of organic reactions and planning retro-
synthetic routes are fundamental problems in chemistry. On the basis
of well-established knowledge from organic chemistry, experienced
chemists can design routes for synthesizing target molecules posses-
sing desired properties. However, retrosynthesis planning is still a
challenging problem because of the huge chemical space1,2 of possible
reactants and insufficient understanding of chemical reaction
mechanisms. In recent decades, computer-aided synthesis-planning
methods have developed in tandemwith artificial intelligence (AI) and
have assisted chemists in programming synthetic routes3–6.

Currently, retrosynthesis models are divided into template-based
methods, semi-template-based methods, and template-free methods.
Early retrosynthesis research focused on template-based models,

which rely on reaction templates that describe reaction rules based on
core units of chemical reactions.Models identify appropriate product-
based reaction centers and match them with existing templates, ulti-
mately retracing reactants and reagents. For instance, Segler et al.7

focused on correlations among molecular functional groups and built
thefirst template-baseddeep learningmodel. GLN8 combined reaction
templates and graph embeddings, resulting in high prediction accu-
racy. Recently, RetroComposer9 has been proposed to compose tem-
plates from basic building blocks extracted from training templates
rather than only directly selecting from training templates, which
achieved the state-of-the-art (SOTA) in the template-based models.
Despite their abilities to interpret predicted reactions, template-based
methods are restricted to the templates upon which they rely on10.
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Because the template library covers limited reactions, resulting in poor
generalization and poor scalability11.

To avoid the limitations of the template library, semi-template-
based methods, which predict reactants through intermediates or
synthons, have been proposed. Specifically, reaction centers are first
identified using a graph neural network to yield synthons, from which
reactants are subsequently generated through semi-template-based
models. Template redundancy can beminimized by retaining only the
essential chemical knowledge, as many semi-templates are reduplica-
tive. Gao et al.12 developed SemiRetro, the first semi-template frame-
work boosting deep retrosynthesis prediction model. Zhong et al.13

introduced Graph2Edits, an end-to-end model that integrates two-
stage procedures of semi-template-based methods into a unified
learning framework. Notably, Graph2Edits not only enhances the
applicability for handling some complex reactions but also improving
the interpretability of the model’s predictions. Although semi-
template-based methods have shown promise in accurately predict-
ing retrosynthesis tasks, their handling of multicenter reactions is
difficult.

In contrast to template- and semi-template-based methods,
template-freemethods directly generate potential reactants according
to input products. Meanwhile, no expert knowledge is required at the
inference stage. Liu et al.14 proposed the first template-free method,
seq2seq, possessing an encoder-decoder architecture, including long
short-term memory cells15, which treated retrosynthesis as a machine
translation task by representing molecules as simplified molecular
input line entry system (SMILES) strings16. Afterwards, Zheng et al.17

proposed SCROP to solve invalid output SMILES strings by integrating
a grammar corrector into Transformer. However, several studies sug-
gest that SMILES representation overlooks structural information in
molecules and reactions. Compared with linear representations, gra-
phic representations possess better interpretability. Therefore,
Graph2SMILES18 integrates a sequential graphic encoder with a
Transformer decoder to convert molecular graphs into SMILES
sequences. To address the challenge for explaining deep learning
methods, Wang et al.19 established RetroExplainer, enabling the
quantitative interpretation of retrosynthesis planning by formulating
retrosynthesis tasks as molecular assembly processes. Yao et al.10

focused on vital 2D molecular information and proposed NAG2G,
which combined molecular graphics and 3D conformations to retain
molecular details and incorporated atomic mapping between pro-
ducts and reactants through node alignment. In recent years, with the
emergence of attentionmechanisms20 and the advancement of natural
language processing (NLP) models, template-free methods have
attracted increasing attention.

In previous studies, researchers have faced limitations because of
the constraints of the United States Patent and Trademark Office
(USPTO) datasets21. The researchers have employed various strategies,
including considering energy and chemical bond changes in chemical
reactions within the model. However, the Top-1 accuracies of these
models remained limited to approximately 55% probably because of
insufficient available training data. Even the largest available database,
USPTO-FULL, only contains about twomillion datapoints. In this study,
we aim to leverage large language models (LLMs)22 trained on large-
scale data to overcome the challenges posed by data bottlenecks.
Using this approach, the model is expected to autonomously acquires
chemical knowledge from large-scale data. In deep learning,
researchers have recently explored using generated synthetic data23–25

to solve the problem of data scarcity. Although the quality of synthetic
data may be slightly inferior to that of real-world data, it remains a
feasible alternative for pre-training LLMs. Inspired by this, we devel-
oped a model for retrosynthesis planning, which facilitates the direct
acquisition of chemical knowledge from extensive synthetic data,
without the need for expert knowledge input, by treating SMILES
notation as a linguistic representation. Notably, beyond the impact of

data, reinforcement learning (RL)26,27 has been instrumental in advan-
cing the performance of LLMs, serving as a pivotal factor in their
success. To align LLMs to human preferences, RL from human feed-
back (RLHF)28–30 has been proposed and applied to numerous widely
used LLMs, such as ChatGPT31, LaMDA32, and LLaMA233. Nevertheless,
RLHF is resource-intensive anddepends heavily on high-quality human
preference labels. In response, Bai et al.34–36 introduced reinforcement
learning from AI feedback (RLAIF), a novel approach that utilizes AI-
generated feedback as a substitute for human labels. By leveraging AI-
driven evaluations, RLAIF presents a promising and efficient alter-
native for training synthesis-planning LLMs37.

Herein, we proposed Retro Synthesis Generative Pre-Trained
Transformer (RSGPT), a retrosynthesis planningmodel, leveraging the
architecture of LLaMA2. Inspired by LLM training, the RSGPT training
strategy was divided into pre-training, RLAIF, and fine-tuning stages.
The RDChiral reverse synthesis template extraction algorithm38 was
firstly used to generate chemical reaction data. This approach facil-
itates the precise alignment of the reaction center of an existing
template with that of a synthon in a fragment library, subsequently
enabling the generation of the complete reaction product—resulting in
over 10 billion reaction data entries. Subsequently, themodel was pre-
trained using large-scale synthetic data to enhance the acquisition of
chemical reaction knowledge through RSGPT. During RLAIF, RSGPT-
generated reactants and templates based on given products. Then,
RDChiral was employed to validate the rationality of the generated
reactants and templates,with feedbackprovided to themodel through
a reward mechanism, enabling the model to elucidate the relationship
among products, reactants, and templates. Finally, RSGPT was fine-
tuned using specifically designated datasets to optimize its perfor-
mance for predicting particular reaction categories (Fig. 1).

We evaluated our method for generating synthetic data, and the
tree maps (TMAPs)39 reveal that the generated reaction data not only
encompass the existing chemical space of USPTO datasets but also
venture into previously unexplored regions. This exploration sub-
stantially enhances retrosynthesis prediction accuracy. RSGPT, which
was fine-tuned using USPTO-50k, USPTO-MIT, and USPTO-FULL data-
sets, predicts reactions more accurately than baseline models. In par-
ticular, RSGPT achieved a Top-1 accuracy of 63.4% for the USPTO-50k
dataset, substantially outperforming previous models, which is con-
sidered the result of training based on a large volume of chemical
reaction data. To further understand the contribution of each com-
ponent in our training strategy, we conducted ablation studies by
systematically removing specific parts of the training strategies to
assess their impacts on the performance of our model. Additionally,
RSGPT demonstrates strong performance in predicting single-step
reactions, and when integrated with planning, it holds significant
potential for identifying multi-step synthetic planning. Most impor-
tantly, RSGPT offers innovative insights and has the potential to scale
across diverse chemical spaces in various scenarios.

Results
Synthetic data generated using RDChiral
Inspired by the use of large-scale data for pre-training LLMs, we
applied this strategy to RSGPT development. Tomeet the pre-training
requirements of RSGPT, an open-source template database extracted
using RDChiral was employed to generate synthetic data (Fig. 2a).
BRICS method was used to cut the 78 million original molecules from
PubChem40, ChEMBL41, and Enamine42 databases into fragments and
obtain 2 million submolecules. Subsequently, the templates extracted
from the USPTO-FULL dataset using the RDChiral reverse synthesis
template extraction algorithm were collected. Then, submolecules
were matched with templates’ reaction centers, and products were
generated based on the corresponding templates. This method pre-
cisely aligned the reaction centers with those of synthons. Using this
process, we obtained a total of 10,929,182,923 synthetic data entries.
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We aim to ensure the reasonableness of the generated data asmuch as
possible through the templates extracted using RDChiral. To clearly
visualize the generated reaction data, Fig. 2b shows a coupling and a
nucleophilic substitution reaction. The resulting reactions both exhibit
high degree of rationality. More examples of templates and corre-
sponding generated reactions are available in Table S1.

Since the template for the synthetic data is entirely derived from
the USPTO dataset, it means that the synthetic data cannot include
reaction types outside of those present in the USPTO dataset. How-
ever, it is inferred that the chemical spaces covered by the synthetic
data and the USPTO-50k dataset are not identical. As shown in Fig. 3a,
b, the chemical space distribution between the synthetic and real-
world data was evaluated. To visualize the diversity, we generated
TMAPs according to structural similarity, illustrating the diversity and
distribution of reactions in the chemical space39. Products and reac-
tants derived from the synthetic and USPTO-50k data were respec-
tively sampled in the TMAPs. The products generated using RDChiral
were more broadly distributed than those derived from the USPTO-
50k dataset in the TMAP, while the distribution of the synthetic reac-
tants closely resembled that of the synthetic reactants derived from
the USPTO-50k dataset, indicating that the synthetic data exhibited a
broader chemical space than the real-world data and allowing for the
pre-training dataset to navigate reactions possessing different scaf-
folds or fragments. However, accurately quantifying the chemical
reactions from the two data sources is extremely challenging. Hence,
we present several examples of reactions from both USPTO-50k and
the synthetic data to provide amore intuitive comparison (as shown in
Figs. S1 and S2 and Supplementary Data 1, “USPTO-50k Examples” and
Supplementary Data 2, “Synthetic Data Examples”). The chemical
reactions in the synthetic data aremore likely to encompassmolecules
with largermolecularweights or greater complexity, suchas bicyclic or
cage compounds.

Meanwhile, a few synthetic data are indeed irrational. For
instance, the generated reactionmay containmultiple reaction centers
or large sterically hindered groups. To assess the quality of the syn-
thetic data,more in-depth evaluations were conducted. For a given set
of reactants, there is usually a uniquemainproduct. Nevertheless, for a
given reactant set, there are possible k templates that could have a
match in the library. This indicate that the fraction of reasonable
reactions in the synthetic dataset may be closer to 1/k. We collected
1500 sets of reactants, and the distribution of k values of them are
demonstrated in Fig. 3c. The values of k are predominantly distributed
within the range of 1–20, and the average value of k is 9.2, indicate that
about 1/9 reactions in the synthetic data is reasonable. However, this
statistic is too strict, as a given set of reactants may indeed yield dif-
ferent products under varying reaction conditions. Therefore, three
chemical experts were invited to judge the validity of synthetic data
based onmore reasonable standards. A total of 100 reactions from the
USPTO-50k database and 100 reactions derived from synthetic data
were combined and shuffled. Three experts conducted a blind eva-
luation of each reaction, categorizing reasonable reactions as “True”
and unreasonable reactions as “False” (as shown in Supplementary
Data 3, “Experts Blind Evaluation” and SupplementaryData 4, “Baseline
Negative Dataset”). The final determination of a reaction’s validity was
made based on majority judgement among the experts. The propor-
tion of reasonable reactions in the USPTO-50k dataset is 98%, whereas
the proportion of reasonable reactions in the synthetic data is 74%
(Fig. 3d). However, this is still considered acceptable in terms of the
quality of the pre-training data.

To investigatewhether syntheticdata could lead todata leakage, a
comparative analysis was also performed bymatching the reactants in
the synthetic data with those in the benchmark dataset. In single-
reactant reactions, no reactant sets in the synthetic data are found to
be identical to those in the USPTO-50k dataset. Additionally, in multi-

ba

Products
USPTO-50k
Synthetic data

c

Reactants
USPTO-50k
Synthetic data

d
Average value of k = 9.2

Fig. 3 | Quality evaluations of the synthetic data. a Reaction products were
randomly selected to generate the Tree map (TMAP). Blue and red dots represent
products from synthetic data and USPTO-50k51,60, respectively. b Reactants were
randomly selected to generate the Tree map (TMAP). Blue and red dots represent

products from synthetic data and USPTO-50k, respectively. c Distribution of k
based on 1500 randomly selected synthetic data. Here, k represents the number of
templates that can match a given set of reactants R. d Blind evaluation of the
validity of 100 USPTO-50k data entries and 100 synthetic data entries by experts.
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reactant reactions, no completely consistent reactions have been
found, and only 2064 synthons were matched with those in the
USPTO-50k dataset, effectively avoiding the risk of data leakage.

Notably, in addition to providing a publicly available template
database, RDChiral can be used to extract reaction templates for
specific reactions, rendering it as a generalizable method. The collec-
tion of demand reactions, subsequent extraction of corresponding
templates, and generation of synthetic data comprise a strategy that
could be widely applied for generating synthetic data in molecular
transformation-related fields.

Workflow of RSGPT
For the training of our proposedmodel, RSGPT integrates pre-training,
RLAIF, and fine-tuning training stages. LLaMA2 was employed to pre-
train the model and learn chemical reaction information from large-
scale synthetic data. Subsequently, RLAIF further aids the model in
comprehending the relationship among reactants, products, and
templates through feedback. Notably, templates were used at the pre-
training and RLAIF stages to provide the model with a more compre-
hensive understanding of chemical reactions and are fundamental to
the RLAIF. In the subsequent fine-tuning stage and inference module,
we did not perform templatematching on the products or provide any
atomicmapping information. Finally, RSGPT could be fine-tuned using
specific datasets to adapt to the corresponding chemical reaction
space. The training process is shown in Fig. 4.

Pre-training: During pre-training, the predictions of the mutual
conversion among the reactants, products, and templates were
defined as four self-supervised learning tasks, enabling the model to
thoroughly learn chemical reactions. Overall, these four tasks are
defined as follows:

(1) The model is trained to generate reactants based on the given
products and further outputs corresponding templates through
autoregression;

(2) In contrast to task (1), themodel is trained to predict products
from reactants and subsequently generate templates;

(3) The model is trained to output products based on template
and reactant conditions;

(4) Themodel is trainedutilizing templates andproducts as inputs
to predict reactants.

In this stage, the model is trained on a dataset of one billion
chemical reactions to acquire chemical knowledge, which constitutes
the core factor contributing to the strong performance in the sub-
sequent evaluations.

RLAIF: Training language models using RL enables the optimiza-
tion of complex sequence objectives, which has been proven to con-
tribute to the success of modern LLMs. In this study, RDChiral was
employed to automatically generate RL feedback by validating whe-
ther the predicted reactants and templates can infer given products.
This approach was designed to enable the model to learn the rela-
tionships among products, reactants, and templates, thereby intelli-
gently acquiring chemical knowledge. Through this method, the
model was anticipated to infer products using a template-freemethod.
Similar to task (1) during pre-training, the model was trained to
sequentially generate reactants and templates from given products.
Meanwhile, RDChiral was employed to backtrack products according
to chemical reaction rules and RSGPT-generated reactants and tem-
plates. The backtracked and original input products were used for
matching and scoring, with the results provided as the model’s feed-
back. If thematchwas successful, namely, the backtracked andoriginal
input products were identical, a score of 1 was assigned; otherwise, a
score of 0 was assigned.

Fine-tuning: RSGPT was fine-tuned using different datasets to
adapt to the corresponding chemical reaction space in different sce-
narios. At this stage, themodel was only trained to output reactants on
the basis of products in the training set. We selected USPTO-50k,

USPTO-MIT, and USPTO-FULL, and benchmarked our model to base-
lines in the subsequent study.

Performance comparison on USPTO benchmark datasets
To assess the capabilities of our proposed RSGPT model for retro-
synthesis planning, we applied the Top-k accuracy, which is the per-
centage of cases in the test set where the ground truth is included
among the Top-k predicted candidates, as the main evaluation metric.
To comprehensively evaluate the performance of RSGPT, we com-
pared it against those of recent baseline approaches, including tem-
plate-based, template-free, and semi-template-based methods.

As shown in Table 1, RSGPT demonstrates SOTA performance on
theUSPTO-50kdatasetwith reaction classunknown. Specifically,when
the reaction class is unknown, our model achieves Top-1 and -10
accuracies of 63.4% and 93.0%, respectively, surpassing those of all the
existing template-freemethods. Furthermore, ourmodel outperforms
template- and semi-template-based methods, which are generally
perceived to outperform template-free methods. For instance, RSGPT
ismore accurate thanprevious SOTAmodels R-SMILES43 and EditRetro
by margins of 7.1% and 2.6% for Top-1 accuracies, respectively. To
ensure a fair comparison with EditRetro, a similar 20-fold
augmentation44,45 was applied to both the training and test sets. With
20-fold augmentation, RSGPT achieved a Top-1 accuracy of 77.0%,
substantially outperforming EditRetro. In addition, when the reaction
class was known, RSGPT’s Top-1 accuracy improved by 72.8% com-
pared to those situations where the reaction class was unknown
(Table 2). Proportion of ten types of reactions in the USPTO-50k
dataset is shown in Fig. S3, and detailed Top-1 accuracies for different
reaction classes derived from the USPTO-50k test set are presented in
Fig. S4. The results indicate that RSGPT possesses high prediction
accuracies for “acylation and related processes”, “reductions” and
“protections” reactions, with Top-1 accuracies of 77.8%, 78.6%, and
77.9%, respectively. However, RSGPT’s accuracy in predicting “C–C
bond formation” reactions are comparatively lower, with a Top-1
accuracy of merely 60.1%. Although “C–C bond formation” reactions
account for 16.5% of all the reactions in the training set of USPTO-50k,
which is a considerable proportion, this class of reactions frequently
involves complex scaffold changes, which decrease the Top-1 accu-
racy. Meanwhile, on USPTO-50k test set, RSGPT demonstrates a high
SMILES validity rate, with the Top-10 SMILES validity rate reaching
97.7% (Table S2). Furthermore, the average tanimoto similarity coef-
ficient between its Top-1 output and the ground truth is as high as
0.840 (Table S3).

To demonstrate the generalization of RSGPT, we further eval-
uated its performance on the USPTO-MIT and USPTO-FULL datasets.
As shown in Table 3, RSGPT also exhibited the best capabilities across
all the metrics, including Top-1, -3, -5, and -10 accuracies for the
USPTO-MIT dataset. RSGPT surpassed the runner-up model R-SMILES
by margins of 3.6%, 7.9%, 5.5%, and 3.8% for Top-1, -3, -5, and -10
accuracies, respectively, and showed similar results for the USPTO-
FULL dataset. Because the USPTO-FULL dataset is noisier than the
cleanUSPTO-50k dataset, although RSGPT’s Top-1 accuracy decreased
to 59.2%, RSGPT still outperformed the other baseline models.

During the evaluation, the model remarkably performed without
relying on atomic mapping or any template information, suggesting
that RSGPT’s behavior is attributed to the model learning character-
istics from a wide range of chemical reactions during pre-training
based on ten billion data.

Ablation study for interpretating
Here, the ablation study was conducted on USPTO-50k dataset to
investigate the influences of each RSGPT training component, includ-
ing pre-training, RLAIF, and data augmentation, on ablation (Table 4).

First, we comprehensively compared the impacts of pre-training
and RLAIF on the Top-k accuracies (k = 1, 3, 5, and 10) of the RSGPT.
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Notably, during pre-training and RLAIF in ablation study, no data
augmentation was employed, and in both the training and test sets,
SMILES strings were represented using canonical SMILES. The results
indicated that RSGPT’s prediction accuracywas optimized during both
pre-training and RLAIF, achieving Top-1, -3, -5, and -10 accuracies of
63.4%, 84.2%, 89.2%, and 93.0%, respectively. RLAIF removal slightly
decreased the accuracies by varying degrees ranging from 0.1% to
4.2%. Meanwhile, the gap between the Top-1 and -10 accuracies sub-
stantially increased to 33.0%, indicating that RLAIF-free training sub-
stantially decreased the reasonablenessof the results behind the rank-1
output and RSGPT successfully learned the chemical knowledge from
templates during RLAIF and was effectively applied to the template-
free method. Furthermore, when the model was trained directly using
the USPTO-50k training set while utilizing neither pre-training nor
RLAIF, the accuracy substantially decreased, with the Top-1 accuracy
dropping to only 26.4%. We inferred that the low accuracy was con-
tributed to the removement of the atomic mapping information from
original dataset. As shown in Fig. S5, when themodel was trained using
the USPTO-50k dataset that included atomic mapping, the Top-1
accuracy increased to 37.6%. While incorporating atomic mapping
enhances accuracy, we recognize that this approach poses a risk of
information leakage. These results suggest that pre-training is crucial
for enhancing our model’s performance. Pre-training using a synthetic
dataset containing 10 billion chemical reactions enables RSGPT to
grasp the characteristics of chemical reactions and develop an
understanding of the expansive chemical reaction space, which is the
basis of its strong performance.

Next, we improved the RSGPT’s learning capacity and general-
izability while minimizing the canonical SMILES dependence. Inspired
by thework of Tetko et al.44 andHan et al.45, we augmented the SMILES
data in theUSPTO-50kdataset. Duringdata augmentation, pre-training
and RLAIF strategies were both employed. We implemented two dis-

Table 1 | Top-k accuracies of RSGPT model and baselines on
USPTO-50k60 dataset with reaction class unknown

Model Reaction class unknown

Top-1 Top-3 Top-5 Top-10

Template-based

RetroSim61 37.3 54.7 63.6 74.1

NeuralSym62 44.4 65.3 72.4 78.9

GLN8 52.5 69.0 75.6 83.7

LocalRetro52 53.4 77.5 85.9 92.4

RetroComposer9 54.5 77.2 83.2 87.7

Semi-template-based

G2G63 48.9 67.6 72.5 75.5

RetroXpert51 50.4 61.1 62.3 63.4

RetroPrime64 51.4 70.8 74.0 76.1

G2Retro65 54.1 74.1 81.2 86.7

SemiRetro12 54.9 75.3 80.4 84.1

Graph2Edits13 55.1 77.3 83.4 89.4

Template-free

SCROP17 43.7 60.0 65.2 68.7

MEGAN66 48.1 70.7 78.4 86.1

Graph2SMILES18 52.9 66.5 70.0 72.9

R-SMILES43 56.3 79.2 86.2 91.0

NAG2G10 55.1 76.9 83.4 89.9

EditRetro45 (×20) a 60.8 80.6 86.0 90.3

RSGPT 63.4 84.2 89.2 93.0

RSGPT (×20) a 77.0 90.9 94.3 96.7
a Twenty-fold augmentation was implemented for SMILES in both the training and test sets.
The performance regarding existing methods is derived from their references. The best-
performing results are marked in bold. The different types of models are distinguished by the
italicized terms “Template-based”, “Semi-template-based”, and “Template-free”.

Table 2 | Top-k accuracies of RSGPT model and baselines on
USPTO-50k60 dataset with reaction class known

Model Top-k accuracy (%)

Top-1 Top-3 Top-5 Top-10

Template-based

RetroSim61 52.9 73.8 81.2 88.1

NeuralSym62 55.3 76.0 81.4 85.1

GLN8 64.2 79.1 85.2 90.0

LocalRetro52 63.9 86.8 92.4 96.3

RetroComposer9 65.9 85.8 89.5 91.5

Semi-template-based

G2G63 61.0 81.3 86.0 88.7

RetroXpert51 62.1 75.8 78.5 80.9

RetroPrime64 64.8 81.6 85.0 86.9

G2Retro65 63.6 83.6 88.4 91.5

SemiRetro12 65.8 85.7 89.8 92.8

Graph2Edits13 67.1 87.5 91.5 93.8

Template-free

SCROP17 59.0 74.8 78.1 81.1

MEGAN66 60.7 82.0 87.5 91.6

NAG2G10 67.2 86.4 90.5 93.8

RSGPT 72.8 87.7 91.7 94.3

The performance regarding existing methods is derived from their references. The best-
performing results are marked in bold. The different types of models are distinguished by the
italicized terms “Template-based”, “Semi-template-based”, and “Template-free”.

Table 3 | Top-k accuracies of RSGPT model and baselines on
USPTO-MIT and USPTO-FULL datasets with reaction class
unknown

Model/dataset Top-k accuracy (%)

Top-1 Top-3 Top-5 Top-10

USPTO-MIT

Template-based

RetroSim61 47.8 67.6 74.1 80.2

LocalRetro52 54.1 73.7 79.4 84.4

Template-free

R-SMILES43 60.3 78.2 83.2 87.3

RSGPT 63.9 86.1 88.7 91.1

USPTO-FULL

Template-based

RetroSim61 32.8 – – 56.1

GLN8 39.3 – – 63.7

LocalRetro52 39.1 53.3 58.4 63.7

Semi-
template-based

RetroPrime64 44.1 59.1 62.8 68.5

Template-free

R-SMILES43 48.9 66.6 72.0 76.4

NAG2G10 49.7 64.6 69.3 74.0

RSGPT 59.2 74.2 78.2 82.1

The performance regarding existing methods is derived from their references. The best-
performing results are marked in bold. The different types of models are distinguished by the
italicized terms “Template-based”, “Semi-template-based”, and “Template-free”.
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tinct augmentation approaches. First, 20-fold augmentation was
applied to the SMILES in the training set, covering both products and
reactants. Alternatively, augmentation was implemented to the
SMILES in both the training and test sets: 20-fold augmentation was
applied to the SMILES in the training set, and five, ten, and 20-fold
augmentations were applied to the SMILES in the test set. For non-
augmented data, a singular canonical SMILES representation was uti-
lized for each item in the reactions. During the reasoning process with
augmentation applied to the test set, Average Cumulative Log Prob-
ability based on BeamSearchwas utilized. (Fig. S6) Table 4 reveals that
the accuracy decreased when augmentation wasmerely applied to the
training set, with the Top-1 accuracy dropping to 55.1%, which is
expected, as the training set comprises numerous noncanonical
SMILES, there is a disparity in the canonical SMILES input during the
model inference. When applying 20-fold augmentation to both pro-
duct and reactant data, the prediction accuracy substantially
improved, achieving Top-1, -3, -5, −10 accuracies of 77.0%, 90.9%,
94.3%, and 96.7%, respectively. Furthermore, accuracies exhibit clear
saturation characteristics as the augmentation parameter n increases
from 10 to 20. Consequently, although compared to recent baseline
models, RSGPT have already achieved SOTA performance, the accu-
racy could be further enhanced by augmenting both products and
reactants.

Analysis of single-step prediction cases
To intuitively understand retrosynthesis predictions, we visually ana-
lyzed two randomly selected molecules derived from the USPTO-50k
test set and the Top-3 RSGPT predictions.

As shown in Fig. 5a, the first example showcases the synthesis of 2-
(3-bromophenyl)pyridine. The reaction site is located at the chemical
bond between two aromatic rings. The rank-1 prediction precisely
matches the ground truth, identifying the reaction as a Suzuki cou-
pling reaction46. Similarly, the rank-2 and -3 predictions describe
Stille47 and Suzuki couplings involving the m-dibromobenzene reac-
tant, respectively. The second example, depicted in Fig. 5b, concerns
the synthesis of an ether. The rank-1 prediction correctly identifies this
as Williamson ether synthesis, which is consistent with the ground
truth. The rank-2 prediction is inaccurate, while the rank-3 prediction
proposes ether bond formation via two hydroxyl groups, which is
considered as a plausible reaction. Another nucleophilic substitution
reaction is shown in Fig. 5c, RSGPTpredicted three sets of reactants, all
associated with substitution reactions. The ground truth corresponds
to the rank-3 prediction. Figure 5d illustrates a nitro group reduction.

The second model-predicted result aligns with the ground truth.
Notably, in this example, the rank-3 predicted reactant is identical to
the product, which is attributed to the chaotic outputs of the NLP
model—a recognized limitation of our approach. The final example
involves a deprotection reaction (Fig. 5e). Unlike the benzhydryl pro-
tecting group used in the ground truth, our model predicts more
commonly used Boc, benzyl, and Cbz protecting groups. The Boc
group does not address selectivity issues, whereas the benzyl and Cbz
groups are considered as reasonable alternatives.

Multi-step retrosynthesis planning using RSGPT
To validate RSGPT’s applicability in synthesis planning, we further
expanded single-step predictions to multi-step retrosynthesis predic-
tions. Notably, although RSGPT was originally designed for single-step
reaction predictions rather than automated multi-step completions, it
extends to multi-step reactions by sequentially predicting each single-
step reaction.

The first example is Osimertinib48, an epidermal growth factor
receptor (EGFR) inhibitor approved in 2014 for clinically treating non-
small cell lung cancer. As shown in Fig. 6a, RSGPT successfully pre-
dicted a five-step synthesis, similar to the synthetic route detailed in
the literature, tracing the synthetic route from commercially acces-
sible reactants to the target molecule. The predicted reverse synthesis
begins with an acylation reaction ranked as the top prediction, fol-
lowed by nitro group reduction in the second step. Subsequently, a
nucleophilic substitution with trimethylethane-1,2-diamine as the
nucleophile was correctly identified, ranking second. In the fourth
step, another nucleophilic substitutionwas accurately predicted as the
top choice. For thefinal step, the highest-ranked predictionwas Suzuki
coupling rather than Friedel-Crafts arylation, which was also con-
sidered as a rational alternative.

The second example is Febuxostat49, a medication for treating
gout that selectively inhibits xanthine oxidase (Fig. 6b). Our model
identified carboxylic acid ester hydrolysis as the first step, ranking it as
the top prediction. Afterwards, the key Suzuki coupling was accurately
predicted. Finally, 3-cyano-4-isobutoxyphenyl boronic acid was
obtained from the reaction between trimethyl borate and 5-bromo-2-
isobutoxybenzonitrile.

The third example is Vonoprazan50, a potassium-competitive acid
blocker for treating gastric and duodenal ulcers. The synthesis plan-
ning suggested by our model is shown in Fig. 6c. For the first step,
RSGPT predicted a sulfonylation reaction, which is consistent with
literature reports. The second step involves a reduction from an ester
to an aldehyde. Unlike the ground truth, the model bypasses the
synthesis of the pyrrole ring and instead predicts that ethyl 5-(2-
fluorophenyl)-pyrrole-3-carboxylate is produced by coupling
2-fluorophenyl boronic acid and ethyl 5-bromo-pyrrole-3-carboxylate.

Discussion
In this study, we introduced RSGPT, a GPT model equipped with an
LLama2 architecture, using a template-free method for retrosynthesis
planning. Reactions were represented using SMILES strings treated as
sequences in natural language. In contrast to previous template-free
methods, RSGPT incorporated LLM strategies, encompassing pre-
training, RLAIF, and fine-tuning. To meet the demand for substantial
pre-training data, an ingenious approachwas employed to generate 10
billion reactions by matching molecules with templates using
RDChiral, allowing for the synthetic reaction data to adapt to chemical
reaction principles, which is a crucial highlight of this study. Through
the synthetic data generated using this method, RSGPT learned the
characteristics of chemical reactions and the vast chemical reaction
space containing diverse structures. Meanwhile, the introduction of
RLAIF enabled the further elucidation of the relationship between
reactions and templates, allowing for RSGPT to generate more
potential reactant combinations.

Table 4 | Accuracies of ablation prediction by RSGPT invol-
ving training strategies and data augmentation on USPTO-
50k60 dataset with reaction class unknown

Training strategies/data augmentation Top-k accuracy (%)

Top-1 Top-
3

Top-
5

Top-
10

Pre-training RLAIFa Fine-tuning

√ √ √ 63.4 84.2 89.2 93.0

√ × √ 59.9 80.0 87.3 92.9

× × √ 26.4 37.5 41.4 46.4

Augmentation of
training set

Augmentation of
test set

×1 ×1 63.4 84.2 89.2 93.0

×20 ×1 55.1 73.6 78.8 85.0

×20 ×5 75.9 90.0 93.6 96.0

×20 ×10 76.5 90.7 94.2 96.4

×20 ×20 77.0 90.9 94.3 96.7
a RLAIF represents reinforcement learning from artificial intelligence feedback.
The performance regarding existing methods is derived from their references. The best-
performing results are marked in bold.
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Evaluations on the benchmark USPTO-50k dataset showed that
RSGPT achieves promising performance with a 63.4% Top-1 accuracy.
Furthermore, we evaluated our method on the USPTO-MIT and
USPTO-FULL datasets, where it possessed Top-1 accuracies of 63.9%
and 59.2%, respectively, demonstrating the marvelous performance
and generalization of RSGPT for different datasets. Ablation studies
revealed the contributions of various components, including training
strategies and data augmentation, underlining the practical appli-
cation potential of the RSGPT approach. A further case study
revealed that RSGPT accurately predicted the multi-step retro-
synthesis planning of clinical drugs, indicating its practical utility and
highlighting its potential to advance development of retrosynthesis
models.

Overall, this work presents the following contributions:
(1) We established a RSGPT model, which possesses an accuracy

superior to those of baseline methods;
(2) RSGPT learned the rules of chemical reactions directly from

large-scale reaction data without relying on any input from established
chemical knowledge;

(3) We used templates to construct synthetic datasets, satisfying
the high-volume data requirements of LLMs;

(4) We selected the open-source template library offered by
RDChiral, as outlined in Coley’s research. Nevertheless, the templates
are not restricted to specific libraries, and RDChiral could derive
reaction templates from particular reactions, rendering it as a gen-
eralizable method. By gathering desired reactions, extracting tem-
plates, and generating synthetic data, the process allows for
remarkable scalability in training models for large-scale chemical
reactions;

(5)During synthetic data generation, our approach strictly follows
chemical reaction template rules and constraints.

The RSGPT model can advance research in the total synthesis of
natural products, elucidation of biosynthetic pathways, and design of
metal chelates. Although these fields lack large-scale data, the
RDChiral-based synthetic data generator offers a feasible alternative
solution. This workflow provides application potential in multiple
important chemistry-related fields.

Although RSGPT has shown promising performance, this study
still has several limitations that hinder the further improvement of
model’s efficiency. Primarily, a more advanced method is required for
generating synthetic data. Despite the availability of numerous reac-
tion items from existing methods, the data quality must still be
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improved. Meanwhile, the RDChiral method used for synthesizing
reaction data is only applicable to chemical reactions involving 1 to 3
reactants. Second, RSGPT-generated reactants are not chemically
explainable, obfuscating the prediction process. Finally, our RSGPT
model has not yet accounted for reaction conditions and other factors
such as solvent. By addressing these limitations, RSGPT could further
advance researches of retrosynthesis models and enable its wide-
spread application in various domains involving substances transfor-
mations. Meanwhile, the incorporation of a broader range of reaction
data spanning a more-extensive chemical space would facilitate intel-
ligent retrosynthetic prediction advancement.

Methods
Generation of synthetic data
An open-source template database extracted using RDChiral was
employed to generate synthetic data. Reactions were extracted by
mining text from United States patents published between 1976 and
2016. The reactions are available as SMILES, where data on 77,028,926,
834,004, and 731,408 original molecules were collected from the
PubChem, ChEMBL, and Enamine databases, respectively. BRICS
algorithm of RDKit (version 2022.9.5) was used to divide the original
molecules into 2,022,796unique fragments, and hydrogen atomswere

added to the submolecules, which were then matched with template
reaction centers, and products were generated based on the corre-
sponding templates. Specifically, each submolecule in the library was
employed to verify if it matched the template’s reaction center. The
appropriate fragments, including the corresponding reaction center,
were selected to form a complete reaction SMILES. Using this process,
we obtained a total of 10,929,182,923 synthetic data entries. In addi-
tion, we thoroughly examined the synthetic reaction data to ensure
that the generated data did not overlap with the USPTO-50k, USPTO-
MIT, and USPTO-FULL test datasets.

Benchmark datasets and data preprocessing
To assess the performance of the RSGPT model, the USPTO-50k,
USPTO-MIT, and USPTO-FULL benchmark datasets were chosen
because they encompass a wide range of chemical reactions, allowing
for a thorough evaluation of RSGPT’s capabilities in retrosynthesis
prediction. The high-quality USPTO-50k dataset comprised approxi-
mately 50,000 reactions sourced from the US patent literature. To
confirm the generalizability of RSGPT, we additionally included the
USPTO-MIT and USPTO-FULL datasets, which encompass more che-
mical reactions. For a fair comparison, we used the same version and
splits as thoseused inpreviouswork.TheUSPTO-50k andUSPTO-FULL
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datasets were provided by Yan et al.51 The USPTO-MIT dataset was
provided by Chen et al.52 and Yan et al.51 The USPTO-50k, USPTO-MIT,
and USPTO-FULL datasets were divided into 40/5/5 K, 400/40/30K,
and 800/100/100K training/validation/test sets, respectively.

Additionally, to avoid data leakages due to the atomic mapping
algorithm, we removed the atomicmapping and converted the strings
to canonical SMILES, ensuring that the reaction centers’positionswere
not concentrated at the first position of the atomic arrangement.
Meanwhile, reactions containing no products or just single ions reac-
tants were removed from the datasets. Additionally, reactants con-
taining individual heavy atoms were excluded from the reaction.

When the reaction class included, two related tokens were added
to the reaction equation. One is the prompt token <class>, repre-
senting the reaction class known; the other is a chemical reaction
category label ranging from 1 to 10, which corresponds to ten different
types of chemical reactions.

Distinct data augmentation approaches were used. First, 20-fold
augmentation was applied to the SMILES in the training set, covering
both products and reactants. Alternatively, 20-fold augmentation was
implemented for SMILES in both the training and test sets, involving
augmentation of both products and reactants in the training set while
exclusively augmenting products within the test set. For 20-fold aug-
mentation, the canonical SMILES was presented as multiple SMILES
strings rooted at different atoms in each molecule using RDKit
(Landrum, G. A.). Therefore, the SMILES in the training set are repre-
sented by one canonical SMILES reaction and nineteen noncanonical
SMILES reactions. Similarly, the products in the test set are repre-
sented by one canonical SMILES and nineteen noncanonical SMILES.

Problem formulation
In this paper, our objective is to systematically investigate the pivoting
of pre-trained models toward knowledge-intensive domains. The
training comprised a knowledge injection phase using template-based
synthetic data to enrich the language model and a subsequent
adjustment phase using specific real inversely synthesizeddata to align
the model with the distribution of real retrosynthesis scenarios.

Model architecture and configurations
Our model is built upon LLaMA2, a transformer architecture–based
decoder-only LLM. Similar to other transformer-based LLMs, LLaMA2
comprises an embedding layer, multiple transformer blocks, and a
language model head while incorporating prenormalization, SwiGLU
activation, and rotary embeddings53. LLaMA2 was employed as the
RSGPT model architecture with 3,227,570,176 parameters. For voca-
bulary tokenization, byte pair encoding (BPE)54, a subword segmen-
tation algorithm that effectively addresses the issues of out-of-
vocabulary words and the data sparsity in NLP, was used. In lan-
guage modeling, BPE enhances the vocabulary by allowing for the
representation of rare and compound words as sequences of more
frequent subword units, not only improving the handling of rich
morphological language structures but also contributing to more
efficient neural network training by reducing the vocabulary’s com-
plexity and size. Overall, BPE strikes a balance between character- and
word-level tokenizations, enabling more efficient training for retro-
synthesis predictions by avoiding unnecessary vocabulary tokens.

For the pre-training model, we employed a 24-layer LLaMA2
architecture comprising 2,048 hidden-layer dimensions and a back-
bone comprising 32 attention heads. To ensure robust convergence,
we utilized the cosine annealing algorithm55 to dynamically adjust the
optimization learning rate from 0 to 1 × 10−4. The parameters were
optimized using AdamW56. During pre-training, the batch size hyper-
parameter was set at 4 (where 20 data samples were concatenated to 1
data). Training spanned 62 epochs across 8 A100 GPUs with
DeepSpeed57. For fine-tuning, becauseof the consistent data structure,
we directly applied the cosine annealing algorithm at a final learning

rate of 1 × 10−5 over five epochs. RL employed settings identical to
those of the fine-tuning phase.

At the training stage, assuming that the text input is a sequence of
tokens, e.g., X = {x1, x2,…, xN}, where each xi is a text token, and N is the
total sequence length, the training objective is to minimize the auto-
regressive loss, with the major difference being whether to compute
the loss of the entire sequence or only a subsequence.

Pre-training module
For knowledge injection, the default autoregressive loss was simply
minimized, and all the SMILES in the chemical knowledge could be
used for themodel to accumulate chemical knowledge SMILES strings,
which are formulated as follows:

L Φð Þ= �
X

logΦðuiju< iÞ, ð1Þ

where u< i indicates the tokens appearing before index i, and Φ
represents the model’s parameters.

We pre-trained the RSGPT model using the standard causal lan-
guage modeling (CLM) task53. When provided with an input token
sequence, X = (x0, x1, x2,…, xn), the model was trained to auto-
regressively predict the subsequent token (xi). Mathematically, the
objective was to minimize the negative log-likelihood given by

LCLMðΦÞ= Ex�DPT
�
X
i

logðPðxijx0, x1, :::, xi�1;ΦÞÞ
" #

, ð2Þ

where Φ represents the model’s parameters, DPT is the synthetic pre-
trainingdata,xi is the token tobepredicted, and x0, x1,…, xi-1 represent
the context.

Supervised fine-tuning module
Pre-trained language models often do not follow user commands and
frequently generate unexpected content because the language mod-
eling objective in Eq. (2) focuses on predicting the next token rather
than “answering questions as instructed.” To align the behavior of the
language model with our intent in reverse composition, fine-tuning
can be employed to explicitly train the model to follow instructions.

At this stage, the token sequence is further split into instruction I
(representing the given products or reactants) and response R (the
model’s output) as follows:

LðΦÞ= �
X
ui2R

logΦðuiju< i, IÞ, ð3Þ

For fine-tuning and inference, we adopted Stanford Alpaca tem-
plates, and the input sequence could be expressed as follows:

Below is an instruction for four task description:
Task1:
### Instruction:
<Isyn> <O>products
### Response:
<F>reactants <RXN>templates
Task2:
### Instruction:
<Syn> <F>reactants
### Response:
<O>products <RXN>templates
Task3:
### Instruction:
<Syn> <RXN>templates <F>reactants
### Response:
<O>products
Task4:
### Instruction:

Article https://doi.org/10.1038/s41467-025-62308-6

Nature Communications |         (2025) 16:7012 11

www.nature.com/naturecommunications


<Syn> <RXN>templates <O>products
### Response:
<F>reactants
where<Isyn> and <Syn> are prompt tokens that remind themodel

that “this task is a retrosynthesis task” or “this task is a synthesis task”.
<RXN>, <O>, and <F> are prompt tokens that represent the templates,
products, and reactants, respectively. The templates, products, and
reactants in the Stanford Alpaca templates are SMILES chunk tokens.

The loss is only calculated based on the “<O> or <F>” part of the
input sequence and can be expressed as follows:

LSFT Φð Þ=Ex � DSFT �
X

i2 <O>or < F >f g
log P xijx0, x1, :::, xi�1;Φ

� �� �" #
ð4Þ

whereΦ represents themodel’s parameters,DSFT is the synthetic data,
xi is the token to bepredicted for the products or reactants, and x0, x1,
:::, xi�1 represent the context.

RLAIF module
Our languagemodel was further trained following the RLmethod. The
aim of RLAIF, an emerging approach combining RL with feedback
generated by AI systems to improve the performance and alignment of
models with human preferences, is to enhance molecule generation
efficiency by guiding themodel to adhere to templates and leveraging
the pretrained language model as an optimizing policy. In this frame-
work, themodel generates outputs,which are then evaluated based on
an RDChiral algorithm. The received feedback is utilized to adjust the
model’s parameters, enabling it to learn from both its successes and
failures in a more guided manner. RLAIF aims to fine-tune the model’s
behavior by actively incorporating feedback loops prioritizing che-
mical reaction rules. This method addresses the limitations of tradi-
tional supervised learning by enablingmodels to adapt dynamically to
varying chemical reactions and preferences, ultimately enhancing
their robustness and applicability in real-world scenarios.

At this stage, we optimized the following objective:

argmax
π

Ep�D, g�π½RðgjpÞ� ð5Þ

We iteratively improved the policy by sampling p prompts from
our dataset D and g generations from the policy (π) by employing the
proximal policy optimization (PPO) algorithm and loss function.

During optimization, the final reward function is expressed as
follows:

RðgjpÞ= eRcðgjpÞ�βDKLðπθðgjpÞjjπ0ðgjpÞÞ, ð6Þ

By sampling p prompts from dataset D and generating g outputs
sampled from policy πθ, we iteratively improved the policy by
employing the PPO algorithm and a specific loss function. During
optimization, thefinal reward function includes a penalty term, such as
that in Eq. (6), for deviations from the original policy (π0). Consistent
with observations from other studies, this constraint is very beneficial
for training stability. Rc = Rs + Rh, representing the sum of the effec-
tiveness (Rs) and adherence to the Rh template’s reward models, was
defined, and the model evaluated whether the generated responses
were chemically reasonable and complied with the chemical reaction
template’s rules, respectively.

Augmentation of test set
During the reasoning process with augmentation applied to the test
set, Average Cumulative Log Probability based on Beam Search was
utilized. Specifically, when n-fold test augmentation was employed to
compute Top-k accuracy, the computational procedure involves three
stages: (1) PredictionGeneration: For each test case, RSGPTproduces n

groups of predictions. (2) Beam Search Execution: For each prediction
group, beam search is configured with a specified beam size to gen-
erate beam size-dependent candidates. These candidates are then
individually sorted within their respective groups using the Average
Cumulative Log Probability scores. (3) Top-kAggregation: Sequentially
collect Top-1, Top-2,…, predictions from all n groups until the accu-
mulated candidates surpass the target k. These candidates are re-
ranked globally, and the Top-k highest-scoring predictions are selec-
ted as the final outputs. The Top-k accuracy is subsequently calculated
based on this refined set.

At each step of the expansion process, the model predicts the
next possible token for the current sequence and provides the prob-
ability distribution for each token. In the beam search process, a set of
multiple candidate sequences is generated, eachwith a corresponding
cumulative log probability score. If the original sequence is S (repar-
ents the context x1, x2, :::, xt) and its cumulative log probability score is
L Sð Þ, then when attempting to extend it with a new token xt , the score
of the new sequence S’ is as follows:

LðS0Þ=LðSÞ+ 1
T
logðPðxt jx1, x2, . . . xtÞÞ, ð7Þ

The sum of the logarithmic probabilities equals the logarithm of
the cumulative probability of the entire sequence, as follows:

log Pðx1, x2, . . . xtÞ=
Xt

i= 1

log pðxijx1, x2, . . . xtÞ, ð8Þ

The higher this probability, the greater the model’s confidence in
the text. During outputting process, results with higher cumulative
logarithmic probabilities are assigned higher ranks.

Tree maps
To visualize the chemical space of reactants and analyze the similarity
between different SMILES strings, the TMAP (Tree map) algorithm
(version 1.2.1), which leverages locality-sensitive hashing (LSH) forests
andMinimumHashing Fingerprint (MHFP) encodings were employed.
The process began with the preparation of two sets of SMILES strings:
one set representing reactants from the USPTO dataset, and the other
set representing reactants from synthetic data. These sets were com-
bined into a single list, and numeric labels were assigned to distinguish
the two datasets. Each SMILES string was encoded into an MHFP fin-
gerprint using theMHFPencoderwith apermutation lengthof 512. The
resulting fingerprints were stored as TMAP. An LSH forest was then
initialized with the same permutation length to maintain consistency
with theMHFP fingerprints. The coordinates for the TMAP layout were
computed from the LSH forest, whichproduces a 2Dembedding of the
chemical space. In this embedding, molecules with similar fingerprints
are positioned closer together, while dissimilar molecules are spaced
farther apart, enabling a clear comparison of their respective chemical
spaces.

Data availability
Source data are provided with this paper. USPTO datasets, the weight
files of RSGPT, the results of augmentation test and the data for syn-
thetic data the generation in this study were uploaded to Zenodo
(https://doi.org/10.5281/zenodo.15304009)58. Source data are pro-
vided with this paper.

Code availability
The source code of this work and associated trained models are
available at https://github.com/jogjogee/RSGPT59.
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