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Generalizable morphological profiling of
cells by interpretable unsupervised learning

Rashmi SreeramachandraMurthy1, Shobana V. Stassen 1, DicksonM. D. Siu 1,2,
Michelle C. K. Lo1,2, Gwinky G. K. Yip1 & Kevin K. Tsia 1,2,3

The intersection of advanced microscopy and machine learning is trans-
forming cell biology into a quantitative, data-driven field. Traditional cell
profiling depends on manual feature extraction, which is labor-intensive and
prone to bias, while deep learning provides alternatives but faces challenges
with interpretability and reliance on labeled data. We present MorphoGenie,
an unsupervised deep-learning framework for single-cell morphological pro-
filing. By combining disentangled representation learning with high-fidelity
image reconstruction, MorphoGenie creates a compact, interpretable latent
space that captures biologically meaningful features without annotation,
overcoming the “curse of dimensionality.” Unlike previous models, it sys-
tematically links latent representations to hierarchical morphological attri-
butes, ensuring semantic and biological interpretability. It also supports
combinatorial generalization, enabling robust performance across diverse
imaging modalities (e.g., fluorescence, quantitative phase imaging) and
experimental conditions, from discrete cell type/state classification to con-
tinuous trajectory inference. This provides a generalized, unbiased strategy for
morphological profiling, revealing cellular behaviors often overlooked by
expert visual examination.

Recent advances in microscopy have revolutionized cell biology by
transforming it into a data-driven science. This transformation allows
researchers to explore the rich structural and functional traits of cell
morphology, providing valuable insights into cell health, disease
mechanisms, and cellular responses to chemical and genetic pertur-
bations. In recent years, we have witnessed remarkable growth in open
image data repositories1–5 and the development of powerful machine
learningmethods for analyzing cellular morphological fingerprints (or
profiles). There is mounting evidence that these morphological pro-
files can reveal critical information about cell functions and behaviors,
often remaining hidden in molecular assays. Notably, it has been
shown that cell morphology and gene expression profiling provide
complementary information in genetic and chemical perturbations6–8.

Traditional morphological profiling methods rely on manual fea-
ture extraction, which can be labor-intensive, require domain

expertise, and often lack scalability and generalizability across differ-
ent imaging modalities. Conventionally, features are crafted based on
cellular shape, size, texture, and pixel intensities to assign a unique
identity to each cell. Extracting hundreds to thousands of morpholo-
gical features from a single image allows the investigation of complex
cellular properties with high discriminative power, such as responses
to drug treatments9,10. However, manual feature extraction methods
are susceptible to the “curse of dimensionality” and may introduce
biases, as the selected features might not fully represent the data.

Deep learning techniques that employ supervised or weakly
supervised learning have shown promise in delivering more accurate
image classification11. However, these methods require large-scale,
expert labeling or annotation of training datasets, which can be time-
consuming and subject to human biases12. Additionally, the perfor-
mance of deep learning is often hindered by its lack of interpretability.
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An ideal cell morphology profiling strategy should generate features
without overly depending on human knowledge, making inferences
based solely on the images themselves, free from any a priori
assumptions. Adopting such an approach has proven to be effective in
extracting subtle cellular features that are obscured through manual
feature extraction; and to offer a more unbiased analysis of cellular
morphology, overcoming the limitations associated with manual
annotation and expert knowledge. At the same time, the deep-learned
morphological profile should effectively be interpretable (or explain-
able) in order to improve the deep learning model transparency and
gain credibility, which is particularly important in biomedical
diagnosis13,14.

Unsupervised deep generative networks, notably variational
autoencoders or VAEs15, have gained widespread success in learning
interpretable latent representations for downstream analysis and
providing insights into neural network model learning. Autoencoders
learn to compress input data into a lower-dimensional representation
(encoding) and then reconstruct the input image data from this lower-
dimensional representation (decoding), while learning the latent
representations. Despite their potential, autoencoders often face lim-
itations in lossy image reconstructions - making it difficult to assess
how well the model can learn a good probabilistic latent representa-
tion of the image data. While previous works have employed VAE
variants for unsupervised and self-supervised learning of cellular
image datasets to reveal cellular dynamics and attempted to interpret
the learned latent space16–18, they have not established a direct and
systematic mapping between the learned latent space and inter-
pretable morphological features. This highlights the need for further
research to overcome these limitations and enhance the morphologi-
cal profiling of cells.

We present MorphoGenie, a deep-learning framework for unsu-
pervised, interpretable single-cell morphological profiling and analysis
to address the abovementioned challenges. MorphoGenie distin-
guishes itself from previous works with three key attributes: (1) High-
fidelity Image Reconstruction: MorphoGenie utilizes a hybrid archi-
tecture that capitalizes on the unparalleled strengths of the variant of
VAEs and generative adversarial networks (GANs) to achieve inter-
pretable, high-quality cell image generation19. (2) Interpretability:
MorphoGenie learns a compact, interpretable, and transferable dis-
entangled representation for single-cell morphological analysis. In
contrast to the prior work on disentangled deep-learning20–22, we
propose a technique for interpreting the disentangled latent repre-
sentations by mapping them to different classes of hierarchical spatial
features, extracted from reconstructed images, through a process
called visual latent traversals. (3) Generalizability: The strategy of
gaining interpretability in MorphoGenie mimics the concept of com-
binatorial generalization in human intelligence that assemble different
hierarchical spatial attributes from diverse image data to learn the
unseen image data - thus facilitating the discovery of biologically
meaningful inferences, especially the heterogeneities of cell types and
lineages. Indeed, MorphoGenie is widely adaptable across various
imaging modalities and experimental conditions, promoting cross-
study comparisons and reusable morphological profiling results. The
model generalizes to unseen single-cell datasets and different imaging
modalities while providing explanations for its predictions. Overall,
MorphoGenie could spearhead new strategies for conducting com-
prehensive morphological profiling and make biologically meaningful
discoveries across a wide range of imaging modalities.

Results
Overview of MorphoGenie
The learning part of MorphoGenie employs a hybrid neural network
architecture, enabling the generation of a “disentangled representa-
tion” within its latent space—a model’s internal, high-dimensional
conceptualization of data—while also facilitating the reconstruction of

high-fidelity cellular images (Fig. 1). Disentangled representation is a
concept that involves segregating and identifying independent vari-
ables (or factors of variation) that constitute the diversity observed
within image data. In other words, a representation where a change in
one latent dimension corresponds to a change in one factor of varia-
tion, while being relatively invariant to changes in other factors. In the
context of cell morphology, these variables can be related to quanti-
fiable attributes such as cell/nuclear size, texture of the cytoplasm, or
specific cellular spatial patterns.

In MorphoGenie’s latent space, each disentangled dimension
corresponds to one of these variations independently. Hence, it allows
for visual latent traversal, a process that modifies only one chosen
variable, with other factors remaining unchanged, thus enabling visual
inspectionof how individual features impact cellmorphologies (Fig. 1).
This capacity for selective alteration is crucial in deconvoluting the
complexities of cellular morphology and understanding the distinct
contributions of each morphological aspect.

Prior research has utilized VAEs for unsupervised learning in
single-cell imaging, such as the use of VQ-VAE to predict cell state
transitions16,23. These approaches, however, often result in discrete
and non-continuous latent spaces that lack the desired disentangle-
ment, complicating the interpretation of morphological changes.
Another work explored adversarial autoencoder (AAE) models
for classification and identifying metastatic melanoma, but it, too,
yielded entangled representations, impeding clear and direct down-
stream analysis17.

These previous methodologies highlight the inherent trade-offs
faced when seeking disentangled representations with VAEs. Techni-
ques such as β-VAE and other factorized approaches have been pro-
posed to enhance interpretability by creating a more structured latent
space20,21. However, the compact nature of these VAE-derived latent
representations often leads to a loss in the quality of reconstructed
images, presenting significant hurdles in mapping the disentangled
latent factors to visually interpretable and biologically relevant fea-
tures. In contrast, GANs excel in generating realistic reconstructions
but typically result in a more entangled latent representation, which
can obscure the direct interpretability required for precise morpho-
logical analysis. Also, GANs are known to suffer from training
instability24.

MorphoGenie is built upon bringing two generative models (VAE
and GAN) into a hybrid architecture (Fig. 2a, and Supplementary
Fig. S1). The overall rationale is to jointly optimize the objectives of
disentanglement learning and high-fidelity image generation by a dual-
step training approach. Initially, a VAE variant, called FactorVAE
(Methods), is employed to effectively learn the disentangled repre-
sentations (in the latent space) from real image space, using a prob-
abilistic encoder20. Subsequently, image reconstruction from the
latent representation is accomplished through a decoder. During
optimization, the objective is to minimize the disparity between the
reconstructions and real images while at the same time learning the
latent disentangled representations. FactorVAE is proven to provide a
better trade-off between disentanglement and reconstruction perfor-
mance than the state-of-the-art VAE models, notably the popular β-
VAE21. In the second step, the disentangled representation learned
from the first step is transferred to the GAN and trained by the gen-
erator to generate synthetic images, which are then assessed by a
discriminator for differentiating between the generated (fake) and real
images. By transferring the inference model, which provides a disen-
tangled latent distribution, rather than a commonly used simple
Gaussian prior, to GAN, this joint sequential learning approach could
allow the overall hybrid model to learn latent representation by first
learning the main disentangled factors by VAE, then learning addi-
tional (entangled) nuisance factors by GAN. Also, it allows a
more accurate and detailed reconstruction than VAEs alone can
achieve (See Methods).
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Prior work has highlighted that the disentangled factors could, to
a certain extent, support combinatorial generalization - the ability to
understand and generate novel combinations of familiar elements—a
core attribute of human intelligence25. The idea is to capture the
compositional information of the images through disentangled
representation learning, and reuse (and recombine) a finite set of these
representations to generate a novel understanding of the image in
different scenarios (e.g., different imagingmodalities as demonstrated
in this work), thereby bridging the gap between human and machine
intelligence22,26. To this end, we attempt to systematically investigate
the inter-relationship between the disentangled latent representation
and the morphological descriptors of single cells extracted from a
spatially hierarchical analysis (Fig. 1). Inspired by that the disentangled
representations learned by some VAE variants have been shown
effective for learning a hierarchy of abstract visual concepts22, we
define a hierarchy of single-cell morphological features segmented for
this mapping analysis (using the classical mathematical/statistical
metrics): from the fine-grained textures and their local multi-order
moment statistics to the coarse-grained features such as cell body size,

cell/organelle shape, cell mass density distribution and so on (Fig. 1).
Based on this method, we establish a single-cell morphological profile
in a hierarchy that allows us to gain semantic and biologically relevant
interpretation of the disentangled representation—unraveling the
factors governing single-cell generative attributes. This makes the
model not only interpretable, as each latent dimension can be
understood and visualized in isolation, but also transferable, as the
learned representation can be applied to new, unseen data more
effectively.

Image reconstruction in MorphoGenie
We first assessed the performance of MorphoGenie in cell image
reconstruction (Fig. 2b). High-quality image reconstruction in gen-
erative models is crucial for validating model accuracy, ensuring the
encoded latent space captures and preserves the essential details of
the input image data. Moreover, accurate image reconstructions allow
users to make informed interpretability based on the model outputs.
They also serve as a reliable reference for downstream applications,
where the integrity of subsequent analyses depends heavily on the

Fig. 1 | Overviewof theMorphoGenie framework. It illustrates the sequentialflow
of tasks made possible through the integration of disentangled representation
learning and high-fidelity image reconstructions. These tasks encompass mor-
phological profiling and downstream analysis and the generation of interpretation

heatmaps specific to the training dataset. Additionally, the figure highlights the
utilization of a pretrained model, which facilitates cross-modality generalizability
for morphological profiling and interpretability within the framework.
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initial reconstruction’s fidelity. Importantly, we investigated how the
hybrid architecture of VAE and GAN improves the reconstruction
performance inMorphoGenie, compared to the case inwhichonly VAE
is included. We chose four distinctly different image datasets for the
assessments, including quantitative phase images (QPI) of suspension
cells and fluorescence images of adherent cells (Fig. 2b). In the case of
multi-color fluorescence images captured by the Cell-Painting drug
assays, in which morphologies of the key subcellular organelles can
separately be analyzed, e.g., nucleus, mitochondria, nucleoli, actin,
endoplasmic reticulum (ER), we trained MorphoGenie with the multi-
color image inputs, i.e., superimposing images of 5 fluorescence
channels (i.e., dimensions 256× 256 × 5) (See Methods for training
details).

In general, the VAE-only model (based on FactorVAE) can only
manage to preserve overall attributes such as shapes, sizes, and overall
pixel intensities in both QPI and fluorescence images (Fig. 2b). How-
ever, the intricate local texture variations within cellular structures are
generally lost. In contrast, MorphoGenie, which involves dual-stage
training based on both VAE and GAN, effectively preserves the sub-
cellular textural details in bothQPI and fluorescence imaging scenarios
(Fig. 2b).

We also compared MorphoGenie’s image reconstruction perfor-
mance with the state-of-the-art models (VQ-VAE23 and AAE27) adopted

for cellularmorphological analysis on the different cell image datasets,
i.e., covering diverse complex morphologies (both in suspension and
adherent cell formats) and different imaging modalities (QPI and
fluorescence imaging) (See the description of datasets in Methods)
(Fig. 2c). To facilitate disentangled representation learning that can be
easily interpretable (as discussed later), the latent space in Morpho-
Genie is kept to have only 10 dimensions, significantly smaller than the
AAE (512 dimensions)27 and VQ-VAE (1024 dimensions)23 used in the
prior work. For a fairer comparison, we also evaluated lower-
dimensional versions of VQ-VAE (16 dimensions) and AAE (10 dimen-
sions), aligning their latent space sizes with MorphoGenie’s
configuration.

MorphoGenie’s image reconstruction outperformed these meth-
ods and achieved comparable performance to high-dimensional
models across most datasets. Importantly, we find that reducing the
latent dimensionality of VQ-VAE andAAE tomatchMorphoGenie leads
to a significant decline in their image reconstruction performance.
These assessments were based on a comprehensive set of metrics,
including Structural Similarity Index (SSIM), Mean Squared Error
(MSE), and Fréchet Inception Distance (FID) values (Fig. 2c, Supple-
mentary Figs. S2, 3, Table S1). Notably, we note that FactorVAE—while
prioritizing interpretability over reconstruction quality—benefits from
MorphoGenie’s incorporation of a GAN, which enables MorphoGenie
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Fig. 2 | Image reconstruction inMorphoGenie. aHybrid disentanglement learning
network architecture in MorphoGenieMorphoGenie employs a dual-step learning
strategy, jointly optimizing disentanglement learning and high-fidelity image gen-
eration (Supplementary Fig. S1). The architecture consists of two sequential steps:
Step 1: Disentangled representation learning. A VAE variant, FactorVAE, learns
disentangled representations in the latent space using a probabilistic encoder. The
decoder reconstructs images from the latent representation. Step 2: Image gen-
eration and disentangled information distillation. The disentangled representation
is transferred to a GAN, where the generator produces synthetic images. A dis-
criminator assesses the generated images, distinguishing them from real images.
Additionally, the trained encoder (with fixed weights) distills disentangled infor-
mation into the GAN, enhancing the alignment between latent vector sampling for
real and generated images. b. Image reconstruction performance in MorphoGenie in
four distinctively different cell image datasets: Quantitative phase images (QPI) of
suspension cells (lung cancer cell type classification and cell-cycle progression
assay, scale bar = 20μm) and fluorescence images of adherent cells (Cell-Painting

drug assay (scale bar=65 μm) and epithelial-to-mesenchymal transition (EMT)
assay, scale bar = 30μm). The lung cancer cell image datasets include three major
histologically differentiated subtypes of lung cancer i.e., adenocarcinoma (LUAD:
H1975), squamous cell carcinoma cell lines (LUSC: H2170), small cell lung cancer
cells (SCLC: H526) are included. The cell-cycle datasets described the classified cell
cycle stages (G1, S and G2 phase) of human breast cancer cells (MDA-MB231), scale
bar = 20μm. The Cell-Painting drug assay dataset includes the human osteo-
sarcoma U2OS cell line with (drugged) and without (mock) the treatment of glu-
cocorticoid receptor agonist. The EMT dataset includes the A549 cell line, labeled
with endogenous vimentin–red fluorescent protein (VIM-RFP), at different states of
EMT, i.e., epithelial (E), intermediate (I) andmesenchymal (Mstates). cComparative
analysis of image reconstruction performance. The analysis is based on a composite
score taking into account Structural Similarity Index (SSIM), Mean Squared Error
(MSE) and Fréchet Inception Distance (FID) (Supplementary Fig. S2, and see
Methods). Source data are provided as a Source Data file.
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to achieve both strong reconstruction performance and a disen-
tangled, interpretable latent space.

To validate the importance as well as the robustness of the dual-
stage training in ensuring high-fidelity image reconstruction, we fur-
ther compared the reconstruction performance of the FactorVAE-only
model and MorphoGenie across a wide range of a hyperparameter γ
used in training for improving the representation disentanglement
(Methods). Clearly, not only can MorphoGenie consistently demon-
strate significant improvement in reconstruction performance com-
pared to the FactorVAE-only model, but also exhibit relatively more
stable image reconstruction performance (in terms of SSIM, MSE, and
FID) across two orders-of-magnitude of γ (Supplementary Fig. S3). We
further evaluated the role of the GAN in MorphoGenie by assessing
downstream performance using GAN-generated images. The 2D
visualizations obtained from these images showed that they preserve
biologically relevant information and closely match those from real
images, whereas 2D visualizations obtained from decoder-
reconstructed images exhibit clear differences (Supplementary
Fig. S28).

Disentangled representation learning and inter-
pretation in MorphoGenie
Accurate image reconstruction by generativemodels is a complex task
that does not inherently lead to disentangled and interpretable latent
representations. MorphoGenie is designed to produce such disen-
tangled representations (e.g., D1 and D2 in Fig. 3a), enabling the iso-
lation and visual identification of key factors of variation in cell
morphology. As mentioned earlier, the value in each disentangled
dimension, which corresponds to one of these variations, is varied
(e.g., vary D1), with other factors remaining unchanged (e.g., fix D2) - a
process called latent traversal. Using MorphoGenie’s decoder to
reconstruct the image, one can further perform visual inspection of
how changes in individual dimensions (latent traversal) impact cell
morphologies (Fig. 3a).

It should be noted that our work does not aim to benchmark
various existing disentanglement metrics, among which no single
disentanglement standard has proven consistently applicable across
varied data types20,21,28–30. Instead, we focus on evaluating the separ-
ability of latent features in relation to three key visual hierarchical
concepts/primitives: bulk, global textures, and local textures (Fig. 1).
Bulk-level features primarily focus on cell size, shape, and deforma-
tion, while global texture features are based on the holistic textural
characteristics of pixel intensities usingmulti-ordermoment statistics.
Local texture features are extracted using spatial texture filters at
various kernel sizes, quantifying local textural characteristics at both
coarse and fine scales (Supplementary Tables S2, S3)10,31,32. This
approach is motivated by the demonstrated effectiveness of VAE
models in learning hierarchical abstractions of visual concepts22.

In order to assess how these hierarchical features can be dis-
cernedwithin the latent space,we introduce an interpretation heatmap
that correlates the variability of hierarchical single-cell morphological
features with that in the latent space dimensions (e.g., D1 is highly
correlated with cell size changes shown in Fig. 3a). Based on the
categorizationof the threehierarchical primitives,we furtherdevised a
disentanglement scoring system (from the interpretation heatmap) that
rewards higher separability of factors across different latent dimen-
sions and penalizes scenarios with coexisting or entangled features
within the same latent dimension (Methods). The disentanglement
across the three hierarchical primitive factors can further be sum-
marizedby a bubble plot (Fig. 3b), inwhichwecangain further insights
into the separability of the three visual primitive factors across the
latent dimensions by highlighting the predominant factors of variation
encoded in MorphoGenie. Thus, one can evaluate the extent of
entanglement/disentanglement between the bulk, local, and global
factors within each dimension of the latent space (Methods).

The overall approach of disentanglement learning assessment
also provides a practical visual guide for the selection of the best-
disentangled model, which can be determined through a grid search,
tuning a hyperparameter that controls the degree of disentanglement
in VAEs (Fig. 3b, Supplementary Fig. S4). In this case, the evolution of
the disentanglement learning process can clearly be visualized by both
the interpretation heatmap and bubble plot. In the initial training
steps, the latent dimensions predominantly comprise entangled fea-
tures (Fig. 3b). However, as the training progresses, there is a notice-
able transition during which the latent space becomes increasingly
disentangled.

For interpretability evaluation, we benchmark MorphoGenie
against the key VAE variants, including VAE, AAE, β-VAE, Guided VAE,
CCβ-VAE, and FactorVAE15,20,21,27,33, all with a 10-dimensional latent
space. These VAEs operate on continuous latent spaces, where the
latent variables are sampled from an aggregated posterior distribu-
tion. Although AAE is not specifically designed to have a disentangled
representation, AAE learns continuous latent space typically employ
larger latent space. To facilitate the comparisons, we also include it in
our qualitative and quantitative evaluation, using a reduced 10-
dimensional latent space (Supplementary Figs. S4, S5). We also
recognize VQ-VAE and JointVAE as the notable approaches for disen-
tangled representation learning—VQ-VAE using a discrete codebook23,
and JointVAE using a combination of continuous and discrete latent
variables34. However, our interpretability assessment is specifically
tailored for continuous latent spaces, where each dimension can be
systematically traversed and interpreted. Therefore, we do not
benchmark VQ-VAE or JointVAE in this context. Comparing different
VAE models based on the disentanglement scores, Factor-VAE is cho-
sen in MorphoGenie because of its consistently superior disentangle-
ment performance across diverse image datasets (Fig. 3c and
Supplementary Figs. S4, 5).

We next demonstrate the MorphoGenie’s ability to learn the dis-
entangled representations in two distinctly different image contrasts
and cell formats - label-free QPI of three different lung cancer cell
subtypes in suspension (Fig. 3d–g); and fluorescence adherent cell
images of a Cell-Painting drug assay12 (Fig. 3h–k). The disentangled
latent profiles generated by MorphoGenie show distinct groups asso-
ciated with specific cell types (i.e., small cell lung carcinoma (SCLC),
squamous cell carcinoma (LUSC) and adenocarcinoma (LUAD)) or the
presence of drug treatment (Human osteosarcoma U2OS cell line
treated with glucocorticoid receptor agonist) (Fig. 3d, h).

Based on these profiles, we generated the latent traversal maps
fromwhichwe can identify qualitatively the key factors of variations in
the latent space (Fig. 3e, i). For instance, in the lung cancer cell dataset,
Dimensions 0, 1, and 3 show distinct changes in the textural distribu-
tion of phase. In contrast, Dimension 7 displays a significant shift in
overall cell shape (Fig. 3e). In the Cell Painting dataset, Dimension 4
exhibits a noticeable change in overall cell size/shape. In contrast,
Dimension 7 contributes to drastic textural modification within the
cell (Fig. 3i).

To investigate further how MorphoGenie learns to disentangle
cell morphological features, we employed the interpretation heatmap
to illustrate the grouping/clustering of specific hierarchical visual pri-
mitive features corresponding to the disentangled latent dimensions.
In both datasets, hierarchical features can effectively be segregated
into different latent dimensions with minimal redundancy - indicating
that the latent representations are disentangled according to the
spatial hierarchy (Fig. 3f, j). Specifically, we observed that Dimensions
0, 3, and 7 in the lung cancer datasets,which are among the top-ranked
(top 5) latent features for classifying the three cell types (Supple-
mentary Fig. S6a), are primarily linked to the local texture, global
texture and bulk mass/optical density features, respectively (Fig. 3f).
We also note that, across all feature categories, the distributions of the
most significantmanually extracted features closely alignwith thoseof
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their corresponding latent representations, as visualized in violin plots
(Supplementary Figs. S7, S8), demonstrating that MorphoGenie
effectively captures the underlying feature distributions in its
latent space.

Similarly, in the Cell-Painting dataset, predominant texture fea-
ture variation is observed, with Dimensions 1 and 5 emphasizing more
on the local textural aspects and Dimension 7 highlighting global
textural features. On the other hand, Dimensions 3 and 4 are more

related to the bulk cell shape (Fig. 3f, j). Hence, these observations
suggest that the most significant morphological features sensitive to
drug perturbation are closely linked to the local and global textural
changes, whereas the bulk aspects are comparatively less significant.

Wenote thatonly some latent features always display clear factors
of variations in the 10-dimensional latent space. For instance, Dimen-
sions 4 and 9 in the lung cancer dataset, the minor important features
for cell-type classification (Fig. 3e), show no apparent morphological
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variability in the latent traversal maps. This observation is consistent
with the latent feature ranking analysis (Supplementary Fig. S6) and
thus their negligible contribution to the interpretation heatmap
(Fig. 3f) and the bubble plot (Fig. 3g). Based on these analyses, we can
disentangle the relevant morphological features learned by Morpho-
Genie, and further provide an interpretable assessment of their con-
tributions to classification tasks (which are further detailed in the next
section), based on the three hierarchical visual primitives.

We highlight the crucial role of the GAN in enhancing the inter-
pretability ofMorphoGenie. As shown inSupplementary Fig. S9a, GAN-
generated images capture finer and richer textures than those pro-
duced by the VAE decoder. When traversing individual latent dimen-
sions, GAN reconstructions reveal clear textural variations that are not
apparent in VAE outputs (Supplementary Fig. S9b). These variations
are effectively detected and visualized in the bubble plots, demon-
strating that specific latent dimensions correspond to distinct mor-
phological features. Overall, the GAN not only improves image fidelity
but also augments the ability of MorphoGenie to disentangle and
interpret complex morphological patterns (Supplementary Fig. S9c),
providing deeper insights into underlying biological processes.

We note that all the components in our interpretation pipeline,
from the latent traversal reconstructions, the disentangled latent
profile, the interpretation heatmap, the features ranking, to the bubble
plot, are arranged/aligned in the same order of latent dimensions
(Fig. 3d–g and h–k). This alignment allows feature interpretation to be
easily approached in a bi-directional manner. Firstly, the user can
select dimensions based on qualitative assessment and investigate
deeper into the profiles and corresponding interpretation heatmaps.
Alternatively, they can pick the targeted disentangled dimensions,
assess the dimensions based on the feature rankings, and visually
identify the morphologically varying factors learned byMorphoGenie.

MorphoGenie enables interpretable downstream
analysis: cell type/state classification
Previously, we demonstrated that a biophysical phenotyping method
based on a deep neural network model, which was trained with the
manually extracted hierarchical morphological features, could effec-
tively identify three distinct histologically differentiated subtypes of
lung cancers11. In contrast to this supervised learning method, we
evaluate whether the unsupervised disentangled representation
learning in MorphoGenie can also support such downstream biophy-
sical image-based analyses10.

Therefore, we performed dimensionality reduction using the
uniform manifold approximation and projection (UMAP) algorithm
based on the set of MorphoGenie’s disentangled representations (i.e.,
the profile shown in Fig. 3d) learned from all single-cell lung cancer
QPI. Visualizing the MorphoGenie’s latent space in UMAP reveals the
clear clustering of the threemajor lung cancer subtypes based on their
label-free biophysical morphologies: LUSC, (H2170), LUAD (H1975),

and SCLC (H526). (Fig. 4a). Using these disentangled representations
to train a decision-tree-based classifier (Methods) also yields high label-
free classification accuracies among three cell types (77%-94%)
(Fig. 4b). In comparison, supervised convolutional neural network
(CNN) mode of classification, achieves an overall accuracy of 88%
(Supplementary Fig. S10). We note that even the dimensionality of
MorphoGenie is kept at 10 dimensions only, which displays high
degree of disentanglement (compared to higher dimensional latent
space (Supplementary Fig. S11)), significantly smaller than the AAE
(512-dimensional)17 and VQ-VAE (1024-dimensional)16, MorphoGenie is
still able to cluster clearly in UMAP different lung cancer cell
types (Fig. 4a).

Further analysis of disentangled representations shows that the
latent dimensions particularly influential in lung cancer cell-type clas-
sification, such as Dimensions 0, 3, and 7 (i.e., the dimensions that are
more related to the three different hierarchical visual primitive mor-
phological aspects (Fig. 3f, g)), display heterogeneities when color-
coded in UMAP, confirming their discriminative power (Fig. 4c). We
further observed that the patterns of the expressions (i.e., the nor-
malized values) of disentangled representations among the three
subtypes align very well with the manually extracted biophysical fea-
tures falling under the same hierarchical attributes. For instance,
Dimension 3 (primarily attributable to global texture of mass/optical
density, as shown in Fig. 3f, g) shows the same pattern of variation as
the global textural feature GlobalInt3 (Intensity Skewness in the
intensity histogram) (See the box-plot comparisons in Fig. 4d). This
agreement suggests that MorphoGenie’s representations are not sim-
ply statistically significant but also readily interpretable in label-free
lung cancer subtype classification.

Apart from label-free QPI, we proceeded to test the downstream
analysis with the fluorescence cellular images (based on the Cell
Painting dataset shown in Fig. 4e–g). Clearly, the disentangled repre-
sentations learned from MorphoGenie can show the morphological
change/shift due to the bioactive compound treatment (Fig. 4e). To
further identify the organelle-specific morphological variations, we
subsequently trained MorphoGenie with separate fluorescence chan-
nels (Methods). We observed that MorphoGenie is indeed able to
delineate the impacts on different organelles’morphologies due to the
drug treatment (Fig. 4f, g). Our decision-tree classifier trained with the
disentangled latent representations showed that actin and nucleoli
have the most distinct difference in morphology (AUC: 0.87 for actin;
0.83 for nucleoli) as AUC values (Fig. 4f). We also observed that the
shifts in the drug-treated cell population from the control condition
(mock) is more pronounced in the cases of actin and nucleoli, com-
pared to other organelles (Fig. 4g). To further demonstrate Morpho-
Genie’s ability to detect and track variations induced by drug
treatment in different organelles across five channels, we included
three additional treatments Supplementary Fig. S12 and performed
similar analyses as shown in Fig. 4e–g. Notably,MorphoGenie detected

Fig. 3 | Disentangled representation learning in MorphoGenie. a The workflow
for generation of the “interpretation heatmap”. Consider a MorphoGenie model
that generates a 2-dimensional latent space (D1, D2) only, we can visually assess
how D1 (or D2) traversal (i.e., changing the D1 (or D2) disentangled representations
while keeping D2 (or D1) fixed) impact the reconstructed images. Then, we can
further investigate how the D1 and D2 traversals respectively correlate with dif-
ferent manually extracted features (e.g., cell size (S), and cell transparency (or
opacity) (T)). Based on the statistical variance for eachof the 2 features across these
M (=6 in this example) reconstructed images in the traversal, one could summarize
a 1 × 2 vector that corresponds to the variance values of 2 features for a single latent
dimension. This process is repeated for all other latent dimensions, generating
2 such 1 × 2 vectors, which are combined to create a 2 × 2matrix (Methods).bUsing
the interpretation heatmap together with the bubble plots, we show how the
MorphoGeniemodel progressively learns to disentangle the bulk, global, and local
morphological features across different latent dimensions throughout the training

process (with an increasing number of training iterations using lung cancer cell
datasets). c Disentanglement scores of different VAE models (vanilla VAE model,
AAE model, GuidedVAE model, CC-β-VAE model, β-VAE model, and MorphoGenie
based on FactorVAE). Figures d–g and h–k illustrate the interpretation pipeline,
encompassing several key stages: d, h Disentangled latent (morphological) profil-
ing to reveal the heterogeneities within the cell population, uncovering the exis-
tence of distinct types and subtypes. e, i Latent space traversals. These traversals
offer a qualitative visual insight into the variations of cellular features across dif-
ferent latent dimensions. f, j Interpretation heatmaps. g, k The bubble plot sum-
marizes the disentanglement of key cellular features (bulk, global, local). The
interpretation pipeline is applied to the (d–g) lung cancer cell datasets (small cell
lung carcinoma (SCLC), squamous cell carcinoma (LUSC) and adenocarcinoma
(LUAD)) and (h–k) the Cell-Painting assay dataset (Human osteosarcomaU2OS cell
line treated with glucocorticoid receptor agonist). Source data are provided as a
Source Data file.
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treatment effects in multiple channels, with the knownmechanisms of
action (MOA) for each of the three treatments. We also evaluated F1
scores for drug-treatment classification alongside the AU-ROC analysis
and included the results in the Supplementary Fig. S26.

In terms of classification tasks, we also note that MorphoGenie in
general outperformsother VAE-onlymodels, including (“disentangled”
VAEs and “non-disentangled” VAEs) as well as CellProfiler (i.e., hand-
crafted feature extraction method) across all the datasets studied in
this work (Supplementary Figs. S13, S14). Hence, it further sub-
stantiates the advantages of MorphoGenie over other state-of-the-art
VAE models from the perspectives of image reconstructions and
downstream analysis, with the extra benefit of having disentangled
representation (Supplementary Figs. S15, S16).

MorphoGenie enables interpretable downstream
analysis: cellular progression tracking
We next investigated if MorphoGenie could extend beyond static cell
type/state classification to enable dynamic tracking of cellular pro-
gression. Morphological profiling of continuous cellular progressions
and dynamics could provide valuable insights into deciphering com-
plex cellular development, e.g., cell growth, differentiation, and the
mechanisms behind various physiological and pathological condi-
tions. Here we put MorphoGenie to the test, evaluating its capacity to
monitor morphological changes during cellular events such as
epithelial-to-mesenchymal transition (EMT) and cell-cycle progres-
sion (Fig. 5).

EMT is a critical process underlying various biological phenom-
ena, including embryonic development, tissue regeneration, and can-
cer progression35,36. EMT includes dynamic changes in cellular
organization leading to functional changes in mobility. Here, we uti-
lized MorphoGenie to analyze time-lapse live-cell fluorescence ima-
ging data from the A549 cell line, labeled with endogenous
vimentin–red fluorescent protein (VIM-RFP). As vimentin, an inter-
mediate filament, is a key mesenchymal marker, the expression and
morphological changes of fluorescently-labeled vimentin could be
indicative of the process of EMT, induced by transforming growth
factor–β (TGF-β) in this study37.

Furthermore, the disentangled representations derived fromVIM-
RFP-expressing cell images by MorphoGenie were scrutinized using a
novel trajectory inference tool called StaVia38. It is an unsupervised
graph-based algorithm that initially organizes single-cell data into a
cluster graph39,40. Subsequently, it applies a high-order probabilistic
approach based on a random walk with memory to calculate pseudo-
time trajectories, mapping out cellular pathways within the graph
structure. StaVia also offers intuitive graph visualization “Atlas View”
that simultaneously captures the nuanced details of cellular develop-
ment at single-cell resolution and the overall connectivity of cell
lineages in an edge-bundle graph format40 (Fig. 5b, k). Through the
integration of MorphoGenie and StaVia, we aim to provide a robust
framework for providing holistic visual understanding of the con-
tinuous cellular processes with different complexities, as EMT and cell
cycle progression studied in this work.
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values were calculated using two-sided Student’s t-test. e-g. Organelle-specific
analysis of fluorescence morphology of human osteosarcoma U2OS cell line trea-
ted with glucocorticoid receptor agonist. eUMAP visualization showing the shift of
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Fig. 5 | Downstream trajectory inference from MorphoGenie’s disentangled
representations. a–i EMT tracking (fluorescence-labeled adherent cells) and
j–q cell-cycle progression label-free suspension cells captured by QPI). a (Top)
Single-cell StaVia embedding of EMT based on MorphoGenie features. (Bottom)
Fluorescence images at E, I, andM stages (scale bar = 30 µm) annotated from37.bAn
Atlas Viewof the pseudotime EMT trajectoryof computedby StaVia, overlaidwith a
directional edge-bundle graph illustrating the overall pathway trend.
c Unsupervised lineage identification by StaVia. d Color-coded lineage probability
reveals and three terminal states and hence three pathways. Representative image
of themorphologically distinct Lineages 1–3. Feature interpretation pipeline for the
EMT dataset: e MorphoGenie’s disentangled morphological profiling.
f Interpretation heatmap; g Bubble plot summary of hierarchical features.
hMorphoGenie feature trends across E–I–M stages (Dimensions 3, 5, 4) computed
by StaVia. i Comparison of bulk, global, and local MorphoGenie features with
corresponding manual features (Dotted lines indicate the trend). Box plots show
median (line), interquartile range (box), whiskers (≤ 1.5 × IQR), and individual

outliers. N indicates number of cells per condition. P values were calculated using
two-sided Student’s t test. j (Left) Single-cell embedding visualization of cell-cycle-
progression (G1-S-G2 phase) using StaVia based on the inputs fromMorphoGenie’s
feature. The StaVia embedding is color-coded with the G1-, S- and G2-phases,
annotated independently by the fluorescently-labeled DNA images. (Right) Repre-
sentative single cell QPI images of the cell states: G1, S, G2 (scale bar = 20 um). k An
Atlas View of the cell-cycle-progression, overlaid with a directional edge-bundle
graph. l Color-coded lineage probability showing the pathway G1-S-G2.m–o Fea-
ture interpretation pipeline for the cell-cycle dataset: m Disentangled morpholo-
gical profile. n Interpretation heatmap. o Bubble plot summary. p Feature trends in
the pseudotime across G1, S, and G2 stages, computed by StaVia (Dimensions 7, 4,
and 3, representing the bulk, global texture and local texture features respectively).
q Correlation between a MorphoGenie-predicted feature (Dimension 3) and actual
DNAcontent. (Higher correlation is shown inDimension 3, compared toDimension
0. Source data are provided as a Source Data file.
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MorphoGenie’s disentangled representations (Supplementary
Fig. S17a) successfully recapitulate chronology of the TGF-β-induced
EMT into three different stages, i.e., epithelial (E), intermediate (I), and
mesenchymal (M) (Methods) (Fig. 5a), annotated in the previous
study37. Furthermore, MorphoGenie also reveals the heterogeneity in
the single-cell EMT trajectories (Fig. 5b), in which three distinct EMT
pathways leading to the separate terminal clusters (Fig. 5c). This is in
contrast to the two pathways previously reported37.

To validate this observation, we investigate the images of the
mesenchymal populations in these three pathways, identifying dis-
cernible morphological differences (Fig. 5d). Particularly, we observe
that the cells toward the end of pathway 2 and 3 (M) tend to show
elongated spear shapes, characteristic changes of EMT37. This is com-
pared to the cells at the terminal cluster ofpathway 1 (I) are still inmore
or less round shapes.

Our trajectory inference analysis showcases differentially
expressed disentangled representations (Fig. 5e-g) (notably Dimen-
sions 3, 5, and 4) in the three pathways (Fig. 5h). We note that the
representation trends in Pathway 3 are more deviated from the Path-
way 1 and 2. Our interpretation heatmap highlights that Dimensions 3,
5, and 4 are more closely related to bulk, global texture, and local
texture features of the cellmorphology, respectively (Fig. 5f, g). On the
other hand, our feature ranking suggests the dimensions that rank
higher are pertaining to the shape-size morphologies and global
intensity (Supplementary Fig. S6c). The above analyses thus provide a
multifaceted description that suggests that the discriminative factors
for EMT states are primarily associated with cell shape and size
morphologies, and vimentin global textures, associated with subtle
changes in local textures - consistent with the previous findings37.

We further verified that the variations of the three disentangled
representations (Dimension 3, 5 and 4) across three lineages correlate
strongly with the corresponding hierarchical visual attributes (Fig. 5i).
The distinct change patterns in Dimension 3 and 5 across lineages are
highly consistent with the changes of aspect ratio (bulk AR) and the
global intensity values (GlobalInt3- Skewness of the intensity levels of
the image pixels). The small variation in Dimension 4 across lineages is
concordant with similar insensitive changes in local texture features
(LocalTextFib2- Radial distribution of fiber texture in the image).

We further exploredMorphoGenie’s potential to predict cell cycle
progression based on biophysical morphologies. For this purpose, we
utilized our recently developed high-throughput imaging flow cyt-
ometer, FACED41,42. FACED operates at speeds surpassing traditional
imaging flow cytometry (IFC) by at least 100 times, offering a rapid and
efficient alternative for cell cycle analysis, which typically relies solely
on fluorescence intensity measurements from DNA dyes. Recent IFC
advancements have demonstrated that label-free imaging can predict
DNA content, and hence cell cycle phases, in live cells. MorphoGenie
aims to expand on this capability by extracting biologically relevant
information from large-scale single-cell FACED-QPI data and analyzing
subcellular biophysical texture changes throughout the cell cycle
(Methods).

In this study, our FACED platform captured a set of multimodal
image contrasts, including fluorescence and QPI. These contrasts
provide high-resolution insights into the biophysical properties of
cells, such as mass and optical density, which are often challenging to
assess through conventional methods. Utilizing QPI images from
FACED, MorphoGenie generated disentangled representation profiles
of live human breast cancer cells (MDA-MB231) as they progressed
through the cell cycle (Fig. 5j, see latent traversal in Supplementary
Fig. S17b).

Furthermore, using StaVia, our pseudotime analysis based on
MorphoGenie’s disentangled representations reveals a well-defined
progression (Fig. 5j), both in terms of pseudotime reconstruction
(Fig. 5k) and lineage probability (Fig. 5l) - consistent with the chron-
ology of G1, S and G2 phases, independently defined by the

fluorescently labeled DNA images in the same FACED imaging system
(Fig. 5j, see Methods).

Based on our feature interpretation analysis (Fig. 5m–o), we can
interpret that MorphoGenie’s disentangled representations captures
general characteristics of changes in both cell size and local textures
(Dimension 3), cell shape (Dimension 7), global textures (Dimension
4), composite changes in local/global textures (Dimensions 6 and 9)
(Fig. 5n–o). In the pseudotime analysis, we indeed observed that
Dimension 3, which captures simultaneous variability of cell size and
local texture features, displays a significant progression through the
G1-S-G2 phases (Fig. 5p). This finding aligns with established knowl-
edge of cell growth in bulk size and mass during the cell cycle41.
Moreover, Dimensions 4, 6 and 9, which are indicative of global/local
phase intensity and relate to the dry mass density textures of cellular
components like chromosomes and cytoskeletons40, exhibit a slow-
down during the G1/S transition (Fig. 5p) (Supplementary Fig. S18).
This trend is in agreementwith the slower rate ofprotein accumulation
observed during the S phase43.

This finding is further validated by the correlational analysis
between the actual DNA content from the fluorescently labeled DNA
images and the predicted DNA (Fig. 5q). In this analysis, Latent
Dimension 3 shows a high correlation, with a pearson correlation
coefficient of R = 0.82, compared to other dimensions, which exhibit
lower correlation coefficients. The dimension-wise correlation analysis
is illustrated in Supplementary Fig. S19. This suggests that dimension 3
is related todrymass density growth relevant to cell-cycleprogression.
The strength of MorphoGenie, as demonstrated by these findings, lies
in its ability to interpret the intricate biophysical morphology of cells
captured by FACED and to provide a predictive analysis of cell cycle
progression.

Generalizability of MorphoGenie across imaging
modalities
The wealth of morphological data generated by current microscopy
technologies poses a challenge for interoperable analysis, a key attri-
bute for cross-modality correlative analysis, such as QPI-fluorescence
imaging. For generative morphological profiling, achieving this inter-
operability necessitates a model with a high degree of generalizability.
In the case of MorphoGenie, this means that the disentangled repre-
sentations should encapsulate fundamental cellular image features
and be transferable across diverse cellular image contrasts.

To assess MorphoGenie’s generalizability, we trained the model
on a dataset fromone imagingmodality and tested its performance on
unseen datasets with different image contrasts. We aimed to deter-
mine whether MorphoGenie could apply its trained latent repre-
sentations to perform accurate downstream analyses and predictions
on these new test datasets, without any retraining.

The robustness of a pre-trainedMorphoGeniemodel is illustrated
in Fig. 6, where we demonstrate its ability to carry forward the learned
insights as disentangled representations andmake precise predictions
in the unseen novel contexts. We evaluated four distinct models, each
initially trained on a unique dataset. When tasked with analyzing three
additional datasets, each with significant variations in single-cell ana-
lytical problems (from discrete cell state/type classification to con-
tinuous trajectory inference), cellular morphology (adherent versus
suspension cells), and image contrasts (fluorescence, and QPI), the
models produced visualizations with consistent global and local
structures, whether viewed in UMAP or StaVia’s Atlas View (Fig. 6a)

For example, amodel pre-trained on the Cell-Painting assay (CPA)
dataset, which involved classifyingmorphological changes in adherent
cells, was capable of classifying suspension lung cancer cells using
label-free QPI images. Furthermore, it provided insightful trajectory
inferences for cell cycle progression and EMT. The performance of
such generalization, as evident from the F1 scores, is preserved across
different model training scenarios (Fig. 6b).
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Fig. 6 | MorphoGenie’s generalizability performance. a A qualitative 2D UMAP
visualization demonstrates the model’s ability to predict biological cell states and
progressions when trained on one dataset and tested on others. b Quantitative
assessments using F1 scores evaluate the model’s generalizability across four
datasets involving different cell formats (suspension and adherent cells) and ima-
ging modalities (QPI and fluorescence). c An interpretation heatmap, generated
through latent traversal reconstructions based on a model pretrained with a CCy
dataset), provides insight into the disentanglement of a new dataset (LC dataset).

dQuantitative disentanglement scores to assess the generalized latent spaceacross
different tested datasets. e (Left) The generalized latent profile of lung cancer cell
sub-types (LUAD, LUSC, and SCLC) generated by the model pretrained with Ccy
dataset. (Middle) The interpretation of the generalized disentangled latent repre-
sentations and (right) distributions based on the three hierarchical primitive fea-
ture categories (bulk, global texture, and local texture). Source data are provided as
a Source Data file.
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To further evaluate the generalizability of MorphoGenie, we
extended the cross-modality/dataset tests to a wider range of unseen
scenarios/datasets (Supplementary Fig. S20, Methods). They include
delineation of sub-types of primary human T-cells and their activation
states (QPI), classification of lung cancer cell sub-type captured from
multiple experimental batches, monitoring of morphological respon-
ses of lung cancer to anticancer drug treatment (bright-field); cell-type
classification froma recently published large-scale dataset of label-free
live cells (phase-contrast). Again, we observed that all 8 models pre-
trained respectively by different datasets can be used to produce
consistent downstream analysis performance (across 8 diverse ima-
ging scenarios), as evident from both data visualizations in UMAP and
F1 scores (Supplementary Fig. S20).

We next evaluated how the disentanglement, and thus the inter-
pretation of the latent space of a pre-trainedmodel could be impacted
when it is tested with the new unseen datasets. This evaluation was
conducted in two primary ways. First, we assessed the performance of
a trained model when applied to a new dataset, comparing the inter-
pretation heatmaps of the original and generalized models. This
comparison is facilitated by measuring the variance using latent tra-
versals to construct the interpretation heatmaps (Fig. 6b). The results
indicate that the model generalizes well and accurately reconstructs
images that are similar in appearance, in a notable case, such as the
Cell-Cycle (Ccy) versus the Lung Cancer (LC) datasets. The bubble plot
further supports this finding, highlighting Dimensions 7, 4, and 3 in
both themain and generalized heatmaps as corresponding to the bulk,
global, and local categories, respectively (Fig. 6c). We note that the
disentanglement of the model can moderately be generalized to not
only similar imaging modality but also new modality. For instance,
models trained solely with QPI datasets preserve the disentanglement
even they are tested with the Cell-Painting (fluorescence) dataset
(Fig. 6d). We also note that such models, pretrained solely with single
dataset/modality, is sometimes compromised when it is tested with
the unseen datasets which have significantly different morphological
shape or different color scales (Fig. 6d). We anticipate that the disen-
tanglement could better be generalized if different model training
paradigms can be adopted, such as transferring learning with more
diverse datasets captured from multiple modalities.

We further assessed MorphoGenie’s latent space by comparing
representations for a lung cancer (LC) dataset using two different
pretrainedmodels: one trained on the LC dataset itself and another on
a distinct cell cycle progression (Ccy) dataset (Fig. 6e). We evaluated
how the bulk, global, and local texturalmorphological categories were
represented in both models by calculating latent-feature-wise corre-
lations and visualizing them as correlation bubble plots. The analysis
revealed that corresponding latent features exhibited substantial
correlations between the twomodels, and that the distributions of the
key morphological categories (bulk, global, and local textures) were
highly similar. Moreover, the distributions of these categories
remained consistent with the original manually defined features,
underscoring the interpretability of the learned representations. This
encouraging level of transferability suggests that MorphoGenie learns
core morphological primitives from a single dataset that generalize to
new contexts. Nonetheless, we anticipate that pretraining on a more
diverse array of cell types and imaging modalities could further
enhance the model’s generalizability and robustness across different
datasets.

Discussion
Supercharged by the advances in computer vision, learning morpho-
logical features of cells through deep learning has gained considerable
interest in the last decade. We introduced MorphoGenie, a deep-
learning framework for profiling cell morphologies that effectively
handles data from various microscopy modalities, including standard
fluorescence, QPI, and imaging flow cytometry. Through

comprehensive evaluations (from model performance to general-
ization), we demonstrated that MorphoGenie distinguishes itself from
the current state-of-the-art with the following key attributes.

In contrast to the prior work19, MorphoGenie not only achieves
high-fidelity image synthesis but also provides a comprehensive and
flexible pipeline for the quantification and interpretation of disen-
tangled latent features. Through extensive benchmarking, interpret-
ability analyses, and generalizability testing, MorphoGenie establishes
itself as a robust tool for uncovering both known and novel morpho-
logical patterns in single-cell imaging data.

The generalizable latent space, visualized as an interpretation
heatmap, enables the identification of factors contributing tomultiple
cell states and conditions. The model’s main strength is in extracting
the compositional essence of cell morphology, distilling this into a
limited set of key representations that can be flexibly interpreted to
uncover novel insights across different imaging scenarios. This
approach not only minimizes complexity but also enhances the alli-
ance between human intuition and machine intelligence. Compara-
tively modest in dimensionality (Supplementary Fig. S11),
MorphoGenie operates within a 10-dimensional latent space—sig-
nificantly more concise than the expansive feature sets generated by
manual extraction methods (e.g., Cell-Profiler: ~1700 dimensions9) or
other generative models (e.g., AAE: 512 dimensions; and VQ-VAE: 1024
dimensions). Our evaluations illustrate its compatibility in a broad
spectrum of single-cell image analyses, ranging from discrete cell-type
classification to intricate trajectory inference. Compared to other
state-of-the-art autoencoder models, MorphoGenie offers advantages
of accurate image reconstruction (Fig. 2, and Supplementary Fig. S2,
3), clear visual and quantitative data analysis across diverse data types
(Supplementary Fig. S13–S16), disentanglement representation learn-
ing (Fig. 3c and Supplementary Fig. S4, 5), and generalizable cross-
modality learning (Fig. 6, Supplementary S20, S21). MorphoGenie’s
strength lies in its focused distillation of critical morphological infor-
mation, avoiding the clutter of excessive features that can hinder
meaningful interpretation.

Comparing MorphoGenie with traditional morphological fea-
ture extraction methods highlights distinct advantages in single-cell
image analysis. While both MorphoGenie and CellProfiler achieve
comparable results in downstream analyses, MorphoGenie offers
significant benefits in several key aspects. Notably, MorphoGenie
excels at trackingmorphological changes, such as smooth transitions
during EMT and distinguishing distinct cell lineages (Supplementary
Figs. S21 and S22). In addition, MorphoGenie extracts features sig-
nificantly faster than CellProfiler (CellProfiler-v4.2.8) (Supplementary
Table S4)9. While CellProfiler offers built-in segmentation tools for
simple tasks and integrates external tools like CellPose and Stardist
as plugins for more complex tasks, MorphoGenie also leverages
external tools such as CellPose and intensity threshold-based algo-
rithms for segmentation44,45. Notably, MorphoGenie requires only a
single training session on single cell segmented images, generalizing
to any dataset without significant modifications. In contrast, Cell-
Profiler demands manual parameter tuning for each run.

MorphoGenie’s interpretability is further refined through a sys-
tematic investigation into the interplaybetween its disentangled latent
space and themorphological descriptors of single cells, derived froma
spatially hierarchical analysis. This analysis stratifies morphological
features into a structured hierarchy from the nuanced textures (and
their statistical analyses) to the more discernible attributes like cell
size, shape, and mass/optical density textural distribution. Employing
this hierarchical framework,MorphoGenie constructs amorphological
profile that facilitates semantic and biological interpretations of the
disentangled representations. It should be noted that it is not the
purpose ofMorphoGenie to seek for a universal interpretation that can
offer a complete disentanglement among spatial hierarchical groups
of cellular features - which is unlikely to occur in complex biological
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processes. Instead, MorphoGenie provides a practical reductionist
framework to distill the key morphological features and their changes
that can be explainable by the hierarchical features defined in
this work.

In some cases, bulk cellular features (such as size and shape)
naturally overlapwith global or local texture variations, as visualized in
our bubble plots (e.g., Figs. 3–6, and Supplementary Fig. S4). Rather
than contradicting the principle of disentanglement, these overlaps
reflect inherent correlations in biological systems—for example, larger
cells often exhibit increased intracellular space and dry mass. By
contextualizing morphology within such a spatial hierarchy, our
approach enables researchers to systematically reveal how different
latent dimensions correspond to biologically meaningful properties,
even when these properties are not strictly independent. Building on
this, our framework is not confined to predefined feature sets; it can be
extended to incorporate new and complementary descriptors, such as
fractality46, Fourier decomposition of cell shape47 or other geometric
and statistical descriptors42. As long as these features facilitate biolo-
gical interpretation, MorphoGenie’s disentangled representation
learning process can flexibly accommodate and reveal new insights
into cellular morphology. For example, we demonstrate this flexibility
by integrating fractal features for enhanced interpretability, as shown
in Supplementary Fig. S29.

Beyond correlating latent features with manual annotations, we
aim to develop user-friendly tools that integrate disentanglement,
interpretability, and explainability to reveal morphological changes
across conditions and phenotypic transitions. To overcome the lim-
itations of supervised disentanglement metrics, which often rely on
incomplete or biased ground-truth labels particularly in biological
datasets, we propose using unsupervised methods such as UDR48,49.
UDR assesses disentanglement quality by comparing model repre-
sentations in pairs and has been shown to align well with supervised
evaluation methods.

Importantly, interpretability is not just about selecting models
with high disentanglement scores; it also requires clear, biologically
meaningful explanations of the learned representations to be able to
communicate and deploy. Recentmethods enhance interpretability by
applying perceptual similarity and spatial constraints, making latent
features more aligned with human-understandable concepts and
assess disentanglement without supervision50. MorphoGenie lays the
groundwork for building intuitive, interactive tools that enable auto-
mated interpretation of biological data with minimal human input.

Moreover, the generalizability ofMorphoGenie is evidenced by its
capacity to learn from one dataset and accurately predict morpholo-
gical features in completely unseen datasets, regardless of the imaging
modality, cell morphological formats and problems of interest. This
adaptability demonstrated the model’s robustness and its potential as
an interoperable analytical tool. It enables consistent cross-modality
analysis, facilitating comparisons and integrations across studies,
which is invaluable for the progression of biological research and
understanding of cellular heterogeneity. MorphoGenie demonstrates
flexibility in model selection, allowing for the integration of new dis-
entanglement strategies and generative algorithms50,51. Incorporating
these disentangled models with improved image generation quality
enhances both interpretability and generalizability. This adaptability
ensures that MorphoGenie remains at the forefront of technological
advancements, continually improving its ability to extract meaningful
insights from complex biological data.

In summary, MorphoGenie provides several key advantages,
including improved interpretability of cellular morphology, enhanced
generalizability across different datasets, and increased scalability for
processing large datasets. It also overcomes the curse of dimension-
ality by capturingprimary factorsof variationandoffersflexibility in its
interpretation pipeline. Additionally, MorphoGenie enables the dis-
covery of novel morphological features that may be correlated with

specific biological processes or perturbations. MorphoGenie’s ability
to reproduce biologically meaningful information in generated ima-
ges, and consequently in downstream visualizations (Supplementary
Fig. S28), underscores its potential for applications such as data
compression, while future GAN enhancements are expected to further
enable cross-modality image translation.

Looking forward, there are a number of avenues for further
development of MorphoGenie. (1) MorphoGenie’s capabilities can
extend beyond individual cells. By learning factors that are not con-
fined to hierarchical single-cell features, MorphoGenie can capture
more fundamental insights in tissue images, related to cell spatial
organization, cell-cell interactions, protein localization, and other cri-
tical cellular processes. This expansion of scope enables the frame-
work to provide deeper insights into the dynamics of multicellular
systems, paving theway for broader applications in complex biological
environments where understanding collective cellular behavior is
essential. (2) 3D cellular imaging: ExtendingMorphoGenie to interpret
three-dimensional cellular imageswill unlock a deeper comprehension
of spatial cellular dynamics, benefiting from the volumetric data (e.g.,
confocal, multi-photon, and light-sheet imaging techniques). (3) Batch
effect correction: Tackling batch effects could improve the model’s
precision, minimizing technical noise and enhancing the biological
signal inmorphological data52. Leveraging the recent advancements in
self-supervised/weakly supervised learning for this purpose will
potentially improve the reproducibility and accuracy of phenotype
classifications across different datasets. (4) Image reconstruction and
translation: High-fidelity image reconstruction capabilities of Mor-
phoGenie could augment the applicability of label-free imaging, such
as translating QPI to fluorescence images. This could build a bridge
between molecular specificity and morphological phenotypes,
enriching our label-free understanding with detailed molecular
insights. (5) Broadened interpretability: The framework currently
categorizes features into bulk, global, and local textures. Expanding
this taxonomy will capture a wider range of cellular features. It could
be readily achievable in MorphoGenie, thanks to its ability to adapt to
new domains where it can be fine-tuned to less-represented scenarios,
potentially uncovering novel morphological features and contributing
to the discovery of new cellular phenotypes or pathological states.

Methods
Disentangled representation learning in MorphoGenie
MorphoGenie is a deep-learning pipeline that generates the cellular
morphological profiles and images of cells through disentanglement
representation learning in an unsupervised manner. It can subse-
quently offer interpretation of the morphological profile through
hierarchical feature mapping. Specifically, it employs a hybrid neural-
network architecture built upon twogenerativemodels (VAE andGAN)
(Figs. 1–2) that jointly optimizes the objectives of disentanglement
learning and high-fidelity image generation by a dual-step training
approach. In principle, while different VAE variants could be adopted
inMorphoGenie, our comparative analyses have shown that FactorVAE
stands out in accurately learning the disentangled representations in
the latent space and reconstructing the cell images (Fig. 3, Supple-
mentary Fig. S2). For the sake of clarity, we first describe the key fea-
tures of different state-of-the-art VAE models tested in this work
including the vanilla VAE, β-VAE and FactorVAE:

Variational autoencoder (VAE). Consider a dataset consisting of N
discrete or continuous variables x.

X = xi� �
i= 1::N ð1Þ

The encoder of a VAE initially maps the input data X to a prob-
ability distribution qe, which is modeled as a multivariate Gaussian
distribution N representing the latent space. The encoder learns to
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approximate the variables z of the K-dimensional latent space which is
represented as a posterior approximation according to the Bayesian
rule15.

z � qeðzjxiÞ=Nðz;μi, σi
2Þ ð2Þ

where μi, σi (mean, variance) are the outputs of encoder. On the other
hand, the decoder of the VAE samples the variable z from z � qe xi

� �
to

generate the observed data point x, which is given by

x0 � PdðxjzÞ ð3Þ
Assuming the data X 0 is generated by continuous hidden repre-

sentation z, by formulating a generative model Eq. (4)

X!eZ!dX 0 ð4Þ
The above two approximations are optimized jointly by a single

objective function:

L d, e;x ið Þ� �
= � DKL qeðzjx ið ÞÞjjPðzÞ� �

+EqeðzjxÞ½logPdðx ið ÞjzÞ� ð5Þ

where P zð Þ is the prior which is a K-dimensional normal distribution
Nð0, 1Þ. The Kullback–Leibler divergence (KL divergence,
DKL qe z, j, x ið Þ� �jjPðzÞ� �

is introduced to assess thedivergenceof the two
distributionsqeðzjx ið ÞÞ andPðzÞ. The above termof theLHS isoptimized
and differentiated to estimate the variational parameters “e”, and the
generative parameters “d”. However, it is practically infeasible to
estimate the parameter “e” as it is not differentiable which is overcome
by reparameterization trick15.

β-VAE. It extends the standardVAEby an additional hyperparameterβ.
β-VAE is deigned to achieve a disentangled latent representation by
controlling beta β. When β= 1 it represents a standard VAE and varying
β > 1 improves disentanglement at the cost of data reconstruction.
However, higher values of β allow interpretation of the latent space by
varying dimensions, leading to an objective function21:

L d, e;x ið Þ,β
� �

= � β*DKL qe z, j, x ið Þ� �jjPðzÞ� �
+EqeðzjxÞ½logPdðx ið ÞjzÞ� ð6Þ

FactorVAE. FactorVAE (see Supplementary Fig. S23) addresses the
tradeoff in β-VAE, in which penalizing the KL term with weight β
encourages disentanglement at the same time. It leads to poor
reconstruction as it reduces the amount of information of x in z. To
address this, in FactorVAE, theKL term in theobjective of VAE is split as

DKL qe z, j, x ið Þ� �jjPðzÞ� �
= I x, zð Þ+KLðqððzÞjjpðzÞÞ ð7Þ

where, I x, zð Þ is themutual information between the observation x and
the latent variable z. However, penalizing the KL term in the above
equation leads to pushing the posterior towards the factorized prior
and, hence achieving a better disentangled independent latent factor.
Therefore, the objective function of FactorVAE can be expressed as:

L d, e;x ið Þ, γ
� �

=EqeðzjxÞ½logPdðx ið ÞjzÞ� � DKLðqeðzjxÞjjPdðzÞÞ
� γDKLðq zð Þjj�qðzÞÞ

ð8Þ

where,

�q zð Þ=q zð Þ
Yd

j = 1

q zj
� 	

ð9Þ

where zj corresponds to one underlying factor of variation in the latent
space. γ in Eq. 8 directly encourages independence in the latent dis-
tribution andDKLðq zð Þjj�qðzÞÞ is known as a total correlation term, being

intractable and is optimized by employing an alternate method called
density-ratio trick, which involves training a classifier/discriminator
(Supplementary Fig. S24) to approximate the density ratio present in
the KL term20.

FactorVAE is alsomodeled as a two-step generative process. First,
a latent variable z is sampled from a factorized distribution pðzÞ, where
eachdimension of z corresponds to an independent factor of variation
(e.g., size, intensity, texture). Second, observations (images) are gen-
erated from pðxjzÞ. The goal of disentanglement is to encode these
factors of variation independently in a latent vector.
1. Standard Gaussian prior pðzÞ=Nð0, IÞ, chosen for its factorized

distribution.
2. Decoder pdðxjzÞ, parameterized by a neural network.
3. Variational posterior qeðzjxÞwithmean and variance produced by

the encoder, also parameterized by a neural network.

Observations xðiÞ 2 X are generated by combining K underlying
factors f = ðf1, :::, fkÞ. Theseobservations aremodeledusinga real-valued
latent/code. The use of a factorized prior encourages orthogonality
among latent factors in the aggregated posterior, allowing each latent
dimension to represent an independent morphological feature without
imposing excessive constraints on the learned representations.

Generative model in MorphoGenie
Disentanglement learning in VAEs often compromises the quality of
generated images due to the strict constraints imposed to ensure that
the latent variables are fully factorized (independent of each other). Our
goal is to enhance VAE-based models by improving the quality of gen-
erated images while maintaining their ability to learn disentangled
representations. To achieve this, we adopt a hybrid VAE-GAN archi-
tecture that separates the tasks of learning disentangled representations
and generating realistic images into two distinct but sequential steps.
First, we use FactorVAE to learn a disentangled representation of the
data, ensuring that the latent variables are independent and capture
distinct factors of variation. Next, we train a second network with a
higher capacity for imagegenerationby aGAN’s generator. This network
takes the disentangled representation learned by the FactorVAE and
decodes it into ahigh-quality, realistic image in theobservation space. By
decomposing these objectives, we leverage the strengths of both Fac-
torVAEs and GANs: the FactorVAE focuses on disentangling the latent
space, while the GAN enhances the quality of the generated images.

Our objective is to build a generative model (Supplementary
Fig. S25) that learns the generative parameter ω to produce high-
fidelity output x with an interpretable latent code z (i.e., disentangled
representation):

Gω : z ! X ð10Þ

The idea is to decompose the objectives of the disentanglement
learning and high-fidelity image generation as two different tasks19.
Formally, let z = (s, c) denote the latent variable composed of the dis-
entangled variable c and thenuisancevariable s capturing independent
and correlated factors of variation, respectively. Depending on which
VAE model is used, the VAE model is first trained based on Eqs. (5), (6)
or (8) to learn disentangled latent representations of data, where each
observation x canbeprojected to cby the learned encoderqeðzjxÞ after
the training. Then in the second stage, encoderqeðzjxÞ isfixed to train a
generator Gω zð Þ=Gωðs, cÞ for high-fidelity synthesis while distilling the
learned disentanglement by optimizing the following objective:

minGmaxDLGAN D,Gð Þ � λRDistillðGÞ ð11Þ

The GAN loss, LGAN D,Gð Þ is optimized adversarially, enabling the
discriminator to distinguish between real and fake images, while
simultaneously improving the generator’s ability to produce realistic
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images from random noise.

LGAN D,Gð Þ= Ex�PðxÞ, c�qeðcÞ½logðD xð Þ�+ Es�P sð Þ, c�q cð Þ½logf1� DðGðs, cÞÞg�
ð12Þ

The alignment of the GAN’s reconstruction with the disentangled
representation is accomplished by RDistillðGÞ. And the RDistill term aims
to maximize the mutual information between the latent variable c
and the generator output, Iðc; c0Þ where, c � qeðzjxÞ and the
c0 � qeðzjG s, cð ÞÞ. Notably, c and c0 is sampled from the aggregated
posterior distribution qeðzjxÞ, rather than the prior distributionq cð Þ.
Dotted lines in Fig. 2a indicates the input to the fixed encoder (from
which c and c0 is sampled), which is not updated during the training
and is optimized with respect to the generator only. This distills dis-
entangled information into the GAN, enhancing the alignment
between latent vector sampling for real and generated images. This
joint sequential learning approach enables the hybrid model to mini-
mize the disparity between reconstructions and real images while
learning disentangled latent representations.

Image reconstruction through the decoder and generator of
MorphoGenie
Reconstructing images from latent representations. The Decoder
reconstructs images from a 10-dimensional latent vector c sampled by
the Encoder. In contrast, the Generator produces reconstructions by
combining the latent representation c with a random noise vector s.
Specifically, the GAN generates images based on the 266-dimensional
input vector (c, s), where c is the 10-dimensional latent vector sampled
from the aggregated posterior, and s is a 256-dimensional random
noise vector. As shown in Fig. 2a and Supplementary Fig. S1, the GAN
architecture effectively utilizes this input to produce realistic recon-
structions, demonstrating its ability to generate high-quality images
from the latent representation.

Traversing latent dimensions to generate images. To generate
images that vary in a specific factor, we traverse one latent dimension
while keeping the remaining dimensions unchanged. This approach
allows us to modify one factor corresponding to the traversed
dimension, resulting in generated images that exhibit variations in that
particular factor while keeping the other factors unchanged. Given a
trained Variational Autoencoder (VAE) with a 10-dimensional
latent space, sampling from the aggregated posterior c � qeðzjxÞ
yields a 10-dimensional disentangled latent vector, denoted as
c = ðl1, l2, l3, l4, l5, l6, l7, l8, l9, l10Þ. This vector is fed into the decoder or
generator to reconstruct an image. To generate images with a specific
variation corresponding to a single latent dimension, we modify only
that dimension while keeping the others constant (as shown in Fig. 3a
for a 2 dimensional latent representation). For instance, to traverse the
first latent dimension,we change its value l1 in linear steps, resulting in:
c11 = ðl1 + 0:5, l2, l3, l4, l5, l6, l7, l8, l9, l10Þ, c12 = ðl1 + 1, l2, l3, l4, l5, l6, l7, l8,
l9, l10Þ, c13 = ðl1 + 1:5, l2, l3, l4l5, l6, l7, l8, l9, l10Þ and so on. By extra-
polating one dimension l1, we generate images that vary according to
the factor captured by that latent dimension, while the remaining
dimensions l2, l3, l4, l5, l6, l7, l8, l9, l10 retain their original values from
thevector sampledby the encoder.This process is repeated for eachof
the 10 dimensions, allowing us to visualize the effect of each latent
factor on the generated images.

MorphoGenie training
The latent space dimension of the VAE models studied in this work is
set as 10 (Supplementary Fig. S11). The encoder is trained with images
of size 256 × 256× 3. Encoder and decoder (Supplementary Fig. S23)
and discriminator (Supplementary Fig. S24) of the FactorVAE is opti-
mized using adam optimizer with decay parameters β1 = 0.9,
β2 = 0.999 at a learning rate of 0.0001. On the other hand, the

discriminator of the GAN in MorphoGenie is optimized with the decay
parameters β1 = 0.5, β2 = 0.9 at a learning rate of 0.0001 and a batch
size of 32. The generator of theGAN consisting of the residual blocks is
trained with the latent vector (10-dimensional) and a random noise
vector called as nuisance vector, which has 256 dimensions19. Gen-
erator and discriminator are trained at learning rate if 0.0001 using
RMS prop optimizer, with a batch size of 32 (Supplementary Fig. S25).

Model selection for MorphoGenie
Model selection for MorphoGenie is performed through a grid search
over the hyperparameters that control the strength of disentangle-
ment in VAE variants (including β-VAE and FactorVAE). All models are
trained in a fully unsupervised manner: no labels or feature category
information are used during training. The model learns to represent
the underlying structureof the data solely from the input images. After
training, models are evaluated based on two criteria: (1) the degree to
which the learned latent dimensions separate the three hierarchical
primitive feature categories (bulk, global texture, and local texture) in
the latent space and (2) downstream performance. This assessment
uses predefined feature categories for interpretability, serving as a
supervised evaluation step to benchmark how well the unsupervised
representations align with biologically meaningful factors. Impor-
tantly, this evaluation does not influence the training process or
hyperparameter optimization, which remain entirely unsupervised.
The top-performing models, as determined by these evaluations,
(Supplementary Fig. S27) are then interpreted using interpretation
heatmaps. Since the optimal level of disentanglement can vary
between datasets, hyperparameters should be tuned accordingly for
each dataset during model selection.

Datasets
Thedatasets selected in thiswork compriseof awide range of cell lines
for initial model training. Datasets are both open source and those
imaged in-house to demonstrate the applicability of our approach to
the datasets that are diverse in multiple aspects. The rationale of
dataset types is driven by the needs for showcasing the versatility of
MorphoGenie - adapting to multiple major imaging modalities, span-
ning fluorescence, bright-field, phase contrast, and QPI. On the other
hand, our choice of datasets also includes distinctly different biologi-
cal conditions such as multiclass cell type classification (Lung cancer
cell type (LC)) cellular response to drug treatment (CPA), and those
showing continuous biological processes such as cell-cycle progres-
sion (CCy) and EMT. Furthermore, inclusion of different imaging
conditions, namely adherent cells (in EMT and CPA datasets) and cells
in suspension (in CCy and LC datasets).

To further evaluate the generalizability of MorphoGenie, we
include the additional datasets. These comprise Quantitative Phase
Imaging (QPI) images of lung cancer cell lines captured in multiple
experimental batches. We also include bright-field images of a lung
cancer cell line, which capture cellular phenotypic responses to
anticancer drug treatment. Furthermore, in addition to cell line data-
sets we added a new primary human T-cell image dataset. See the
detailed descriptions of these datasets in the sections below.

Cell painting assay (CPA). This is a subset of BBBC022, which is a
publicly available fluorescence Cell Painting image dataset, consisting
of U2O2 cells treated with one of the 1600 bioactive compounds. In
this dataset, images consisting of 5 channels tagged with 6 dyes
characterizing 7 organelles (nucleus, golgi-complex, mitochondria,
nucleoli, cytoplasm, actin, endoplasmic reticulum). The dataset is
provided with annotation of the plate locations corresponding to the
compound and the mechanism of action12,53. One of the treatments
annotated as glucocorticoid receptor agonist named Clobetasol Pro-
pionate is used in this study for training and testing MorphoGenie. To
test perturbation due to the chosen bioactive compound treatment,
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training is performed in two different ways. First, we overlaid multiple
fluorescence channels of the images with the dimension of
256× 256× FL, wherein FL can bemore than 1 or can be extended up to
the maximum number of fluorescence channels available in the data-
set. Second, the models are trained separately by using the 5 different
channels in the dataset.

Epithelial to mesenchymal transition (EMT). This dataset consists of
fluorescence images of adherent live cell image data (A549 cell line,
labeledwith endogenous vimentin–red fluorescent protein (VIM-RFP))
to study the morphological changes in response to TGF-β-induced
EMT process37. In this dataset, the morphological dynamics of vimen-
tin is quantified by extracting fluorescence texture features (Haralick
features). TheTGF-β treatment showed a shift indistribution for nearly
all Haralick related features (i.e., texture features), with only two tra-
jectories during EMT process were reported. A basic morphological
operation has been performed in this work to annotate epithelial and
mesenchymal cells by measuring the aspect ratio37. Elongated
mesenchymal cell population is generally different fromepithelial cells
which are generally round and small. The remaining cells are cate-
gorized as the population in the intermediate state between the epi-
thelial and mesenchymal states.

Cell-cycle progression. This dataset was captured using another
novel, in-house ultrafast QPI technique based on free-space angular-
chirp-enhanced delay (FACED). It is an ultrafast laser-scanning tech-
nique that allows for high imaging speed at the scale orders of mag-
nitude greater than the current technologies. More specifically, this
FACED imaging system is integratedwith amicrofluidicflowcytometer
platform enabling synchronized and co-registered single-cell QPI and
fluorescence imaging at an imaging throughput of 77,000 cells/s with
sub-cellular resolution41,42,54. This dataset was collected in an assay for
cell-cycle progression tracking of human breast cancer cells (MDA-
MB231) inmicrofluidic suspension. Annotations of the cell-cycle stages
(G1, S, and G2) in this dataset were provided by quantitatively tracking
the content of DNA labeledwith VybrantDye orange stain (Invitrogen).

Primary humanT-cells dataset. This dataset contains high-resolution,
label-free QPI of primary human CD4⁺ and CD8⁺ T cells in resting and
activated states.Healthy donorbuffy coat sampleswere obtained from
the Hong Kong Red Cross and processed within 24 h. The research
protocol was approved by the Institutional Review Board of the Uni-
versity of Hong Kong (IRB Reference No.: UW 17-219) and complied
with the Declaration of Helsinki and acts in accordance with ICH GCP
guidelines, local regulations and Hospital Authority and the University
policies. T cells were isolated through two consecutive negative iso-
lation steps, MACSprep™ PBMC Isolation Kit (130-115-169, Miltenyi
Biotec) and follow with Human Pan T Cell Isolation Kit (130-096-535,
Miltenyi Biotec) according to manufacturer protocols. All the T cells
were then resuspended in RPMI-1640 medium (Gibco) supplemented
with 10% FBS and 1%Antibiotic-Antimycotic. Cellswere seeded into 48-
well plates (32048, SPL Life Science) at a cell density of 2.5 × 106/ml (in
each well) under standard culture condition (37 °C, 95% relative
humidity). T cell activation was induced using Anti-Biotin MACSiBead
Particles conjugated with CD2, CD3, and CD28 antibodies (130-091-
441, Miltenyi Biotec) at a 1:2 bead-to-cell ratio. Control wells were
maintained without bead addition. Images of T-cells were acquired
with the multi-ATOM high-throughput QPI flow cytometer. We use
these data to evaluate whether label-free QPI can distinguish T-cell
subtypes and their activation states.

Human lung cancer cells treated with anti-cancer drug. This col-
lection comprises bright-field images of NCI-H1975 non-small-cell lung
cancer cells treated with a platinum-based anticancer drug, captured
on our in-housemulti-ATOM system. The platform enables large-scale

screening across hundreds of wells—each holding thousands of live,
adherent cells. Cells were seeded on fibronectin-coated plates and
incubated for 24 h before imaging.

Lung cancer cell types with multiple experimental batches. This
dataset comprises of images of various lung cancer cell types, with
multiple experimental batches, allowing for the assessment of batch-
to-batch variability52. The dataset includes 7 lung cancer cell lines
imaged bymulti-ATOM and analyzed on 7 different days, resulting in 3
batches of ~120,000 cells per cell line, totaling over 1,000,000 single-
cell images44. Each image consists of two label-free contrasts: Bright
Field (BF) andQPI. For this study, a subset of theQPI imagedatasetwas
used, including 4 cell lines and 3 batches, representing three major
lung cancer types: Lung Squamous Cell Carcinoma (LUSC) with cell
line H2170, Adenocarcinoma (LUAD) with cell lines H358 and H1975,
and Small Cell Carcinoma (SCLC and cell line H69).

LiveCell. LIVECell is a large scale dataset consisting of phase-contrast
microscopy images of 5239manually annotated, expert-validated,with
a total of 1,686,352 individual cells annotated from eight different cell
types55. The dataset consists of cell types with varying shape
morphologies and size, spanning round and neuronal-like structures.
Our results include analysis on 4 chosen cell types (A172, BV2, MCF7,
SkBr3) with diverse morphologies and sizes.

Lung cancer cell-types (LC):
This dataset consists of single-cell images (QPI) of three major histo-
logically differentiated subtypes of lung cancer amongst seven cell
lines, i.e., Three adenocarcinoma (H1975), squamous cell carcinoma
cells (H2170), small cell lung cancer cell lines (H526). This data was
collected by an in-house high-throughput microfluidic QPI flow cyto-
metry system called multi-ATOM. Detailed experimental setup and
protocols can be referred to ref. 11. Using intensity-only measure-
ments, multi-ATOM retrieves the complex-field information of light
transmitting through the cell and yields two image contrasts at sub-
cellular resolution: bright-field (BF: amplitude of the complex-field),
and quantitative phase (i.e., QPI). BF images essentially display the
distribution of light attenuation (or optical density) within the cell
whereas QPI presents dry-mass density distribution within the cell11.

Image pre-processing
Our image preprocessing pipeline involves segmentation, background
noise removal, and aligning cells to the center of the image frame. We
employ different segmentation approaches depending on the image
type. For single-cell images captured using a high-speed imaging flow
cytometer, intensity threshold-based segmentation is used (Lung
Cancer, Cell Cycle datasets)11,41. In contrast, for images of cells in cul-
ture plates with multiple cells in the field of view, Cellpose (Cellpose
v2.1.1) is utilized for batch processing of image segmentation, specifi-
cally leveraging the ‘cyto2’model for segmenting images (Cell Painting
dataset and EMT)45. The images are then cropped into single-cell
images, followed by background noise removal, preserving cell body
information, and center cropping to reduce the image size to 256 × 256
pixels. Finally, the cells are aligned to the center to prevent positional
features from influencing the analysis.

Interpretation heatmap
The latent space of MorphoGenie effectively encodes information of
cell morphology within its disentangled dimensions. By traversing the
latent space and reconstructing images from MorphoGenie, we can
observe variations in the morphological features encoded within each
latent dimension (Figs. 1, 2a).

Furthermore, we can investigate how these latent features can be
interpreted through a set of hierarchical cellular information. In detail,
we manually defined and extracted a total of M = 35 morphological
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features from the latent traversal images, encompassing bulk, global
textural, and local textural characteristics of cell morphology, i.e.,
Feat = ff eat1, . . . :f eatMg:The chosen latent space dimension is K = 10,
which shows high degree of disentanglement (Supplementary Fig. 11).
For each dimension, we computed Q ( = 10) steps of latent traversal
and visualized themorphological variations across each traversal step.
We calculated the statistical variance for each of theM ( = 35) features
in each latent traversal of the kth dimension, resulting in a 1 ×M vector
(Fig. 3a). This process is repeated for all K ( = 10) latent dimensions,
generating K such 1 ×M vectors. These vectors are then stacked to
create aK ×Mmatrix.We thenperformedhierarchical clustering in this
matrix to identify the relationships between the K latent dimensions
and M manually extracted morphological features in a heatmap
representation. We refer to this clustered heatmap as the “interpreta-
tion heatmap”. This heatmap serves as a reference guide for our
MorphoGenie feature analysis. For latent traversal of K = 10 latent
dimensions and a total number of features extracted is M = 35, the
interpretation heatmap (matrix) can be represented as

Var =

Vartrav1 , f eat1 � � � Vartrav1 , f eat35

..

. . .
. ..

.

Vartrav10, f eat1 � � � Vartrav10, f eat35

2
664

3
775 ð13Þ

Var is a K xM (i.e., 10 x 35 in this example) matrix that is subjected
to hierarchical clustering. Each element in the matrix (Vartravk , f eatm ) is
the variance of the feature (f eatm) extracted from all Q steps across
the kth dimension traversal, which is computed as:

Vartravk , f eatm =Vartravk ðf eatm1, f eatm2 . . . ::f eatmQÞ ð14Þ

f eatmi, where i = {1:Q}, is the feature value of f eatm extracted from
the ith traversal step. Based on these formulations, the interpretation
heatmap provides valuable insights into the encoded features and
their variations within the disentangled latent space, aiding our
understanding of model predictions and generalization capabilities.

Summarized disentanglement score
Variousmethods of defining and assessing disentanglement have been
proposed in the previous studies20,21,28–30. Notably, β-VAE and Factor-
VAE metrics follow a supervised approach in which the annotations of
the factors of variation in a dataset are predefined. However, in prac-
tical real-world datasets, whose annotations are not known, unsu-
pervised disentanglement metrics are necessary. While there is no
universal definition of disentanglement, we here investigate and
interpret disentanglement of MorphoGenie’s latent representations
broadly in the context of three hierarchical primitive categories (fac-
tors), i.e., bulk, global texture and local texture features.

Feat = ff eat1, . . . :f eatMg= fBulk,Global, Localg ð15Þ

Bulk = ff eatB1, f eatB2::f eatBNbg ð16Þ

Global = ff eatG1, f eatG2::f eatGNgg ð17Þ

Local = ff eatL1, f eatL2::f eatLNlg ð18Þ

Nb, Ng and Nl are the number of features in the hierarchical fea-
ture category of Bulk, Global and Local textures, respectively. Fol-
lowing Eq. (13), we can then define a matrix S that summarizes the
significance of the hierarchical primitive factor/category in each

latent dimension:

S =

1
Nb

PNb
n= 1Vartrav1, f eatBn

1
Ng

PNg

n= 1Vartrav1, f eatGn

1
Nl

PNl
n= 1Vartrav1, f eatLn

1
Nb

PNb
n= 1Vartrav2, f eatBn

1
Ng

PNg

n= 1Vartrav2, f eatGn

1
Nl

PNl
n= 1Vartrav2, f eatLn

..

.

1
Nb

PNb
n= 1VartravK , f eatBn

1
Ng

PNg

n= 1VartravK , f eatGn

1
Nl

PNl
n= 1VartravK , f eatLn

2
66666664

3
77777775

ð19Þ

where K = 10 is the latent dimension in this work. In fact, the matrix S
can be represented as the bubble plots shown in Figs. 3 and 5. This
matrix computes, in each latent dimension, the mean of the variances
of all the features groups in the three hierarchical primitive categories.
The features exhibiting higher variance values spotlight the factors of
variation tied to the latent dimension. This approach helps us under-
stand the specific attributes that contribute significantly to the varia-
tions within the latent space. Hence, matrix S essentially displays the
importance of each category in each latent dimension.

Based on this matrix S, we can compute a disentanglement score
which reflects how the three hierarchical primitive categories can be
separated to different latent dimensions. Specifically, the maximum
value in each column (i.e., each hierarchical primitive category) cor-
responding to either bulk, global and local texture attributes in matrix
S, i.e., MaxVarBulk , MaxVarGlobal ,MaxVarLocal is regarded as the key
bulk, global texture and local texture attributes respectively and the
mean of the three variances is computed as the disentanglement score.

Score=
1
3
ðMaxVarBulk +MaxVarGlobal +MaxVarLocalÞ ð20Þ

The model is said to be more entangled if two categories having
maximum mean values in the same latent dimension, resulting in a
lower disentanglement score.

Other performance metrics
Mean square error (MSE). MSE is a metric used to evaluate the
accuracy of image reconstruction. It calculates the average of the
squared differences between actual and predicted pixel values. In the
context of MorphoGenie, y and ŷ is the pixel values of the real image
and thegenerated image.WithN as total number of pixels in the image,
MSE is computed as:

MSE =
1
N

X
ðy� ŷÞ2 ð21Þ

Fréchet inception distance (FID). FID is a metric used to evaluate the
quality of images generated by generative models, such as VAEs and
GANs. It measures how similar the latent representations of generated
images are to those of real images. Specifically, FID calculates the
distance between these distributions, with lower values indicating
closer resemblance andbetter performanceof themodel in generating
realistic images.

Classification accuracy. F1 score is used to measure the classification
accuracy of the model based on the true positive (TP), false positive
(FP) and false negative (FN) values from the confusionmatrix of a tree-
based decision classifier:

F1 =
2*precision*recall
precision+ recall

ð22Þ

precision=
TP

TP + FP
ð23Þ

recall =
TP

TP + FN
ð24Þ
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SSIM. SSIM is a metric used to evaluate the similarity between two
images by analyzing their luminance, contrast, and structural char-
acteristics. It ranges from0 to 1, where 1 indicates perfect similarity. In
this work, SSIM is applied to compare real and reconstructed images,
averaging over 500 reconstructions, to assess the efficiency of the
deep learning model in image reconstruction.

Feature ranking. Importance of disentangled latent representations is
measured by decision tree-based classifier. This basically works by
computing how much impurity is reduced by each feature and hence
determining the importance of every feature in classifying the samples
according to given labels. Impurity here refers to presence of samples
of one category under the label of another category.

StaVia
StaVia is a computational framework for trajectory inference and
visualization based on the diverse single-cell multi-omics as well as
image data, including time-series data. StaVia uses higher-order ran-
dom walks with teleportation and lazy-walk characteristics, which
consider cells’ past states, to deduce cell fates, differentiation path-
ways, and gene (or morphological feature) trends, without imposing
the assumptions about the underlying data structure. Built on the VIA
framework38, StaVia performs trajectory inference at both the single-
cell and cluster-graph levels, handling complex non-tree topologies in
large-scale datasets efficiently, even with millions of cells and modest
computational resources. StaVia can also visualize inferred trajectories
using an “Atlas View,” a cartographic approach that provides intuitive
graph visualization at large scale. This view captures detailed cellular
development at single-cell resolution while also illustrating broader
cell lineage connectivity, such as cell cycle progression and epithelial-
mesenchymal transition (EMT).

Computational resource for training MorphoGenie
To enhance the time efficiency and scalability of MorphoGenie, we
parallelized the training pipeline across two separate computers
equipped with GPUs for training FactorVAE: NVIDIA GeForce RTX
1080, 6 Cores, 64GB RAM and GAN: NVIDIA GeForce RTX 4090, 8
Cores, 64GB RAM. This optimization yielded computational effi-
ciency, particularly during our grid-search for selecting the best
disentangled models, where multiple models were trained con-
currently. The computational time for training Factor-VAE and GAN
models using twoGPUs is documented in Supplementary Table S5 of
the supplementary section. This highlights MorphoGenie’s ability to
scale effectively to large datasets, facilitating the learning of uni-
versal single-cell morphological features and to achieve efficient
generalizability.

Statistics and reproducibility
Lung cancer cell type and cell cycle tracking experiments shown in
Fig. 2b (top left and bottom left) were performed in-house and inde-
pendently repeated at least three times with consistent results. The
EMT data in the bottom right were adapted from ref. 37, where three
independent repeats were reported. The top right cell-painting
micrographs, as provided in the original dataset include imaging of
multiple sites (nine per well) to enhance robustness and statistical
power53.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
Datasets used to reproduce the results in the main text and Sup-
plementary Information have been fully deposited on Figshare
https://doi.org/10.6084/m9.figshare.30040564. The Lung Cancer

and CellCycle datasets, together with associated metadata, are
available on the same Figshare DOI56. The EMT dataset was accessed
under restricted conditions with permission from the authors of the
original publication. The Cell Painting image dataset used in this
study is available through the Broad Bioimage Benchmark Collection
(https://bbbc.broadinstitute.org/BBBC022)57. The LIVECell dataset,
used in the Supplementary Information, is available at https://
sartorius-research.github.io/LIVECell/ and https://doi.org/10.6084/
m9.figshare.1493155558. Source data are provided with this paper,
and all data generated in this study are available in the Source Data
file. Source data are provided with this paper.

Code availability
The code used to develop the model, perform the analyses and gen-
erate results in this study is publicly available and has been deposited
in MorphoGenie at https://github.com/rashmisrm/MorphoGenie,
under GNU General Public License. The specific version of the code
associatedwith this publication is archived in Zenodo and is accessible
via https://zenodo.org/records/1700940159.
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