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DNA actively regulates the “safety-belt”
dynamics of condensin during loop
extrusion

Jinyu Chen 1, Cibo Feng1, Yong Wang 2 & Xiakun Chu 1,3

Condensin plays an essential role in genome folding through its active DNA
loop extrusion activity. Condensin contains a binding interface between its
Ycg1HEAT-repeat subunit and theBrn1 kleisin, together forming a “safety-belt”
DNA-binding groove. This safety-belt architecture traps DNA inside the
structural maintenance of chromosomes complex and prevents its dissocia-
tion during loop extrusion. The entrapment of DNA within the binding pocket
of the complex is crucial for ATPase activity and loop extrusion. However, the
molecular mechanism underlying DNA entrapment remains unclear. Here, we
employ a multiscale computational approach to understand how DNA mod-
ulates yeast condensin’s safety-belt dynamics. Using all-atom simulations
combined with AlphaFold3 predictions, we demonstrate that DNA binding
stabilizes the Ycg1-Brn1 safety belt. Coarse-grained simulations capture the
entire DNA-entrapment process and reveal an active regulatory role for DNA:
outside the safety belt, DNA triggers opening, whereas once inside, it pro-
motes closure and stabilizes the complex. Kinetic analyses show that the rate-
limiting step in DNA entrapment depends on the tightness of the safety belt. A
loose safety belt makes the stable closure of its “latch” and “buckle” compo-
nents rate-limiting, whereas a tighter safety belt shifts the barrier to initial
DNA entry.

Mitosis and meiosis are fundamental processes of eukaryotic cell
division. During these processes, the stable and orderly transmission
of genetic information is crucial formaintaining species continuity and
the proper development of organisms1–3. The spatial organization of
chromosomes is of paramount importance in mitosis, and achieving
this organization relies on structural maintenance of chromosomes
(SMC) complexes, such as condensin.

Condensin, a five-subunit complex of the SMC family, plays a vital
role in condensation and segregation during this process4–6. It is pri-
marily composed of two key parts: the “SMC dimers” subcomplex and
the “non-SMC” subcomplex7. The SMC dimers subcomplex consists of
a heterodimer formed by SMC2 and SMC4 subunits, and the non-SMC

subcomplex composed of the kleisin subunit and two HEAT-repeat
subunits8. Together, these two subcomplexes enable condensin to
compact chromatin into highly ordered structures necessary for
faithful chromosome segregation. Condensin has long been recog-
nized as a pivotal player in mitotic chromosome assembly. However,
the precise mechanism by which it compacts and organizes DNA
remains unclear. Several models have been proposed over the years,
and a simple and elegant mechanism that could explain most of the
cellular tasks of SMC complexes called “loop extrusion” is one of the
most widely accepted4,9–14.

Condensin complexes are characterized by conformational
changes coupled with the ATP hydrolysis cycle and facilitate the
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lengthwise compaction of DNA through ATPase-driven loop
extrusion12,15–20. Current research indicates that condensin contains
multiple DNA-binding interfaces21. A safety-belt mechanism, as
revealed byDNA-condensin co-crystal structures, indicates thatDNA is
confined within a conserved, positively charged groove formed by
Saccharomyces cerevisiae (Sc) condensin Ycg1 HEAT-repeat and Brn1
kleisin subunits and is restricted by a ring-shaped Brn1 loop of the non-
SMC subcomplex (Fig. 1A, B)22. In ATP-engaged states, DNA is also
clamped at the SMC2/SMC4 head module in conjunction with Ycs4
HEAT-repeat subunit, indicating that both the non-SMC subunits and
the SMC heads contribute to DNA binding21. These interfaces have
been observed across the SMC cycle and are consistent withmodels in
which condensin captures and transports DNAduring loop extrusion14.
The observation that DNA binding by the non-SMC subcomplex of
condensin decisively enhances the activity of the SMC ATPase indi-
cates that a multistep mechanism is involved in the loading of con-
densin onto chromosomes. This implies that the DNA binding site in
the non-SMC subcomplexmight be able to act as a sensor that triggers
activation of the SMC2-SMC4 ATPase23. The initial step in the con-
densin loading mechanism involves the binding of DNA to the non-
SMC subcomplex, a process that is thought to occur independently of
ATP hydrolysis24. A disruption in the interaction between DNA and the
non-SMC subcomplex markedly affects condensin loading efficiency,
underscoring the critical role of this interface in DNA recognition23.

DNA entrapment by the Brn1 loop and its subsequent closure
around the DNA double helix via the safety-beltmechanism are critical
for stable condensin-DNA engagement22,23. Although DNA can access

the basic Ycg1-Brn1 groove without being encircled by the Brn1 loop, it
is only through the latch-mediated entrapment that the affinity is
sufficiently increased to enable stable interaction with chromatin22.
Since the “latch” and “buckle” segments can engage with each other
even without DNA, the latch must temporarily disengage from the
buckle to allow DNA to enter the Brn1 kleisin loop22. However, if the
safety belt opens too rarely, DNA would seldom be captured, making
loop extrusion inefficient. Conversely, if it opens too easily or fre-
quently, the condensin complex might become unstable (losing DNA
or failing to maintain ATPase engagement). Therefore, understanding
how the safety-belt mechanism achieves a balance between effective
DNA entrapment and structural stability is essential for elucidating its
functional mechanism.

Previous studies have suggested, based on biochemical and
structural evidence, that cohesin and condensin may topologically
encircle DNA25–31. However, experiments also showed that simulta-
neous closure of all three SMC-kleisin ring interfaces does not inhibit
DNA loop extrusion by cohesin and condensin. This finding challenges
the hypothesis that DNA passes through the SMC-kleisin ring in a
strictly topological manner11,15. In the “hold-and-feed” model, con-
densin is proposed to load DNA into the SMC-kleisin ring in a “pseu-
dotopological” manner. In this scenario, the DNA is topologically
entrappedwithin two distinct kleisin compartments, referred to as the
“motor” and “anchor” chambers15. The topologically bound DNA seg-
ments within the safety belt during the SMC reaction cycle are thought
to determine the directionality of DNA loop extrusion. A recent study
suggested that both cohesin and condensin are believed to extrude
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Fig. 1 | Effective strain in AlphaFold3-predicted Ycg1-Brn1 structures in the
DNA-unbound state (US) and DNA-bound state (BS). A Residue-wise effective
strain 〈ESi〉 mapped onto the Brn1 kleisin (residues 383-524) in the US. Tube
thickness and a color bar (green → red) indicate increasing 〈ESi〉. Pale-cyan, semi-
transparent segments mark positions where 〈ESi〉 is undefined (see Methods for
details). B Differences in residue-wise effective strain between the BS and US,
〈ESi(BS)〉 − 〈ESi(US)〉, projected onto Brn1 in the BS. A blue → white → red scale
indicates relative stabilization (values <0)ordestabilization (values >0) uponDNA
binding. C Pairwise effective-strain matrices 〈ESij〉 and their BS - US differences.

Columns correspond to Brn1 latch residues (aligned set); rows include Ycg1 and
Brn1 buckle residues (scored set). D Per-residue comparison of 〈ESi〉 for the BS
versus the US across the Brn1 latch residues 383-410. Gray shaded regions indicate
residues lacking valid values in one or both states. 〈ESi〉 and 〈ESij〉 summarize nor-
malized AlphaFold confidence (PAE-based) around residue i and between residue
pairs (i, j), respectively. Lower (higher) values indicate more (less) rigid/consistent
relative placement. Formal definitions, normalization, and the residue index map
for Ycg1-Brn1 are provided in the Methods and Table S1.
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DNA loops in an asymmetric manner, and the frequent switching of
extrusion direction has been proposed as a possible explanation for
the experimentally observed symmetric loop extrusion9. Notably, if
the barrier between the “motor” and “anchor” chambers is removed
(allowing them to connect), condensin could theoretically extrude
DNA in both directions instead of one, essentially converting it from a
one-sided to a two-sided loop extruder. Therefore, a detailed under-
standing of the safety-beltmechanismmay provide important insights
into the mechanistic differences in loop extrusion between condensin
and cohesin.

Single-molecule and structural studies have established that
condensin and cohesin compact DNA by ATP-dependent loop extru-
sion, placing SMCs at the center of 3D genome architecture10,11,32.
Within this framework, capture andentrapmentofDNAare key control
points. In Sc condensin, the kleisin-HEAT “safety-belt” forms a posi-
tively charged groove and a ring-like Brn1 loop that can encircle DNA
and prevent dissociation, providing a structural basis for anchoring
and the one-sided loop growth observed for condensin10,22. Thus, local
protein-DNA mechanics at the safety belt connect directly to long-
range chromosome organization. The established principle that con-
densin’s safety belt couples local DNA mechanics to chromosome
organization motivates exploration of whether analogous DNA-
clamping mechanisms operate in other SMC complexes. Structural
work on budding-yeast cohesin has revealed a “safety-belt-like” Scc3-
Scc1 DNA-binding interface, supporting the idea that secure DNA
latching by non-SMC subunits may represent a conserved biophysical
strategy, even if the underlying architectures differ33. By contrast, the
Smc5/6 complex lacks canonical HEAT-repeat subunits and instead
employs KITE-family non-SMC elements, implying a distinct mode of
DNA interaction34. A detailed investigation of condensin’s DNA capture
and latch stability is therefore well placed to inform mechanistic
models across the SMC family, while also clarifying which features are
specific to condensin. Finally, SMCdysfunction hasbiomedical impact:
cohesin alterations are frequent in human cancers and associate with
transcriptional dysregulation and chromatin changes, underscoring
the importance of clarifying SMC-mediated DNA capture and
control35,36.

Recent advances in AI-based protein structure prediction meth-
ods, such as AlphaFold37,38, have enabled computational exploration of
protein conformational diversity. Further studies have demonstrated
that these predictive models can not only accurately reproduce
experimentally determined static structures but also sample multiple
conformational states by adjusting input parameters39,40. Two con-
fidence/readout scores are especially useful for interpreting such
ensembles: the predicted local distance difference test (pLDDT), a per-
residue measure of local reliability, and the predicted aligned error
(PAE), a residue-pair measure of confidence in the relative placement
of regions. Both scores correlate with intrinsic flexibility, helping to
flag mobile segments and inter-domain motions41,42. Moreover, struc-
tural changes predicted by AlphaFold have been successfully applied
to assess the impact of single-point mutations on protein conforma-
tion,with results showing remarkableagreementwith experiments43,44.
These findings highlight the potential of predicted scores in AlphaFold
to capture aspects of protein dynamics, providing insights into con-
formational transitions and functional regulation.

Here, we integrate AlphaFold3-based predictions, all-atom and
coarse-grained (CG) molecular dynamics (MD) simulations to study
the conformational mechanisms of Sc condensin’s Ycg1-Brn1 safety
belt. This multiscale approach reconstructs the full DNA-entrapment
pathway and delineates its intermediate states. We find that DNA acts
bidirectionally: when positioned outside the Brn1 loop it biases the
latch toward opening, whereas once inside it promotes latch-buckle
closure and stabilizes the complex during ATPase cycling. Kinetic
analyses show that the rate-limiting step depends on belt “tightness”:
weaker latch-buckle couplingmakes closure limiting,whereas stronger

coupling shifts the barrier to initial DNA entry. We further identify an
optimal interaction regime that balances efficient capture with stable
interface engagement, and we uncover a strong link between safety-
belt stability and one-dimensional sliding along DNA. Together, these
results provide a molecular framework for DNA-guided control of the
safety belt and clarify how condensin achieves robust topological
capture during loop extrusion.

Results
AlphaFold3 Predictions of Safety-Belt Flexibility in DNA-
unbound state (US) and DNA-bound state (BS)
We first asked how the Sc Brn1 kleisin loop (residues 383-524) behaves
in the DNA-bound state (BS) versus DNA-unbound state (US). To ana-
lyze its dynamics and identify functionally relevant conformational
changes of Brn1 kleisin loop, we calculated the effective strain (ES) per
residue, ESi, as a measure of local flexibility, with higher ES indicating
larger deformation (lower stability). This method is analogous to the
local deformation concept from previous work43, with the key differ-
ence being that we compute the normalized PAE for each aligned
residue i as 〈ESi〉 = 〈PAEij/rij〉 for all scored residues j within 13Å aver-
aged across all 10 predicted structures. Normalizing PAE by inter-
residue distance removes the strong distance bias in raw PAE values,
enabling fair comparisons across regions and interaction scales.
Higher normalized PAE values indicate greater uncertainty in the pla-
cement of aligned residue i relative to scored residue j, whereas lower
values indicate higher certainty. Consequently, a higher value of 〈ESi〉
corresponds to increased flexibility in the local structural region, while
a lower value of 〈ESi〉 corresponds to decreased flexibility in the local
structural region (see Methods for details). Before using PAE to derive
effective strain measures, we verified that the AlphaFold3 models
reproduce the known crystal structures of the Ycg1-Brn1 complex in
the US and BS with backbone Cα root-mean-square deviations
(RMSDs) of 1.466 ± 0.047Å and 0.795 ± 0.022Å, respectively
(TableS2). This supports the global accuracy of theAlphaFold3models
used here.

To assess whether the PAE-derived effective strain 〈ESi〉 is a sen-
sitive readout of local structural integrity within the safety belt, we
modeled four latch mutations that were experimentally found to
weaken latch-buckle engagement (M391D, F394D, W402D, W408D)
and compared wild-type and mutant ensembles (Fig. S1)22. For each
variant, we computed change of effective strain upon mutation
(Δ〈ESi〉) and summarized the response by shell sums within 13, 15, and
18 Å of the mutated site. Three mutations (M391D, F394D, W402D)
produced clear, localized increases in 〈ESi〉, consistent with destabili-
zation of latch-buckle contacts; W408D yielded a weaker negative
response, likely because this residue lies near the boundary of robust
PAE coverage in ourmodels. These findings support 〈ESi〉 as a practical
indicator of mutation-induced strain at the safety-belt interface. More
broadly, this provides internal validation for our PAE-based analysis
and may offer a general, low-cost screen to prioritize residues for
mechanistic tests that tune safety-belt dynamics and, by extension,
loop-extrusion competence.

We then projected 〈ESi〉 directly onto the structure of the Brn1
kleisin loop to clearly visualize the structural stability of the Brn1
kleisin loop (Fig. 1A). The latch region of Brn1 exhibits markedly
higher 〈ESi〉 values, which is closely associated with the fact that the
latch region serves as the primary functional area responsible for the
opening and closingmechanism of the safety belt. To assess how the
presence or absence of DNA influences safety-belt stability, we then
projected 〈ESi(BS)〉 − 〈ESi(US)〉 directly onto the structure of the Brn1
kleisin loop, thereby providing a direct visualization of DNA-induced
changes in the structural stability of this region. Notably, 〈ESi(BS)〉
values aremarkedly reduced comparedwith the 〈ESi(US)〉 in the latch
segment (~residues 383-410), indicating enhanced local stabi-
lity (Fig. 1B).
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To understand why 〈ESi〉 decreases upon DNA binding, we
examined the pairwise strain matrix 〈ESij〉, which reports how con-
fidently residue i is positioned relative to nearby residues j (derived
from normalized PAE; see Methods). Across the latch region, 〈ESij〉 is
substantially lower in the BS than US (Fig. 1C), indicating a broad DNA-
induced stabilization. A per-residue view of 〈ESi〉 refines this picture
(Fig. 1D): the largest stabilization occurs in the flexible latch segment
~ 383-410,whereas intrinsicallymore rigid segments (lower normalized
PAE) change less but follow the same overall trend. These patterns are
robust to reasonable choices of the neighborhood cutoff and other
analysis parameters (Fig. S2). For completeness, 〈ESi〉 and thematrices
of 〈ESij〉 over the full Brn1 loop are provided in Fig. S3.

Together, these findings suggest that DNA binding notably sta-
bilizes a particular flexible segment of the Brn1 loop (residues 383-
410), as indicated by a drop in the effective strain in the BS relative to
the US. This segment corresponds to the latch region of the Brn1
safety-belt that closes aroundDNA. Regions that AlphaFold3 predicted
to be highly flexible (those with larger prediction error) showed the
greatest DNA-induced stabilization, whereas inherently rigid regions
changed little. Our results suggest that DNA binding preferentially
stabilizes the parts of the Brn1 loop that need to flex during latch
opening and closing.

Insights into DNA-Stabilized Safety-Belt Mechanism from ato-
mistic MD Simulations
The prediction results of local deformations suggest that the DNA
entrapment by the safety belt can facilitate the closure of the Brn1
loop. As AlphaFold3 primarily provides static structural predictions,
additional validation through MD simulations or experimental
approaches is required to assess the conformational dynamics. To
further investigate how the safety belt maintains structural stability
following DNA entrapment, we constructed two simulation systems,
onewith DNA and onewithout, and then performed unbiased all-atom
MD simulations on each. The BS was retrieved from the Protein Data
Bank (PDB:5OQO)22 and the US was generated by deleting DNA from

the PDB. The missing residues in the crystal structure are recon-
structed (seeMethods for details). As shown in Fig. 2A, we illustrate the
key structural concepts within the complex, particularly the latch
region, buckle region, and the primary active region (PAR, Brn1 resi-
dues 383-456, latch + linker). The pale-green segment marks the
intrinsically disordered linkerwithin the Brn1 loop, and the four Brn1α-
helices (α1-α4) are labeled for reference.

To quantitatively assess the structural dynamics of the Brn1 loop
at the residue level in the presence and absence of DNA, we first
compared the residue-wise root-mean-square fluctuation (RMSF)
within the US and BS. RMSF measures how much each residue moves
during the simulation with higher (lower) RMSF corresponding to
greater (weaker) flexibility. The RMSF profile of the US is generally
larger than that of the BS, indicating that the presence of DNA within
the Brn1 loop enhances the overall structural stability of the safety belt
(Fig. 2B).Notably, residues nearpositionD424 in the BS showamodest
increase in RMSF compared to the US. This results from a higher
concentration of negatively charged residues in that region, which,
together with the negative charge of the DNA helix, weakens local
interactions at the protein-DNA interface. Figure 2C illustrates that the
primary contributor to RMSF stabilization is the direct interaction
between DNA and the PAR of the Brn1 loop. Moreover, the slightly
higher contact number between the PAR and the rest of the protein
(excluding DNA) in the BS suggests that DNA binding may indirectly
stabilize adjacent structural regions.

Motivated by this observation, we next asked whether the DNA-
induced “latch flipping” reported by Kschonsak et al. is evident in our
MD simulations22. In that mechanism, DNA promotes a reorientation
near Brn1 K409/R411 such that V410 packs withW408 (Brn1) and F808
(Ycg1), consolidating a small hydrophobic cluster at the latch-buckle
interface. We therefore quantified side-chain centroid distances and
contact probabilities for V410-F808 (hydrophobic packing) and R411-
F808 (Arg reorientation) in the US and BS (Fig. S4). In the BS, V410-
F808 shifts toward shorter distances and higher contact probability,
whereas R411-F808 shifts toward longer distances with a modest

Fig. 2 | Stabilizing effect of DNA binding on the safety-belt dynamics based on
all-atom MD simulations. A Structural schematic highlighting functional regions
of the condensin protein complex. The Ycg1 HEAT-repeat subunit is shown as an
orange surface representation, and Brn1 kleisin is depicted indark green. The linker
region, absent from crystal structures and reconstructed, is shown in pale green.
Specific Brn1 helices (α1-α4) are explicitly labeled for clarity. The C- and N-termini
are indicated with red and blue dashed lines, respectively. Functional regions
including the latch and buckle are distinctly highlighted, with symbolic repre-
sentations for linker, latch, and PAR elements provided in the legend. B Residue-
level RMSF comparison between the US and BS. Negatively charged residues

exhibiting higher RMSF in the BS compared to the US are indicatedwith red circles.
C Time-dependent contact numbers between the PAR and the rest of the protein
complex in the US and BS during unbiasedMD simulations.D Force profiles versus
distance, derived from steered MD simulations. E Distance-dependent contact
numbers from steered MD simulations. For the BS, contact numbers between PAR
and DNA (purple), PAR and the remaining protein (green), and PAR and total
remaining components (blue) are shown. For the US, the total contact number
between the PAR and remaining components is shown in red. In (B–E), the shadow
regions and error bars represent themean ± standard error of themean (SEM) over
n=3 independent MD simulations.
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contact decrease. These reproducible BS-US differences are consistent
with DNA-triggered latch flipping and local interface consolidation22.

To pinpoint which amino acids at the latch-buckle interface
change their energetic roles upon DNA binding, we applied an end-
point free-energy decomposition (MM/GBSA) method on MD trajec-
tories and ranked per-residue contributions (Fig. S5)45,46. We extracted
the top contributors from three regions: the Brn1 latch (383-410), the
Brn1 buckle (497-524), and Ycg1 residues within 0.4 nm of the latch.
Overall, the leading latch residues remain important in both theUS and
BS. Notably, R400 and R405 provide more stabilizing contributions in
BS, consistent with stronger electrostatic engagement with the DNA
phosphate backbone in the DNA-bound architecture. Hydrophobic
latch residues M391, F394, W402, and W408 also rank among the top
stabilizers, aligning with experimental evidence that these sites help
maintain latch-buckle integrity22. The Ycg1 buckle shows only modest
rank shifts between states, whereas the presence of DNA broadens the
set of Brn1 buckle residues that contact and stabilize the interface,
indicating a more extensively engaged latch-buckle surface in the BS.

The RMSF and contact number analyses from all-atom MD simu-
lations showed thatDNA stabilized theBrn1 loopby forming additional
interactions. To further assess how this interaction influences latch
disengagement from the buckle in the safety belt, we performed
steeredMD simulations, unraveling the safety belt in the US and BS. To
preserve the flexibility of the buckle region at its interface with the
latch region while preventing large-scale translations or rotations of
the buckle region, positional restraints were applied to atoms of the
Ycg1 subunit that do not directly interact with the PAR (see Fig. S6 and
Methods for details). We present the average force profiles as a func-
tion of the z-axis distance between the centers of mass (COMs) of the
first Cα atom of the latch region of the Brn1 loop and Ycg1 subunits,
derived from three independent steered MD simulations. Notably, the
BS exhibits generally higher force values compared to the US (Fig. 2D).
The results indicate that DNA enhances the interaction network at the
interface, leading to an increased force required for latch release. The
presence of DNA stabilizes the interaction between the latch and
buckle, making the Brn1 loop less likely to open. This stability is
important for the safety-belt function and subsequent ATP hydrolysis.
In the steered MD process, the latch region is pulled by a force at
constant velocity, leading to its gradual detachment from the buckle
region. The changes in the contact number between the PAR and the
remaining part during this process are shown in Fig. 2E. Even under
steered MD, the comparison of contact numbers between the US and
BS remains highly correlatedwith the presenceor absenceofDNAnear
the crystal structure in the unbiased simulation. The difference in
contact number between the US and BS comes mainly from the con-
tact between DNA and the PAR. Quantitative analysis of contact
numbers reveals comparable interaction profiles between the US and
BS when excluding contacts between DNA and the PAR of the Brn1
loop in the BS (Fig. 2E). In particular, the number of contacts between
the US and BS reaches nearly the same value at almost the same time
after the elimination of the interactions between the PAR and DNA
(orange shaded region), strongly suggesting that these specific con-
tacts are critical for maintaining the closure of the Brn1 loop. Com-
bined evidence from unbiased MD and steered MD simulations
demonstrates thatDNA entry stabilizes the closed conformation of the
Brn1 loop. This mechanistic insight suggests that DNA-mediated loop
stabilization can constitute a prerequisite for subsequent activation of
SMC ATPase activity, ensuring the stability of the loop extrusion
process.

Dynamics of DNA and Its Role in Modulating Safety-Belt
Dynamics
AlphaFold predictions and all-atom MD simulations suggest that DNA
entry into the Brn1 loop enhances the stability of the safety belt.
However, thesefindings are confined to conformations near the closed

crystal structure of the Brn1 loop, leaving the initialmechanismofDNA
entry unresolved. Notably, our simulations indicate that the transition
of the safety belt between the open and closed states is rarely observed
within several microseconds in all-atom MD simulations (Fig. S7),
highlighting a limitation in capturing large-scale conformational tran-
sitions at atomic resolution. To overcome this problem and investigate
the mechanism of DNA entrapment at spatio-temporal scales inac-
cessible with all-atom models, we developed a CG model of the Ycg1-
Brn1-DNA complex. This model incorporates several key interaction
terms to facilitate efficient exploration of the DNA capture pro-
cess (Fig. 3).

First, a sequence-independent interaction between DNA and Ycg1
is considered, which, in contrast to classical protein-DNA recognition,
may enable condensin to access open chromatin regions, such as
transcriptionally active genes or nucleosome-depleted sites47,48. This
non-specific interaction facilitates one-dimensional sliding of the
complex along DNA and enables subsequent capture by the safety
belt49. By ensuring the diffusion coefficients D are close in order of
magnitude to the measured movement of cohesins and condensins
moving diffusively along nakedDNA in vitro (Figs. 3A, S8 and S9)6,32,50–54,
and the DNA bending angle θ observed in the crystal structure is
reproduced with a longer DNA sequence (Fig. 3B)21, we evaluated a
range of interaction strengths between the Ycg1 HEAT-repeat subunit
and DNA. The simulation closely matches experimental data in both D
and θ, supporting the choice of εHD = 0.6 as the optimal interaction
strength between DNA and Ycg1 (εHD is the scaling factor of the inter-
action strength between DNA and Ycg1, see Methods for details).

Second, the loop regions of Brn1 are largely unstructured, and the
structured regions make few contacts with DNA, resulting in essen-
tially no native contacts in the available structures. In our all-atomMD
simulations with loop reconstruction, DNA interactions were primarily
mediated by charged residues. Based on these observations, we
focused on modeling Brn1-DNA interactions through electro-
statics (Fig. 3C).

Third, the strength of the interaction between the latch and the
buckle (εLB, the scaling factor of the interaction strength between the
latch and buckle) is challenging to determine, as there are no direct
experimental data available. To avoid artifacts caused by an inap-
propriate choice of interaction strength, we systematically explored a
rangeof εLB values, allowing the transitionof the safety belt froma fully
open to a fully closed state during the simulation. To quantify the
degree of closure, we calculated the order parameterQ, defined as the
average fraction of native contacts formed with respect to the fully
closed reference state55. Thus, a higher Q value indicates a conforma-
tion that ismore similar to the closed structure (Fig. 3D, E, seeMethods
for details).

Notably, this systematic tuning of εLB is not only a technical con-
trol to avoid simulation artifacts but also reflects potential biological
modulation of the latch-buckle interface. We hypothesized that post-
translational modifications, such as phosphorylation within the latch
andbuckle, couldeffectively alter the local interaction strength in vivo.
Given that condensin is regulated by phosphorylation in multiple
organisms, with effects on loading and activity that implicate kleisin
and HEAT subunits56–58, we examined how phosphorylation could tune
the opening and closure of the kleisin safety belt. Focusing on
Brn1 sites in and around the latch-buckle region (including experi-
mentally annotated positions, such as S423 and S469), all-atom simu-
lations with MM/GBSA analysis revealed site-specific shifts in latch-
buckle affinity relative to wild type (Fig. S10). Some phospho-variants
weakened interfacial binding, whereas others strengthened it, and
contact/electrostatic analyses rationalized the direction of change. In
our CG framework these energetic shifts map naturally onto the latch-
buckle interaction parameter εLB, providing a mechanistic route by
which phosphorylation could bias safety-belt dynamics and, conse-
quently, DNA capture58. This suggests clear experimental tests:
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phosphomimetic or phospho-null mutations at the identified sites
shouldmodulate the balance between opening (DNAoutside the loop)
and closure (DNA inside the loop).

Our simulations successfully recapitulated the complete process
of DNA entrapment by the safety belt. To identify when DNA becomes
truly encircled by the Brn1 loop, we calculated a topological linking
number (see Methods for details). This allows us to distinguish the
stateswhenDNA is outside the loop (Snl, “non-looped”) versus the ones
when DNA is entrapped inside (Sl, “looped”, see Fig. 4A). We then used
Q between the latch and buckle to quantify the extent of safety-belt
closure across trajectories. Compared to the DNA-free state (Sf), the Q
value decreases in the Snl, but increases in the Sl (Fig. 4B). These results
suggest that DNA can act bidirectionally: promoting openingwhenput
outside the loop, and stabilizing closure upon entry. To further illus-
trate these findings, we provide a supplementary movie (Movie S1 and
Fig. S11) that directly visualizes how DNA binding influences the flex-
ibility and dynamic behavior of the kleisin safety belt. This DNA-
dependent stabilization is consistent with AlphaFold3 predictions and
all-atom MD simulations. The observed trends are robust across a
broad range of εLB and εHD values (Figs. 4B, S12 and S13). Notably, when
the latch-buckle interaction becomes excessively strong (e.g.,

εLB = 0.45), the modulatory effect of DNA is largely abolished, likely
due to saturation of the closure interface.

Interestingly, analysis of the DNA-Brn1 loop contacts reveals a
compensatory mechanism: as εLB increases, a more stable loop con-
formation exposes additional DNA-binding sites, resulting in stronger
interactions with DNA (Fig. 4C). This is evident in the continuous
increase in contact numbers in the Snl, while the Sl showsonlymarginal
changes. To dissect which interactions drive this behavior, we calcu-
lated the contact frequency between charged Brn1 residues and DNA
phosphates (Fig. S14). Our analysis shows that both Snl and Sl are
dominated by electrostatic interactions localized in basic Brn1 patches
(residues 409-417 and 445-455), with R430 serving as a recurrent
anchor; a further contact hotspot is seen near residue R480. These
patches lie immediately adjacent to the latch-buckle closure path, so
when DNA occupies them in the Snl, phosphate-Lys/Arg engagement
introduces both electrostatic attraction and steric interference that act
to destabilize the latch-buckle interface. Consistent with this view, the
difference in electrostatic contact frequency between Snl and Sl
increases with higher εLB, paralleling trends in Fig. 4C. Together, these
data support a mechanism in which DNA located outside the loop
stabilizes Snl by engaging basic Brn1 patches, thereby biasing the

Fig. 3 | Effect of CG interaction parameters on safety-belt dynamics and DNA
properties. ADiffusion coefficientD for safety-belt diffusing along naked DNA as a
function of the HEAT-DNA interaction strength εHD. The red dashed line marks an
experimentally accessible mean diffusion coefficient reported for cohesin/con-
densin sliding54. Each data point was determined from a linear fit to the meanMSD
curve. B Mean DNA bending angle versus εHD. The red dashed line indicates the
reference bending angle from the cryo-EM structure (PDB: 7Q2Z)21. Box plots
indicate the mean (white circle), median (black line), 25 and 75th percentile (box),
and the range of data within 1.5 × interquartile range (whiskers), as well as outliers
(single points) over n=10 independent MD simulations. C Normalized contact

frequency between DNA and PAR residues 383-456, highlighting residue-level
variation. Positively charged residues are marked with blue “+'', negatively charged
with red “-''. D Probability density of the latch-buckle order parameter Q for dif-
ferent latch-buckle interaction strengths εLB (0.30-0.50).Qmeasures the fraction of
latch-buckle native contacts present in the crystal structure. EMeanQ as a function
of εLB, showing increased closure/stability with stronger latch-buckle interactions.
Box plots indicate the mean (white circle), median (black line), 25 and 75th per-
centile (box), and the range of data within 1.5 × interquartile range (whiskers), as
well as outliers (single points) over n=10 independent MD simulations.
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interface toward the open latch state. Intriguingly, this suggests that
DNA, acting as a passive “passenger”, mayguide its own entrapment by
promoting tighter interactions when the safety belt approaches clo-
sure with electrostatic interactions appearing to provide the driving
forces.

To further assess template dependence of our CG model, we
compared protein-DNA contact maps from our CG simulation trajec-
tories with those derived from the Ycg1-Brn1 crystal structure (PDB:
5OQO22) and from cryo-EM structures that contain longer DNA
duplexes (PDB: 7QFW15, PDB: 7Q2Z21). The simulations reproduce the
core, high-occupancy contacts present in 5OQO and additionally form
interactions that overlap with those in 7QFW and 7Q2Z, particularly at
theYcg1N- andC-terminal regions (Fig. S15). Although7QFWand7Q2Z
reveal additional interfaces enabled by their longer DNA substrates,
the anchoring contacts that define the interface are already captured
by 5OQO, and our simulations recover the extended contacts as the
DNA explores additional registers. These results indicate that our
conclusions are not sensitive to the choice of initial template.

Effect of Latch-buckle Interaction Strength on the Kinetics of
DNA Entrapment and Diffusion along DNA
Guided by the observation that DNA outside the Brn1 loop promotes
opening while DNA inside the loop stabilizes closure, we next asked
how the interaction strength between the latch and buckle (εLB) tunes
the kinetics of DNA entrapment. We analyzed 50 independent CG MD
simulation trajectories for each εLB value. Throughout the simulations,

we identified four different states: (i) DNA unbound to the Ycg1-Brn1
complex (US), (ii) DNA interacts with the protein complex but located
outside the Brn1 kleisin loop (ISout), (iii) DNA surrounded by the Brn1
kleisin loop but with an unclosed latch-buckle interface (ISin), and (iv)
DNA fully entrapped by a closed loop (BS) (Fig. 5A). The state classi-
fication was based on a combination of the Q, the number of contacts
between DNA and the Ycg1-Brn1 complex, and the topological linking
number (Fig. S16). Note that ISout is defined by theDNApath relative to
the loop, not by latch geometry, so the latch can be either open or
closed in ISout.

We subsequently measured the mean first passage times for the
transitions US→ ISout, ISout→ ISin, ISin→ BS, and the complete transition
US → BS (Figs. 5B and S17). Our results reveal that increasing εLB pro-
longs the transition from ISout to ISin, suggesting that stronger latch-
buckle interactions hinder loop opening and thus delay DNA entry.
Conversely, the transition from ISin to BS becomes markedly faster
with increasing εLB, reflecting facilitated loop closure once DNA is in
place. The opposing influences of these two steps result in a non-
monotonic transition time dependence of the process from US to BS
under different εLB, which initially decreases and subsequently
increases. The D has been shown to influence condensin in locating
appropriate anchoring sites and promoting linear compaction of
chromatin54. Motivated by this, we hypothesized that the stability of
the safety-belt structure might similarly regulate the diffusion of DNA.
To test this idea, we measured the one-dimensional diffusion rate of
the safety belt (essentially, the diffusivity of the condensin complex

Snl

Sl

A

C

B

Fig. 4 | Interactions in condensin safety-belt at the distinct states when DNA is
outside and inside the safety-belt loop based on CG MD simulations.
A Schematic representations of states Snl ("non-looped'') and Sl ("looped''). DNA is
modeled as an infinitely large closed loop (red), while the Brn1 loop combined with
the dashed segment forms the second closed loop used for calculating the linking
number.B Fraction of native latch-buckle contacts,Q, in the Sf (DNA-free state), Snl,
and Sl as a function of the latch-buckle interaction strength εLB. The error bars
represent the mean ± SEM (n = 10 blocks). For each condition, all qualifying data

points from the simulation replicas were pooled together. This collection was then
divided into 10 non-overlapping blocks of approximately equal size. The mean of
each block is plotted as an individual black dot. C DNA-Brn1 contact frequency
maps in the Snl and Sl at εLB = 0.30, 0.35, 0.37, 0.40, 0.45. Contact counts are
normalized to the maximum within each panel to highlight residue-level differ-
ences; bar plots at right summarize the average contact number per state at each
εLB. Error bars represent the mean ± SEM over n=50 independent MD simulations.
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along DNA) as a function of latch-buckle interaction strength. Our
results revealed a clear inverse correlation: stronger interactions
between the latch and buckle significantly slowed the diffusion of the
safety belt on DNA (Figs. 5C and S18).

A schematic free energy landscape illustrating these kinetic trends
is shown in Fig. 5D. Mechanistically, enhanced latch-buckle interac-
tions impede DNA surrounded by the Brn1 loop (ISout → ISin), but
promote rapid closure of the Brn1 loop once DNA has entered
(ISin → BS). From a functional standpoint, strengthening εLB increases
the stability of the fully engaged BS state, which in turn can facilitate
the hydrolysis of ATP by the SMC2-SMC4 ATPase domains22. However,
if εLB becomes too strong, the energetic barrier of DNA entrapment by
Brn1 loop becomes prohibitively high, compromising the efficiency of
DNA capture. Together, these findings suggest that an optimal latch-
buckle interaction strength must balance structural stability with
accessibility.Moreover, the strengthof the safety belt can also regulate
DNA diffusion during the process of loop extrusion, thereby assisting
condensin in locating appropriate anchoring sites and facilitating lin-
ear compaction of the chromatin9,54. The observed phenomena remain
robust over a wide range of CG modeling parameters, underlining the
generality of the mechanism (Fig. S19).

Discussion
Using an integrated multiscale computational strategy combining
AlphaFold3 predictions with all-atom and CG MD simulations, our
study reveals that DNA is not just a passive participant but an active

regulator of Sc condensin’s safety-belt dynamics: it triggers the “latch”
to open or close at appropriate times to support efficient loop extru-
sion. In the presence of DNA, the safety-belt interface is markedly
stabilized, consistent with a state primed for ATP hydrolysis and loop
extrusion. While in the absence of DNA, the belt is more flexible, pre-
sumably to allow initial DNA entry. Our results identify how DNA
binding reduces themobility of the flexible segment of the safety belt,
stabilizes latch-buckle contacts, and biases opening events depending
on whether DNA is positioned outside or captured inside the loop.
These local mechanical effects provide a concrete rationale for the
DNA-stimulated steps that precede head engagement and loop growth
seen in single-molecule assays of condensin and cohesin10,11,32.

AlphaFold3 has demonstrated remarkable success in predicting
static protein structures38. However, it remains an open question to
what extent it captures protein dynamics. Recent studies have shown
that it can implicitly learn key aspects of protein conformational
variability39,40,43,44,59. Motivated by these insights, we quantified an
effective strain from the AlphaFold PAE matrices to compare the Brn1
loop in the US and BS. Consistently lower PAE-derived strain in BS
indicates reduced local flexibility upon DNA entry, a trend that we
independently reproduced with all-atom and CG MD simulations,
lending support to the idea that AlphaFold predictions with appro-
priate interpretation can be used to inform the conformational
flexibility38–40,43,44,59.

To capture the large-scale dynamics of DNA entry into the safety
belt, we employed CG simulations that successfully observed the
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Fig. 5 | Kinetics of DNA entry via the Ycg1-Brn1 “safety belt” from CG MD
simulations. A Schematic of four states: unbound (US), intermediate with DNA
outside the Brn1 loop (ISout), intermediate with DNA inside the loop (ISin), and
bound (BS). ISout is defined solely by the DNApath (outside the loop) and can occur
with either an open- or closed-latch, so both configurations are shown.BTransition
times between these states obtained from simulations tracking DNA movement
into the binding pocket formed by the Brn1 loop and Ycg1 (i.e., the “safety belt'').
The horizontal axis shows different latch-buckle interaction strengths (εLB), and the
vertical axis presents transition times for US → ISout, ISout → ISin, ISin → BS, and

US → BS. Error bars represent the mean ± SEM over n=50 independent MD simu-
lations. C Diffusion coefficients of the safety belt sliding along naked DNA plotted
against various εLB values (0.3, 0.35, 0.37, 0.4, 0.45), indicating how latch-buckle
interaction strength affects mobility. Each data point was determined from a linear
fit to the mean MSD curve. D Qualitative free-energy landscapes summarizing
dominant pathways and barrier trends en route to the BS (typically
US→ ISout→ ISin→BS) as a function of εLB. Right-side insets schematize the observed
change in D with εLB.
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entire DNA entrapment process. The simulations revealed that DNA
has distinct guiding roles during this process: when DNA is located
outside the Brn1 loop, it facilitates loop opening, whereas once DNA is
inside the loop, it promotes loop closure (Fig. 4B). Accordingly, four
key states were identified along the pathway: US, ISout, ISin and BS
(Fig. 5A). The intrinsic flexibility of the kleisin linker allows con-
formational rearrangements that transiently expose the positively
charged DNA-binding groove formed by the Ycg1-Brn1 complex,
enabling DNA to associate through non-topological interactions in the
ISout state. Because these contacts are not topologically constrained,
they are expected to be structurally unstable and readily disrupted by
experimental perturbations, such as mechanical stress or electro-
phoretic conditions. Together, these results suggest that, beyond its
role in topological entrapment, the safety belt may also modulate
transient non-topological DNA interactions through its conforma-
tional flexibility, providing structural insight into intermediate states
along the condensin loading pathway.

Electrostatics emerge as the primary driver of DNA positioning.
Even when we remove the explicit short-range Ycg1-DNA attraction
(εHD = 0), DNA still accumulates near the positively charged binding
groove (Fig. S14). This indicates that long-range electrostatic attraction
to basic patches on Brn1 is sufficient to form an encounter complex;
increasing εHD then deepens and stabilizes this pre-bound state but is
not required to create it. This behavior is consistent with earlier blind
CG predictions that omitted a full Brn1 description yet nonetheless
recovered electrostatically guided DNA placement near the groove60.
However, purely electrostatic interactions between DNA and the
condensin complex are insufficient to explain several key experimental
observations. For example, condensin’s diffusion along DNA and the
local DNA bending induced by the safety belt cannot be accounted for
by long-range electrostatics alone21,54. Therefore, introducing addi-
tional non-covalent interactions between DNA and the safety belt is
essential for a more realistic and functional model. Given that con-
densin captures DNA through sequence-independent binding22, we
developed a modified Gō-like interaction potential that enables
sequence-unspecific DNA recognition, supports one-dimensional dif-
fusion consistent with the measured diffusive movement of cohesins
and condensins along naked DNA in vitro, and accurately reproduces
local DNAbending observed in crystal structures (Fig. 3A, B). By tuning
parameters within biologically relevant ranges, our model closely
matches experimental behavior. Remarkably, at near-physiological
protein concentrations, we observed the safety belt sliding alongDNA,
consistent with previous in vitro findings10. This semi-diffusive sliding
may facilitate chromosome folding by allowing condensin to explore
local DNA configurations. Additionally, this sliding suggests that short
or linear DNA fragments, unable to be topologically trapped, may
escape the safety belt through diffusion in a native-like configuration
in experiments.

We found a clear monotonic relationship between the stability of
the safety belt and the degree of DNA sliding, suggesting a potential
role in controlling its movement. Meanwhile, our simulations suggest
that excessive sliding speed can disrupt stable DNA entrapment,
impairing safety-belt closure (Fig. S13). This delicate balance between
mobility and stability may act as a key regulatory mechanism in con-
densin’s function during chromosomal loop extrusion. Interestingly,
although yeast condensin is considered an asymmetric and unidirec-
tional loop extruder-reeling in DNA loops from only one side-
experiments have shown that it transitions from a static to a sliding
behavior under near-physiological ionic conditions10. Although salt
concentration was not explicitly investigated, our results imply that it
may influence DNA-protein interactions, which are mostly electro-
static, and consequently, the sliding behavior of DNA,which couldplay
a role in regulating safety-belt opening and closure. Furthermore, our
condensin-focusedCG framework aligns with established protein-DNA
CG practices: it shares the interaction ingredients that have enabled

accurate replisome-histone recycling61, chaperone-assisted H2A/H2B
eviction62, mismatch-repair MutS sliding63, and translocase-driven
nucleosome repositioning64. This broader context underscores the
validity and robustness of CG approaches for studying long-timescale
protein-DNA dynamics65.

We demonstrate how multiscale simulation can extend static
Ycg1-Brn1 structures into a dynamic framework for DNA capture.
AlphaFold-based analyses and all-atom MD localize the residues that
change flexibility and interaction energy upon DNA binding, while CG
simulations access long-timescale opening and closing of the kleisin
loop and allow controlled tests of DNA topology. This division of labor
follows a good practice for protein-DNA systems in which flexible and
partly unstructured segments drive function65: atomistic model to
validate the interfaces, CG model to study the kinetics and routes for
protein-DNA binding. Together, these scales reveal where DNA stabi-
lizes the loop, how latch-buckle contacts reorganize, and when DNA
positioning biases the system toward closure.

CGmodels exchange atomicdetail and absolute kineticfidelity for
access to longer timescales and larger conformational changes. They
are therefore most reliable for mechanistic trends rather than precise
rate constants66,67. In this spirit, our conclusions emphasize (i) relative
stabilization of the latch upon DNA entry, (ii) redistribution of DNA-
protein contacts, and (iii) topology-dependent gating of capture, all
robust across parameter ranges. Several extensions could sharpen
mechanism and bridge further to experiment. First, incorporating
sequence-dependent DNA mechanics/electrostatics and explicit
hydrodynamic interactions should improve the realism of diffusion
and capture in CG models67,68. Second, adding the SMC head/ATPase
modules would link latch dynamics directly to the nucleotide cycle;
doing so at scale will likely require hybrid all-atom/CG strategies and/
or enhanced sampling69,70. Third, targeted experiments can test our
predictions: mutating latch/buckle residues highlighted by effective-
strain and MM/GBSA analyses; single-molecule FRET or optical/mag-
netic tweezers to resolve DNA-outside versus DNA-inside states and
latch opening/closure; and cryo-EM aimed at intermediates captured
along the path to entrapment. Finally, our model predicts a kinetic
trade-off: weakening latch-buckle cohesion should accelerate initial
capture but reduce retention on DNA, whereas strengthening should
slow capture but stabilize engagement. These effects can be assayed
by interfacemutations whilemeasuring loop-extrusion rates and dwell
times in vitro.

Our study offers significant mechanistic insights, yet several
questions remain. For example, the energetic contributions of specific
residue interactions within the Brn1 loop and potential allosteric
effects on other SMC subunits require further exploration. Recent
studies have extended similar modeling approaches to larger systems
containingmultiple SMC subunits, offering important insights into the
cooperative and potentially synergistic behavior of SMC complexes in
loop extrusion71. Although constructing a complete SMC complex to
directly visualize this process remains a substantial challenge, our
model could, in principle, be further scaled to such multi-subunit
systems in the future to explore these collectivemechanisms in greater
detail. Recent evidence highlights asymmetric DNA loop extrusion as a
shared mechanism among eukaryotic SMC complexes, supported by
single-molecule and structural studies of condensin, cohesin, and
SMC5/69. Notably, a safety-belt-like structure has been identified in the
Scc3-Scc1 subcomplex of the budding yeast cohesin complex33, sug-
gesting that, despite variations in composition and regulation across
species, asymmetric loop extrusion may be a conserved feature of
SMC complexes. Extending our model to other SMC complexes could
reveal whether DNA-mediated safety-belt regulation is a universal
mechanism in SMC-mediated chromosome organization.

DNA stimulates condensin’s ATPase and motor activity
in vitro24,72–74, and recent cryo-EM has revealed ATP-engaged, DNA-
clamped states at the SMC head module8,14,15,21,75. What remains
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unresolved is the allosteric pathway linking DNA capture at the kleisin
safety belt to head engagement and ATP turnover, which motivates
simulations that explicitly include the head module in defined
nucleotide states. While fully explicit simulations of the SMC head
ATPase cycle requires hybrid QM/MM treatments of phosphoryl
transfer and extensive sampling of nucleotide-coupled head
engagement76,77, thus remain out of scope, the available cryo-EM
templates make a staged multiscale strategy feasible. One would first
parameterize theheadmodules indefinednucleotide states fromcryo-
EM and couple these head states to the DNA-dependent safety-belt
states mapped here. Then allosteric pathways between the safety belt
and the heads can be simulated using enhanced sampling or hybrid all-
atom/CG models, while reserving focused QM/MM calculations only
for the catalytic pocket during ATP hydrolysis76,77. In this context, our
results here supply the upstream, DNA-dependent stabilization that is
expected to bias head engagement, offering testable predictions for
how latch mutations or DNA topology should modulate DNA-
stimulated ATPase activity.

Althoughwe focus on budding-yeast condensin, the principles we
uncover are general. DNA entrapment within kleisin-defined gates and
regulation of loop opening via latch stabilitymaponto conserved SMC
features; cohesin clearly extrudes loops, and related gate-and-clamp
architectures are shared across the SMC family78. Mechanistically, we
find that DNA actively steers the safety belt: DNA positioned outside
the Brn1 loop biases the latch toward opening, whereas DNA inside the
loop stabilizes latch-buckle closure. The effective strength of the latch-
buckle interaction sets a trade-off between capture (entry) and
retention (closure), providing a simple control knob for loop-extrusion
efficiency. Because SMC complexes organize genome folding, repli-
cation, and gene regulation, linking DNA capture and latch stabiliza-
tion to loop control has broad implications. In particular, SMC
dysfunction is frequent in human cancers and associated with tran-
scriptional dysregulation and chromatin reorganization35,36, suggest-
ing that perturbations to kleisin-gate mechanics by mutation or post-
translational modification, could propagate to chromosome-scale
architecture. Our multiscale strategy, which is AlphaFold3-guided
modeling integrated with all-atom and CGMD simulations, provides a
transferable way to quantify effective strain, contact dynamics, and
loop flexibility in protein-DNA complex. The resulting picture is a
unified, testable model in which DNA modulates the kinetics and sta-
bility of the kleisin safety belt through electrostatic and latch-buckle
interactions. We anticipate that the same design framework can be
applied across SMC families and further be extended to larger
assemblies to connect protein-DNA gate mechanics with ATP-cycle
control and long-range genome organization.

Methods
PAE-Predicted Effective Strain
AlphaFold provides confidence-derived outputs that are informative
about conformational variability, in addition to static structural
models39,40,42,43. We quantify local deformation with the residue-wise
metric ESi, designed to sensitively report changes in local structure.
Operationally, ESi summarizes the mean relative change in inter-
residue PAE values around residue i (formal definitions below); the
pairwise quantity ESij analogously tracks changes for a specific residue-
partner pair. The PAE is provided by AlphaFold for every residue pair
and reports the expected positional error (in Å) at residue i if the
predicted and true structures were aligned on residue j. Low PAE
indicates high confidence in the relative placement of segments (e.g.,
domains), whereas high PAE indicates uncertainty consistent with
flexible or variably oriented regions. Previous work shows that pat-
terns in PAE correlate with MD markers of motion (e.g., distance-
variation matrices), supporting the use of PAE as a reasonable proxy
for conformational heterogeneity41. Community tools routinely use
PAE to identify mobile domains and hinges and to parse domain

groupings in predicted models. On this basis, we use ESi and ESij to
summarize changes in local PAE within and across states; we empha-
size that PAE is a confidence-based surrogate rather than a direct
kinetic observable and therefore corroborate PAE-based trends with
MD simulations.

For each residue i, we define a neighborhood set ∥Ni∥ comprising
ninumberof residues j∈ ∥Ni∥withCαdistances rijwithin 13Å. Here, the
calculation only involved the residues with AlphaFold3 predicted
pLDDT > 70, which is a commonly used threshold indicating at least
correct backbone geometry43,44. For each state (US and BS), we gen-
erated 10 independent AlphaFold3predictions. Predictedmodelswere
compared to the corresponding experimental structures (US: PDB
5OQQ; BS: PDB 5OQO) by computing backbone Cα RMSD after
superposition on protein Cα atoms; DNA atoms were excluded from
the alignment. Summary statistics are reported in Table S2. The ESi is
the average of ESij over the Ni neighbors:

ESi =
1
ni

Xni

j = 1

ESij =
1
ni

Xni

j = 1

PAEij
rij

: ð1Þ

The ESi is defined for a single predicted structure, representing
the average of different ESij, whereas 〈ESi〉 denotes the average of ESi
values across 10 independent structures, providing a measure of the
residue’s consistency and reliability over multiple predictions. If ni = 0
(i.e., no neighbors of residue i), 〈ESi〉 was deemed undefined, thus not
plotted. In addition to Fig. 1C, D, which highlights the Brn1 residues
383-423 windowmost relevant to safety-belt opening, a belt-wide 〈ESi〉
profile and the full 〈ESij〉matrix (Brn1 residues 383-524) are reported in
the Supplementary Information for reference (Fig. S3).

To assess whether PAE-derived effective strain captures local
sensitivity to perturbations in the latch region, we modeled four
mutations with reported latch-buckle weakening effects (M391D,
F394D, W402D, W408D) and compared wild-type and mutant
ensembles22. For each variant we calculated

ΔhESii= hESMut
i i � hESWT

i i ð2Þ

and summarized the local responseby aggregatingΔ〈ESi〉within radial
shells of 13, 15, and 18Å centered on themutated residue (Fig. S1). This
shell-based analysis follows recent work relating AlphaFold-predicted
local deformation to experimental mutational effects43,44. Full calcula-
tion details are provided in the Supplementary information.

All-atom MD Simulations
The initial structure of all-atomMD simulation was constructed based
on the crystal structure (PDB code: 5OQO)22. Missing residues in the
crystal structure were reconstructed using Modeler 10.479. The DNA-
free structure was obtained by removing the DNA from the recon-
structed structure. All systems were built using the web-based
CHARMM-GUI Membrane Builder80. CHARMM36m force field was
used to describe the interactions81. The steered MD was conducted to
compare the impact of the Brn1 loop encircling DNA on the safety belt.
A single reaction coordinate was defined between two groups, the first
N-terminal Cα atom of the latch region in the Brn1 loop (the pulling
group) and the Ycg1 (the reference group). An external harmonic
potential was applied along the z-axis using the “direction” geometry,
with pulling dimensions set to only affect the z-coordinate (Fig. S6).
The pulling was performed at a constant rate of 0.005 nm ps−1, with a
force constant of 600 kJ mol−1 nm−2. The initial distance between the
COMs of the two groups was used as a starting point, and the periodic
boundary conditions were accounted for by updating the reference
coordinates at each step. The protein placed in the center of the box
and is rotated in a way that the DNA binding groove is located in the
direction of the z-axis. The atompositions of the proteinwith z < 14 nm
inour box arefixed to ensure that the positionof theYcg1HEAT-repeat
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does not change, and the remaining parts are not fixed to keep the
binding position as flexible as possible (Fig. S6). The steered MD runs
of 2500 ps fully extract the latch region from the buckle region.

Unbiased MD and steered MD simulations were conducted using
the GROMACS 2022.5 package with an integration time step of 2 fs82.
Coulomb interactionswere shifted to zero between 1.0 and 1.2 nm, and
a cutoff radius of 1.2 nm was applied for Lennard-Jones interactions.
The system temperature was maintained at 310K using a velocity-
rescaling thermostat, and the pressure was kept at 1 bar in all direc-
tions with a Parrinello-Rahman barostat. Simulation boxes was set to
17 × 17 × 17 nm3, which was filled with TIP3P water molecules, and
0.15M NaCl was added to mimic the physiological conditions. We
performed three independent unbiased MD simulations for each sys-
tem, each running for 1μs.

CG MD simulations of Ycg1-Brn1 in Complex with DNA
To investigate the large-scale dynamicsof DNAentering the safety belt,
we employed CG MD simulations. For the Ycg1-Brn1 complex, a
residue-level CG model (AICG2+) was used83–85, with each bead posi-
tioned at the Cα atom location and interactions only including those
appearing in the native crystal structure (PDB: 5OQO)22. Considering
the lackof structural information for the unstructured region (residues
413-456) in Brn1, we removed the native contact potentials and
retained only the generic local potentials derived from a “loop-seg-
ment library” based on Protein Data Bank statistics to better capture its
dynamic behavior. These generic local potentials effectively describe
the conformational distribution of unfolded states or intrinsically dis-
ordered regions by accounting for secondary structure propensities86.
Complete CGmodel parameters and Ycg1-Brn1 simulation settings are
provided in the Supplementary information. For DNA, we employed
the 3SPN.2C model87, which captures base-pairing, hybridization,
groove widths, and local curvature. In this model, each nucleotide is
represented by three beads corresponding to the phosphate, sugar,
and base groups. To prevent the false capture of DNA, where one end
of short linear DNA fragments may pass through the safety belt, we
extended the original 18-bp DNA double helix by 40bp at each end,
resulting in a 98-bpDNAdouble helix structure. A sphericalflat-bottom
potential, with a radius of 10 nm,was applied between the COMs of the
original 18-bp DNA residues and the protein center. No periodic
boundary conditions were used in any direction in CGMD simulations.

The Ycg1-Brn1 complex and DNA interact through long-range
electrostatics, excluded volume, and a nonspecific interaction of the
protein-DNA sequence, which expands the Gō-like potential for the
Ycg1-DNA interaction observed in the crystal structure. Similar simu-
lation setups haveprovenbroadly applicable and effective inmodeling
protein-DNA systems61–65,88. We first extract the native contact list
between Ycg1 and DNA. These interactions were formed between a set
of protein residues and relatedphosphate or sugar beads ofDNA in the
crystal structure. We then expanded this list bymodifying the index of
phosphate and sugar in DNA to cover the entire 98-bp range of DNA.

To determine the interaction strength between the DNA duplex
and Ycg1 (the scaling factor εHD from the default values in the original
CG model), we first compared the mean experimentally accessible
value of theD for cohesins and condensins diffusing along nakedDNA.
The experimentally measured range of D value in vitro is approxi-
mately from 0.01 to 35 kb2/s54. When εHD≥0.5, the simulated diffusion
coefficient D reaches values ranging from several tens to over a hun-
dred kb2/s, approaching the upper bound of in vitro experimental
measurements. Given that CG simulations generally overestimate dif-
fusion due to reduced frictional damping89, this level of agreement is
remarkably close to experimental observations. Notably, when
εLB≤0.6, the DNA bending angle (θ) observed in the simulations aligns
well with that seen in crystal structures with a longer DNA fragment
(PDB: 7Q2Z)21. By comparing the D and θ at different interaction
strengths with the angle in the crystal structure, we determined that

the interaction strength scaling factor (εHD) is 0.6. Separately, to vali-
date our choice of the 5OQO structure as a starting model, we per-
formed a comparative analysis of protein-DNA contacts. This analysis
confirms that our simulation successfully recapitulates the primary
DNA contact map observed in more physiologically relevant cryo-EM
structures with longer DNA substrates (Fig. S15). Additionally, we
focused on the impact of the interaction strength between the latch
and the buckle (the scaling factor εLB from the default values in the
original CGmodel) in the safety-belt model on the overall dynamics of
DNA entry. To explore this, we tested a range of εLB with varying
interaction strengths, specifically between 0.3 and 0.5, performing ten
independent simulations for each parameter. Each simulation system
was run for a total of 100μs. The probability distribution of Q under
these parameters is shown in Fig. 3D. Our results demonstrate that the
interaction strength between latch and buckle produces a shift in the
mean value ofQ from approximately 0 to 1 (Fig. 3E), indicating that the
safety belt can transition from almost fully open to fully closed under
the tested conditions.

Our all-atom MD simulations reveal that the interaction between
DNA and Brn1 is primarily electrostatic near the crystal structure
(Fig. 3C). Considering that there are only a few amino acid residues on
Brn1 kleisin that have native contact with DNA in the crystal structure,
and these residues are predominantly charged, we focus on electro-
static interactions and volume repulsion between DNA and Brn1
without adding additional Gō-like potential. Following the suggested
parameters87,90, we assigned a charge of -0.6e to each phosphate bead
for DNA-DNA electrostatic interactions, ensuring the appropriate DNA
persistence length and accounting for the Oosawa-Manning con-
densation of counterions surrounding DNA. For Ycg1-Brn1-DNA elec-
trostatics, we set the phosphate charges to -1e, as described
previously91,92. Electrostatics is modeled according to the Debye-
Huckel theory.Notably, similarCGmodels havebeenused for studying
diverse protein-DNA dynamics, including parental H3/H4 recycling at
replication forks61, Nap1-mediated H2A/H2B eviction from partially
unwrapped nucleosomes62, MutS sliding along DNA during mismatch
recognition63, and nucleosome repositioning via lane-switching driven
by DNA translocases64. These precedents support the generality of CG
force-field components we used here.

All CG MD simulations were performed using GENESIS (version
2.1.2) with an integration time step of 0.01 ps93. Langevin dynamics
with default parameters were employed at a temperature of 310K. To
investigate the kinetics of DNA entry under different conditions, 50
independent 10μs simulations were conducted for each condition. A
summary of the simulation systems and durations is provided in
Table S3. The total simulation time for the Ycg1-Brn1-DNA complex
system was 6700μs, while for the Ycg1-Brn1 complex system it was
600μs. The ionic strength was set to 0.15M.

Data Analysis
Visualization of the structures was performed with Visual Molecular
Dynamics (VMD, version 1.9.4)94 and PyMOL (version 0.99)95 software.
The GROMACS built-in tools were used to analyze MD trajectories. To
examinehow thepresence ofDNAaffects the stability of the safety belt
in all-atom MD simulations, “gmx_mindist” was adopted with a cutoff
distance of 0.6 nm to calculate the contact number. The interactions
between the DNA and protein residues were described by the nor-
malized number of contacts, which is defined by the ratio of the
averagenumber of contacts per frameof each residue to themaximum
calculated above. RMSF was calculated with “gmx_rmsf”. The fraction
of native contacts Q formed by the latch and buckle in the crystal
structure is determined by the switching function:

Q=
1

Nnc

X
i, j

1
1 + expðβðrij � λr0ij ÞÞ

, ð3Þ
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whereNnc is the number of native contacts, r0ij is the distance between
Cα atoms of residues i and j forming native contacts in the crystal
structure, and parameters λ = 1.5, β = 50nm−1 control the slope of the
switching function. The calculation of probability distributionofQwas
carried out with the aid of the PLUMED plugin (version 2.9.0)96,97.

To quantify the one-dimensional diffusion of the condensin along
DNA, we calculated themean square displacement (MSD) based on the
index of the DNA base pair nearest to the binding site at each frame.
Specifically, the MSD was computed as:

MSDðn,NÞ=
PN�n

k = 1 bpk +n � bpk

� �2
N � n

, ð4Þ

where bpk denotes the base pair index closest to the protein binding
site at frame k,N is the total number of frames in the trajectory, n is the
frame lag, and Δt is the time interval between two consecutive position
measurements. Although this coordinate system is discrete, it captures
the stepwise transitions of the protein binding site along the DNA
sequence and is suitable for analyzing sliding or hopping behavior98.

To estimate the diffusion coefficient D, we focused on the initial
linear regime of the MSD curve, where MSD increases approximately
linearly with lag time:

MSDðn,NÞ=2DnΔt: ð5Þ

To ensure reliable fitting and minimize statistical uncertainty, we
imposed a cutoff lag nc, chosen so that the relative error in MSD
remained below 20%98,99. The MSD variance was estimated as:

σ2ðn,NÞ= ð2DnΔtÞ2ð2n2 + 1Þ
3nðN � n+ 1Þ , ð6Þ

so that the cutoff was determined by satisfying:

σðn,NÞ
2DnΔt

<0:2: ð7Þ

Tominimize potential artifacts in the MSD analysis introduced by
the flat-bottom potential (10 nm radius) between the COMs of the
original 18-bp DNA residues and the protein complex, we excluded
trajectory segments where the protein approached the ends of the
DNA duplex. The DNA molecule spans 98 base pairs, with an average
spacing of 0.34 nm per base pair. Thus, the central region of
approximately 58 base pairs corresponds to a 20 nm potential-free
zone (diameter, calculated as 10 nm radius × 2). To avoid edge effects,
we only analyzed trajectory segments where the DNA base pair closest
to the protein binding site continuously resided within the central 50
base pairs (well within the ~58 bp potential-free zone) for at least 1000
frames (100ns). Based on this criterion, the number of valid trajectory
segments obtained under different εHD was 3 (εHD = 0), 182 (εHD = 0.3),
75 (εHD = 0.5), 54 (εHD = 0.6), 32 (εHD = 0.7), 55 (εHD = 0.9), and 11 (εHD =
1). For the latch-buckle interaction strength (εLB), due to the availability
ofmore extensive trajectories,we applied a stricter criterion, requiring
the closest base pair to remain within the central 50 base pairs for at
least 5000 frames (500 ns). The resulting numbers of valid trajectory
segments were: 114 (εLB = 0.3), 116 (εLB = 0.35), 108 (εLB = 0.37), 121 (εLB
= 0.4), and 109 (εLB = 0.45).

Underour simulation conditions,we selectednc≈60 frames (6ns)
for segments of 1000 frames (100 ns) and nc ≈ 300 frames (30 ns) for
segments of 5000 frames (500 ns). This choice balances statistical
accuracy and time resolution and ensures that the estimatedD reflects
genuine sequence-position dynamics.

We calculated the averageDNAbending angle (θ) from theCGMD
trajectories usingMDAnalysis100. Only frames that met bothQ≥0.8 and
linking number ≥0.8 (i.e., the BS state) were used for bending analysis.

For each such frame, we constructed the DNA central axis as follows:
first we located a dynamic pivot-the DNA base atom (named “DB”)
closest to the COMs of key residues on Ycg1 (residue indices 240, 241,
242, 243, 245, 246, 247), which define its primary DNA binding site.
Then, using symmetric windows of approximately 31 base pairs
upstream and 13 base pairs downstream from that pivot, we computed
geometric centroids of complementary DB atom pairs to approximate
the double-helix axis. To quantify bending in each frame, we used a
sliding-window approach along this axis: for each point, one vector
was drawn to the centroid of the three preceding points, and another
to the centroid of the three following points. The smallest angle
between any such vector pair over all points was taken as the bending
angle θ for that frame; smaller angles correspond to sharper bends.We
repeated this for all valid frames across 10 independent simulation
replicas. The mean bending angle for each system was then obtained
by averaging across trajectory angle time series, and the standarderror
of the mean (SEM) was estimated from the replicate averages.

The number of contacts between two specified groups in the CG
MD simulations was calculated using the “COORDINATION” collective
variable implemented in PLUMED plugin96. This collective variable
computes a smooth coordination number, defined as a differentiable
sum over all pairs of CG beads i ∈ A and j ∈ B:

C =
X
i2A

X
j2B

sðrijÞ, ð8Þ

where rij is the distance between beads i and j, and

sðrijÞ=
1� rij

r0

� �n

1� rij
r0

� �m ð9Þ

is a switching (or rational) function that smoothly interpolates
between 1 for rij ≪ r0 and 0 for rij ≫ r0, avoiding discontinuities in
derivative. According to PLUMED documentation, by default n = 6 and
m = 12, producing a sharp but continuous transition around r096. In our
implementation, we set r0 = 0.8 nm, while n = 6 andm = 12 remained at
the default values. This configuration gives a smooth counting func-
tion: bead pairs much closer than r0 contribute values close to 1 to the
sum, while bead-pairs significantly farther contribute values near 0.
This ensures that the coordination number reflects nearby contacts
without abrupt cutoffs.

The topological state between the Brn1 loop and DNA was quan-
tifiedusing the concept of “linkingnumber”, a fundamental invariant in
knot theory that measures the entanglement of two closed curves in
three-dimensional space101. For two non-intersecting closed curves γ1
and γ2, the linking number Φ(γ1, γ2), defined via the Gauss linking
integral,

Φðγ1, γ2Þ=
1
4π

I
γ1

I
γ2

r1 � r2
r1 � r2
�� ��3 � dr1 ×dr2

� �
: ð10Þ

is an integer that remains invariant under continuous deformations,
representing the number of times one curve winds around the other.
Here r1 and r2 are the position vectors of points in the curve γ1 and γ2,
respectively. In our MD system, we modeled the Brn1 loop as a closed
curve by connecting its termini with a straight line. This approximation
is physically reasonable, as it captures the effective linking when the
DNA is entangled by the Brn1 loop and the auxiliary segment. To treat
the finite-length DNA duplex as a topologically closed curve, we
extended the nearly linear DNA infinitely from its termini along the
axial direction. Because contributions to the linking integral from
distant segments are negligible, we truncated the extension beyond 4
nm from each terminus. The resultingDNA segment is sufficiently long
relative to the Brn1 loop to effectively approximate an infinite-length
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DNA. The linking number between the Brn1 loop and the extended
DNA segment was computed numerically. Convergence tests con-
firmed that extending the DNA beyond 106 nm did not alter the
integral value, indicating a stable topological classification. Instances
where the extended DNA overlapped with the Brn1 loop (resulting in
non-integer values due to numerical singularities) were rare and
excluded from analysis. The computed linking number was strictly
quantized: Φ(γ1, γ2) = 0 indicated that the DNA duplex was located
outside the loop without threading, whereas Φðγ1, γ2Þ

�� ��= 1 indicated
that the DNA duplex passed through the Brn1 loop. This approach
provided a robust metric to statistically resolve DNA-loop threading
events in our simulations.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
All the processed data are presented in the main article and the Sup-
plementary Information. Source data are provided in the Source data
file. Necessary files for setting up all-atom and CG MD simulations, as
well as the AlphaFold3 predicted structural data generated in this
study, are publicly available on Zenodo at https://doi.org/10.5281/
zenodo.17637587. Protein sequences used for structure prediction
were retrieved from UniProtKB under accession codes Q06680 (Ycg1)
[https://www.uniprot.org/uniprotkb/Q06680] and P38170 (Brn1)
[https://www.uniprot.org/uniprotkb/P38170]. The DNA sequence used
for prediction was derived from Protein Data Bank (PDB) entry 5OQO.
Previously published protein structures used in this study are available
in the PDBunder accession codes 5OQO, 7QFW, and7Q2Z. Source data
are provided with this paper.

Code availability
Scripts and code used in this paper have been deposited in Github
under accession https://github.com/JChen901/SafetyBeltDataand a
backup of this repository is available via https://doi.org/10.5281/
zenodo.17637587.
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