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Abstract

High-precision three-dimensional (3D) imaging is essential for accurately perceiving
environments, providing critical depth and spatial awareness. Among various approaches, solid-
state LIDAR systems have garnered significant attention. However, depth precision, detection
range and pixel scalability remain key challenges for their widespread adoption. Here, we report
a large-array coherent flash 3D imaging system that achieves a sub-millimeter range precision
through stepped-frequency modulation and coherent detection with CCD sensors. A coherent
image sensor is developed, and a prototype system is demonstrated, providing 3D imaging with a
depth precision as high as 0.47 mm over a range of 30.50 m at an optical power of 15.86 mW
and a maximum frame rate of 10 Hz. Our system features high range precision, exceptional
sensitivity across long distances, and robust pixel scalability by directly leveraging well-
established CCD sensors. This advancement introduces a scalable approach to long-range high-
precision 3D imaging, with substantial implications for deformation monitoring, virtual reality,
and cultural heritage preservation.



High-precision three-dimensional (3D) imaging is a fundamental technology for capturing,
processing, and visualizing objects and environments in three dimensions!, which can find
numerous applications spanning deformation monitoring*, building modelling®~’, cultural
heritage restoration® °, virtual reality’°, to medical imaging™ 2. Light detection and ranging
(LiDAR), a typical optical radar implementation, is envisioned as a promising approach to
achieving high-precision 3D imaging®3-6,

Most commercially available LIDAR systems rely on mechanical scanning to direct the laser
beam for data acquisition!”*°. This dependence on bulky mechanical components often leads to a
slow scanning speed and reduced reliability. In contrast, solid-state LiDAR systems offer a
powerful alternative by leveraging solid-state components for both beam steering and detection,
bringing benefits such as compact size, increased reliability, and improved scalability?® 2%, The
solid-state LIDAR systems are primarily implemented using optical phase arrays (OPAs) or focal
plane arrays (FPAs). The OPAs employ an array of optical antennas to individually control the
phase of light waves, enabling precise beam direction without mechanical movement??,
However, the scaling has two limitations: exponentially increasing number of antennas elements
creates active electrical control challenges®, and for scanning over a field of view with a high
spatial resolution, a long acquisition time is resulted?.

Unlike the OPAs, the FPAs use an array of photosensitive elements or pixels to measure light
intensity and captures the entire scene instantaneously. Currently, two main types of the FPASs
are commonly employed: single-photon avalanche diodes (SPADs) and charge-coupled devices
(CCDs). The SPAD:s are highly sensitive sensors capable of detecting individual photons,
triggering an avalanche current for signal amplification®®. However, scaling SPAD arrays to
higher pixel counts presents considerable technical challenges, and the depth precision of the
SPAD-based system is constrained by the time-to-digital converter?®2°. Conversely, CCD
technology, refined over five decades, supports integration of pixel arrays at scales reaching
hundreds of megapixels, revolutionizing imaging and digital photography applications®. Recent
advancements have also seen the development of flash LiDAR systems based on CCDs!%%,
Using short-pulse illuminations, these systems incorporate additional active gated gain
modulation or polarization modulation ahead of the CCD sensor, which are noncoherent and
require a timing signal to drive the gate or modulator. This reliance on timing signals usually
restricts their precision to several centimeters or more.

To fully exploit the potential of high-sensitivity CCD sensors, inspired by extensive use of
coherent detection in long-haul fiber optical communications, a high-precision LIDAR system
based on stepped-frequency modulation and coherent image sensor is proposed, as illustrated in
Fig. 1a. At the transmitter, a stepped-frequency microwave signal, whose frequency increases in
discrete steps over time, is fed into a Mach-Zehnder modulator (MZM). After the modulation, a
stepped-frequency modulated optical signal is generated, which is subsequently split into two
parts: one part flood-illuminates the scene, while the other serves as a local reference. At the
receiver, a coherent image sensor is constructed using four CCD sensors and a free-space optical
hybrid (see “Methods” section for details). Within each pixel of the CCD sensor, the local
reference signal combines with the backscattered echo signal that incorporates an additional time
delay due to the round-trip propagation. Through optical-to-electrical conversion, each pixel
outputs a voltage signal proportional to accumulated electrical charges over a fixed exposure
time. As the microwave signal sweeps through discrete frequencies, each pixel records a
sequence of voltages across multiple frames, with the frame counts equal to the number of



microwave frequency steps. By employing a tailored coherent processing algorithm, depth
information is extracted, enabling the reconstruction of a 3D image from the pixel array.

Figure 1b illustrates the principle of the coherent processing. A microwave signal with an
instantaneous frequency f,, increasing in discrete steps Af over time, is generated. After the
electro-optic modulation, the modulated optical signal, whose intensity temporal profile mirrors
the varying microwave frequency, is split into two parts: one serves as the local signal A/, while
the other part is directed toward the target. The backscattered echo signal A. returns with an
additional time delay r , corresponding to the target distance d . When the local and echo signals
are mixed within a pixel of the CCD array, a multiplication component A A. is generated,
directly associated with the target distance. Over a fixed exposure time T, the pixel accumulates
charges, producing a voltage signal that contains an integrated term Uy, derived from the
multiplication component. Through coherent processing across the multiple frames captured by
the four CCDs, the term Uy is extracted, revealing a temporal period related to the target
distance. By identifying the fundamental frequency of this term, the depth information is
recovered.

Mathematically, the term Uy, can be expressed in the frequency domain as (see Supplementary

Note 1):
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where 7 is the quantum efficiency, h is the Planck constant, « is the angular frequency of the
optical signal, Sy is the sensitivity of the CCD sense node, G is the gain of the CCD pixels and
T is the exposure time per frame. A and A. are the amplitudes of the local and echo optical
signals, respectively. Af is the frequency step size of the microwave signal, and N is the
number of step points. J; denotes the first-order Bessel function of the first kind. g is the
modulation index. d represents the target distance, and c is the speed of light in space.
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Using Eqn. (1), the distance d can be determined by extracting the fundamental frequency:
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Thanks to the wideband stepped-frequency modulation, the multiple frames are coherently
synthesized, and the depth information can be extracted with a high precision. Moreover, the
unambiguous range depends on the frequency step size:

c
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The smaller the frequency step size, the larger the unambiguous range.
Results
Coherent processing for 3D imaging



Figure 2 illustrates the 3D image reconstruction process based on coherent detection. A staircase
target model is chosen and positioned 30.5 m away (see “Methods” section for details about the
experimental set-up). Figure 2a gives a photograph of the staircase, composed of seven steps
with heights increasing linearly from 5 mm to 30 mm in 5 mm increments. When the local and
echo optical signal are mixed within the pixels, interference patterns are recorded simultaneously
by each CCD. Figure 2b shows one frame raw image captured by the four CCDs, where no
discernible target features are evident because of the weak echo power. A random pixel marked
by the yellow dot is selected for further analysis to illustrate the coherent processing procedure.
With the microwave frequency stepping, an output voltage sequence of the selected pixel is
recorded. Figure 2c displays the recorded voltage sequences for the four CCDs, with each
exhibiting a distinct time-varying profile encoding depth information. In the coherent image
sensor, the free-space optical hybrid imposes a fixed phase relationship between the output
voltage signals. Figure 2d provides a zoomed-in view of each output voltage signal around 15.6
s. It is clear to see that the voltage signal generated by CCDL1 is out of phase of that generated by
CCD4, and so is the voltage signals generated by CCD2 and CCD3, which verifies the
effectiveness of the coherent image sensor. After the coherent processing, the integrated term
derived from the multiplication component is extracted. Fig. 2e depicts the extracted signal,
whose frequency components are resolved using a discrete Fourier transform (DFT). Figure 2f
reveals two prominent peaks: a fundamental frequency at 56.20 Hz and a secondary peak at
37.40 Hz, attributed to high-order sidebands. Using Eqn. (2), the depth is resolved from the
fundamental frequency. Figure 2g gives the recovered depth of 30469.10 mm at the selected
pixel. Subsequently, a row of pixels along the red dashed line in Fig. 2a is selected and the same
coherent processing is repeated for each pixel. Figure 2h shows the extracted fundamental
frequencies across the row pixels. Different frequencies correspond to different depths. Figure 2i
presents the recovered depth profile that resolves the staircase steps and background with high
fidelity, consistent with the physical model. Benefiting from the large array of the CCD sensor, a
complete 3D reconstruction is achieved. Figure 2j presents the final image, where the horizontal
and vertical axis represent spatial coordinates, and the color encodes the depth. Notably, depth
variations as small as 5 mm remain discernible. This reconstruction, enabled by stepped-
frequency modulation and coherent detection, directly retrieves depth information from 2D data
over multiple frames.

3D imaging of a traffic scene model

To evaluate the imaging performance of the prototype system, high-precision 3D imaging of a
traffic scene model is conducted. Each CCD is set to have an exposure time of 4 ms at a frame
rate of 150 Hz. By synchronizing the microwave source with the coherent image sensor, 3000
frames are collected over 20 s, in which the stepped-frequency microwave signal is set to have
corresponding 3000 step points. Figure 3a depicts the traffic model, which features a pedestrian,
vehicle, light pole, and guide board. Positioning the model at 30.5 m away and using stepped
microwave frequencies ranging from 0.1 to 6.0 GHz, the CCDs captured multiple frames at a
resolution of 320x256 pixels. The local optical power per pixel is calculated at 0.64 pW, while
the echo power is at 0.26 fW, three orders of magnitude weaker than the local signal. Following
coherent processing, Fig. 3b reveals a detailed 3D construction of the scene, with clear
visualization of individual objects and their shadows. Figure 3c provides a side view of the 3D
image, highlighting depth details and slope angles. A histogram in Fig. 3d quantifies the number
of pixels contributing to the imaging of targets at different depths. For spatial resolution, Fig. 3e
presents a front view of the 3D image, demonstrating a resolution of 1.2 mm both horizontally



and vertically. The scalability of CCD arrays offers further potential for enhancing resolution,
underscoring the suitability of mature CCD technology for high-resolution 3D imaging. To
provide a complementary perspective to the 3D image, a dedicated 2D reconstruction algorithm
(see Supplementary Note 2) is also developed and the reconstructed 2D image is shown in Fig.
3f, where the object boundaries are clearly visible. The use of stepped-frequency modulation and
coherent detection proves critical for detecting extremely weak echo signals and recovering
depth information, enabling precise 3D imaging over long distances. Supplementary Movie S1
illustrates a comparative visualization of normal 2D imaging versus 3D reconstruction of a
gladiolus bloom.

Range precision analysis and frame rate evaluation

The range precision is determined primarily by the step size and bandwidth of the microwave
signal, while spatial resolution depends on pixel density and the field of view. These factors
collectively enable precise, scalable, and robust imaging capabilities. To thoroughly evaluate the
range precision, a planar target is leveraged. Figure 4a presents the 3D imaging result with the
target placed at 30.5 m. The depth distribution histogram, shown in Fig. 4b, is analyzed by fitting
a Gaussian curve based on the least-squares method. The standard deviation of the fitted curve
yields a range precision as high as 0.47 mm. This high level of precision is attributed to three key
factors: the broadband stepped-frequency modulation, enabling high range resolution and precise
depth measurements; the use of coherent image sensor, which effectively suppresses noise and
enhances signal fidelity; the extensive frame sampling, critical for accurate extraction of the
fundamental frequency.

In addition to the experimental measurement of range precision, its theoretical evaluation is also
conducted. By applying Cramér—Rao lower bound (CRLB) analysis®®, the theoretical range
precision is derived (see Supplementary Note 3):
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where B is the bandwidth of the stepped-frequency microwave signal and SNR is the signal to
noise ratio of the pixel output voltage signal. Generally, a broad bandwidth and large number of
the step points lead to a high range precision.

Figure 4c compares the theoretical (blue) and measured (red) range precision as a function of
target distance, with the probe optical power fixed at 15.86 mW (see Supplementary Note 4). As
the distance increases, the diminishing echo optical power results in a reduced range precision.
The measured precision is notably worse than the theoretical precision, due to random speckle
noise. At a distance of 30.5 m, the theoretical precision is calculated to be 0.079 mm, primarily
constrained by quantum noise and dark current noise of the CCD sensors.

Further theoretical evaluation of range precision is performed. Assuming a fixed probe optical
power, the theoretical range precision is calculated using Eqn. (4) under varying bandwidths and
target distances. Figure 4d presents the results. For a given target distance, increasing the
bandwidth improves the range precision. Conversely, for a fixed bandwidth, the range precision
diminishes with greater distance due to the reduction in SNR over longer ranges.

In addition to range precision, frame rate is also a critical parameter, determining the number of
the depth maps captured and processed per second. To quantitatively assess this performance
metric in detail, 3D imaging of a BIT alphabet model are performed using varying frame counts



of 35, 88, 175, 350, 700, 1750 and 3500 at a fixed CCD frame rate of 350 Hz, corresponding to
an acquisition time of 0.10s, 0.25s, 0.50s, 1.0s, 2.0s 5.0s and 10.0s. The reconstructed 3D images
are shown in Figure 4e (I-V), where a maximum frame rate of 10Hz is achieved. In addition,
increasing the acquisition time yields smoother appearances of the 3D images. Figure 4f
summarizes the range precisions with data acquisition time. Specifically, with an acquisition
time of 0.1s, a range precision of 1.33 mm is achieved. As the time spend increases, the range
precision is highly improved to be 0.35 mm. This trade-off between acquisition time and
measurement range precision provides operational flexibility for different application
requirements.

Phase stability of the modulated optical signal is crucial for maintaining precision, particularly
under environmental disturbances. To test robustness against air turbulence, a comparative
experiment is designed and performed. A 2.18 m s airflow generated by an electric fan is
introduced across the free-space optical path during imaging. Remarkably, a clear 3D image is
generated in Fig. 4e(VIII), and a range precision is measured to be 0.37 mm, just 0.02 mm
degradation from static condition with the same acquisition time of 10s, shown in Fig. 4f, which
confirms excellent resistance to airflow-induced phase perturbations. This resilience relies on
that the fact that the optical signal is intensity-modulated by a microwave signal, and its intensity
temporal profile is proportional to the microwave signal frequency at GHz, which makes the
phase front inherently stable against air fluctuations.

Application: interactive 3D reconstruction

3D imaging plays a vital role in augmented reality and virtual reality, enabling the creation of
realistic and immersive environments. Comprehensive panoramic data capture through 360°
scanning ensures full angular coverage, leading to precise reconstructions and highly detailed 3D
models. Figure 5a depicts a bust sculpture used as a test object for creating realistic digital
representations. Positioning the bust sculpture at 30.3 m away, 3D imaging is performed after
each rotation by 45°, and eight 3D images are collected (see Supplementary Note 5). Figure 5b
shows one 3D image of the bust sculpture at the initial orientation, which exhibits the proper
scale and perspective of the bust sculpture. By integrating data from all eight 3D images, a
complete virtual model of the bust is created. Figure 5¢ presents the reconstructed bust from
multiple perspectives, showcasing accurate depth information. Supplementary Movie S2
provides a 360-degree visualization of the 3D reconstructed bust sculpture. This virtual model
enables enhanced interaction, allowing users to manipulate and explore the object in an
immersive environment.

Discussion

Table 1 summarizes recent advancements in solid-state LIDAR 3D imaging techniques. As
shown in the table, compared with other 3D imaging systems, our approach attains a range
precision as high as 0.47 mm, representing an improvement of at least one order of magnitude.
In addition, a frame rate of 10 Hz and a scan rate of up to 819 kpts s are achieved. This reflects
a competitive frame rate and a high scan rate among existing solid-state LIDAR systems,
supported by the large pixel count of the CCD sensors. Our proposed method leverages stepped-
frequency modulation and coherent detection with CCD arrays, achieving both high precision
and extended range. Through a broadband stepped-frequency modulation, multi-frame coherent
synthesis is enabled to extract high-precision depth information. The coherent image sensor
simultaneously suppresses common-mode noise and amplifies coherent echo signal, providing
exceptional sensitivity over extended distances. Furthermore, direct utilization of mature CCD



technology facilitates high spatial resolution with strong scalability to arrays with hundreds of
megapixels, making this approach highly adaptable for future large-scale applications. Together,
these factors deliver submillimeter range precision, extended detection range, and robust pixel
scalability.

In the proposed approach, the unambiguous range is dependent on the step frequency size.
Achieving a large unambiguous range requires a small step frequency size, while high range
precision necessitates a large number of step points. Consequently, limited by the frame rate of
CCD sensors, an extended measurement time is resulted, which poses a significant limitation for
applications involving fast-changing scenes or velocity measurements. In our experimental
demonstration, a maximum 3D frame rate is 10 Hz. To further accelerate the imaging speed,
directly leveraging the high frame-rate mode of CCD sensors at a loss of spatial resolution is an
effective solution. For example, the CCD sensors used in the demonstrations support the
maximum frame rate as high as 10000 Hz with a spatial pixel of 32x4. In addition, sparse
sampling offers a promising solution to decrease the number of step points required®’. Moreover,
replacing the CCD with a high-frame-rate CMOS sensor can also further reduce the data
acquisition time®,

In addition to CCD acquisition time, the real-time performance of our imaging system is
influenced by data transfer, processing, and display. A control unit synchronizes the stepped-
frequency microwave source with the four CCDs, which capture 2D frames comprising exposure
and readout. After each frame is recorded, the CCDs immediately begin capturing the subsequent
frame while the previously acquired data are transferred to the control unit memory. Upon
completion of the final frame, a final transfer is executed. The data are then processed in parallel
across all pixels, enabling reconstruction of the full 3D image, which is subsequently rendered
and displayed. Among these four components, acquisition accounts for 98.78% of the total time
(see Supplementary Note 6), demonstrating that the CCD sensor frame rate is the primary factor
constraining overall system performance. Accordingly, the adoption of faster CCD sensors
would directly improve real-time performance.

To assess the 3D imaging system’s ability to capture transversely moving targets over long
distances, additional experiments are conducted (see Supplementary Note 7). The results
demonstrate that the proposed system can effectively reconstruct a moving target in 3D at speeds
up to 300 mm s and a distance of 30.60 m. This performance is achieved by reducing the
exposure time, which helps minimize motion blur and enable clean depth reconstruction. Thus,
increasing the CCD frame rate while shortening the exposure time proves to be an effective
strategy for high-speed 3D imaging of moving targets.

Although our experimental setup employs an infrared laser source and four high-end short-wave
infrared (SWIR) CCD sensors, the underlying principle is equally applicable to visible
wavelengths. This adaptation could provide a cost-effective alternative and, more importantly,
enable direct fusion of visual and LiDAR data. Unlike LiDAR alone, images offer rich texture
and color information. Using the same sensors for both modalities allows seamless alignment of
LiDAR and image data, leveraging their combined strengths to improve object detection,
recognition, localization, and 3D reconstruction. Furthermore, the coherent detection
architecture, which integrates noise cancellation and signal enhancement (see Supplementary
Note 8), ensures stable operation even under strong background illumination or intentional
jamming. For convenience, all experimental conditions and performance metrics are summarized
in Supplementary Note 9.



Leveraging the high pixel density of well-established CCD sensors, our 3D imaging camera
achieves both high resolution and sub-millimeter precision. This enables critical applications
including: (1) high-precision deformation monitoring; (2) digital preservation of cultural
artifacts, monuments, and archaeological sites; (3) damage assessment and restoration of heritage
structures; and (4) high-fidelity virtual reality content creation. Compared to conventional point-
by-point or line-by-line laser scanning systems, our approach offers two key advantages: a fully
solid-state architecture without moving parts and instantaneous full-scene capture with a superior
spatial resolution.

In conclusion, a large-array coherent flash LIDAR system that achieves a sub-millimeter range
precision was reported. A coherent image sensor was developed, and a prototype system was
demonstrated, providing 320 x 256 3D imaging with a depth precision as high as 0.47 mm over a
range of 30.50 m at an optical power of 15.86 mW and a maximum frame rate of 10 Hz. The
proposed system features a high range precision, a high sensitivity over extended distances, and a
strong pixel scalability with mature CCDs. This advancement enhances the accessibility and
versatility of accurate 3D imaging, delivering exceptional depth sensing capability.

Methods
Coherent image sensor

The coherent image sensor is a crucial component in the proposed 3D imaging system. It is
constructed using four CCDs and a free-space optical hybrid. Figure S1 illustrates the setup of
the coherent image sensor. The optical hybrid is comprised of two polarizers (P), a quarter-wave
plate (QWP), a non-polarizing beam splitter (NPBS), and two polarizing beam splitters (PBS).

By adjusting polarizer P1 and the QWP, the polarization state of the incident local signal is set to
left-handed circular polarization. After passing through the NPBS, the local signal is divided into
reflected and transmitted beams, both preserving the original polarization state. Relative to the
reflected beam, a phase shift of 7/2 is introduced to the transmitted beam. The transmitted beam
is then directed to the polarizing beam splitter PBS1, where it is further split into two linearly
polarized beams. Due to the n/2 phase difference between the orthogonal electric field
components of the circularly polarized light, these two beams at the output of PBS1 have the
same phase of m. The reflected beam is sent to the PBS2, where the two linearly polarized beams
have the same phase of 7/2 at its output.

The backscattered echo signal is collected using a convex lens and directed to the polarizer P2
for linear polarization. After passing through the NPBS, the signal is divided into the reflected
and transmitted beams, which retain the original polarization state. A phase shift of /2 is
introduced to the transmitted beam relative to the reflected beam. This transmitted beam is then
directed to the polarizing beam splitter PBS2, where it is split into two linearly polarized beams.
At the output of the PBS2, these beams have a phase difference of n/2. The reflected beam is
subsequently sent to the PBS1, where the output also consists of two linearly polarized beams
with a phase difference of n/2.

Thanks to the free-space optical hybrid, the local and echo signals meet the phase requirements
for coherent detection before injecting into the four identical CCDs. The calibration of the
coherent image sensor is critical for high-quality 3D image capture. Zhang's camera calibration
method is employed to achieve precise alignment, determining the rotation matrices and



translation vectors for each CCD*°. Figure S2 illustrates the alignment performance. Figure S2a
shows a chessboard image captured by each CCD. Binarization and calibration are then
performed using the determined rotation matrices and translation vectors, as shown in Figure
S2b. An XOR operation is applied to the pairs of the binarized images to detect misaligned
pixels, with the results presented in Fig. S2c. The white pixels in the XOR results indicate the
misalignments. The misalignment ratios are calculated to be 1.99%, 1.58%, and 1.54%. These
small ratios indicate a good alignment.

Experimental set-up

In the experiment, a target to be imaged is placed at a distance as far as 30.5 m. A narrow-
linewidth fiber laser (NKT Photonics Koheras BASIK E15) is used to generate a CW optical
signal at a wavelength of 1550 nm. The optical signal is modulated at a Mach-Zehnder
modulator (MZM, Fujitsu FTM7937EZ) driven by a stepped-frequency microwave signal from a
microwave source (Keysight N5182B). The stepped-frequency microwave signal has a
frequency ranging from 0.1 to 6 GHz with a frequency step size as small as 1.97 MHz. Each
frequency has a temporal duration of 6.7 ms. After power amplification using an erbium-doped
fiber amplifier (EDFA, Amonics AEDFA-PA-35-B-FA), the modulated optical signal is split
into two paths: the probe signal and reference signal. The probe signal has a power of 15.86 mW
and the reference signal has a power of 14.12 pW.

At the receiver, a lens with a focal length of 500 mm (LBTEK MCX10621-C) is used to collect
the echo signal, corresponding to a field of view (FOV) of 0.72° x 0.58°. The coherent image
sensor is leveraged to capture the image, which consists of a free-space optical hybrid and four
short-wave infrared CCD cameras with a pixel of 320 x 256 (Xenics Bobcat-320-GigE-400Hz).

Data availability: The authors declare that the data supporting the findings of this study are
available within the paper and its Supplementary Information. The experimental data generated
in this study are deposited in Figshare at https://doi.org/10.6084/m9.figshare.30948620.
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Table 1. Performance comparison of recent 3D solid-state LIDAR imaging systems

Reference Method Sensor Pr(?g'mS')O : Iz'r(r)]v\\//s)r R?mn?e Pixels r;:t:)a(rr_'i) S('Ii?)rt]sr:‘l};
202273 FMCW  OPA NA 400 35 154x20 10 33
2024 FMCW  OPA 55 NA 35  400x18 1 10
2018% ToF SPAD 47 1125 6.5 192x2 25 10
2019% ToF SPAD 50 50 126x144 30 544
202128 ToF SPAD NA 10  128x128 NA NA
20173 PM CCD <4 35 173 512x512 NA NA
2020%° PM CCD 44 50 15  640x480 2 614

Thiswork SF-CD  CCD 0.47 1586 30.5 320%256 10 819

FMCW: frequency-modulated continuous wave. ToF: time of flight. PD: photodetector. BPD:
balanced photodetector. OPA: optical phased array. SPAD: single-photon avalanche diode. PM:
polarization modulation. CCD: charge-coupled device. SF-CD: stepped-frequency + coherent

detection.



Fig. 1. Flash coherent CCD 3D imaging system. a, Schematic of the 3D imaging system.
MZM: Mach-Zehnder modulator. L: lens. P: polarizer. QWP: quarter-wave plate. NPBS: non-
polarized beam splitter. PBS: polarized beam splitter. CCD: charge-coupled device. b, Principle
of the imaging system. f,: frequency of the microwave signal. A and A.: amplitude of the local
and echo optical signal. A A.: multiplication component. U : integrated term derived from the
multiplication component. T, : exposure time of each frame.
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Fig. 2. Coherent processing for 3D imaging. a, Photograph of a staircase target model. b, Raw
image captured by each CCD. ¢, Recorded output voltages of the selected pixel. d, Zoom-in view
of the recorded output voltages. e, Temporal profile of the integrated term after coherent
processing. f, Calculated frequency components. g, Recovered the depth information at the
selected pixel. h, Calculated fundamental frequencies across a row of the pixels along the dashed
red line shown in a. i, Recovered depth information. j, Reconstructed 3D image.
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Fig. 3. 3D imaging results of a traffic scene model. a, Photograph of the traffic scene model. b,
Reconstructed 3D image of the model. ¢, Side view of the 3D image. d, Occurrences at various
depths. e, Front view of the 3D image. f, Recovered 2D image of the model using a 2D
reconstruction algorithm.
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Fig. 4. Range precision analysis and frame rate evaluation. a, 3D Imaging result with a planar
target placed at 30.5 m. b, Depth distribution histogram. ¢, Theoretical (blue) and measured (red)
precisions comparison as the planar target distance increases. d, Theoretical precision when the
bandwidth of the probe signal is increased from 6 GHz to 30 GHz, and the target is located at the
distance from 30 m to 240 m. The probe optical power is set to be 15.86 mW. e, 3D images of a
BIT alphabet model are generated at a data acquisition time of 0.10s, 0.25s, 0.50s, 1.0s, 2.0s,
5.0s, 10.0s and 10.0s with air turbulences. f, Measured precision with different frame counts.
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Fig. 5. Interactive 3D reconstruction of a bust sculpture. a, Photograph of a bust sculpture. b,
3D image of the bust sculpture at the initial orientation. ¢, Virtual bust sculpture from various

perspectives.
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A solid-state flash 3D imaging system is demonstrated using stepped-frequency modulation and CCD-based
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