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Development andvalidationof a simplified
time-dependent interpretable machine
learning-based survival model for older
adults with multimorbidity
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Multimorbidity elevates late-life mortality, yet existing tools remain complex. Using two nationally
representative Chinese cohorts—the Chinese Longitudinal Healthy Longevity and Happiness Family
Study (CLHLS-HF; n = 8675) and the China Health and Retirement Longitudinal Study (CHARLS,
n = 4171)—we developed and externally validated a simplified, time-dependent, interpretable survival
model. A four-stage feature-selection pipeline (univariate Cox, L1-penalized Cox, multi-model
importance with 100 bootstraps, and cumulative performance) identified four routinely available
predictors: age, BMI, and cooking and toileting abilities. Among five algorithms, a parsimonious Cox
model performed best (C-index 0.7524 internal; 0.7104 external) with a favorable time-Brier Score
(0.1417; 0.1157), good calibration, decision-curve net benefit, and subgroup fairness. Time-
dependent permutation importance confirmed age as dominant, toileting ability as short-term, and
cooking ability as mid- to long-term contributors, while BMI showed modest, stable effects.
Implemented as the M-SAGE online tool, this four-item model enables rapid, interpretable mortality
risk stratification and supports individualized interventions for older adults with multimorbidity.

Multimorbidity, defined as the coexistence of two or more chronic condi-
tions within an individual, has dramatically increased among older adults
globally, posing critical challenges topublic health systems1,2. A recentmeta-
analysis reported that the prevalence of multimorbidity among Chinese
older adults exceeds 30% and rises steeply with advancing age3. Besides
elevating all-cause mortality, multimorbidity drives high healthcare
expenditures, long-term care demands, and financial stress for families4–6.
Evidence suggests that early, comprehensive interventions, such as lifestyle
modification, medication optimization, and functional training, can miti-
gatemortality and functional decline in older adults withmultimorbidity7–9.
Consequently, precise yet user-friendly survival prediction tools are essen-
tial to identify high-risk individuals, guide personalized interventions, and
optimize resource allocation.

Currently, survival prediction for older adults with multimorbidity
predominantly relies on traditional statistical methods10,11. External vali-
dation studies of commonly used 1-yearmortality scores reportedmoderate
predictive performance (C-index: 0.62–0.69), insufficient for clinical
utility12,13. Traditional models struggle to capture the complex, non-linear
associations and interactions among high-dimensional health

characteristics, restricting their generalizability14. While machine learning
algorithms offer advantages in handling complex data, existing research has
been constrained by single models, small sample sizes, lack of external
validation, and time-dependent effects are seldom explored10,15. In primary
care or resource-limited settings, an excessive number of predictors
increases data-collection burden and impedes model deployment16,17.
Achieving high predictive accuracy with a concise set of easily accessible
variables would substantially enhance clinical feasibility18,19. Therefore,
constructing streamlined survival prediction models with robust predictive
performance for older adults with multimorbidity is critical for enhancing
the models’ practical utility.

Moreover, integrating time-dependent interpretability into survival
models allows dynamic quantification of the contributions of predictors
across survival periods, providing quantitative evidence for stage-specific
interventions20. To our knowledge, rigorously validated survival models
combining simplified variables with time-dependent interpretability for
older adults with multimorbidity remain scarce.

Therefore, our study aimed to develop and externally validate a
minimalist machine learning-based survival prediction model with high
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discrimination, robust calibration, time-dependent interpretability, and
simplicity for older adults with multimorbidity. Using two nationally
representative cohorts of Chinese older adults, the Chinese Longitudinal
Healthy Longevity and Happy Family Study (CLHLS-HF) and the China
Health and Retirement Longitudinal Study (CHARLS), a four-stage feature
selection strategy was employed to minimize redundancy and enhance
model stability.We also applied time-dependent interpretabilitymethods to
elucidate the dynamic contributions of key predictors across different sur-
vival intervals. The resulting online tool (M-SAGE) could offer a cost-
effective and easily deployable solution for personalized risk stratification
and phased interventions among older adults with multimorbidity.

Results
Study cohorts
This study enrolled 8675 older adults with multimorbidity (at least 2 of
14 specified chronic conditions, see Supplementary Table S1) in the
development cohort (CLHLS-HF) and 4171 in the external validation

cohort (CHARLS). A detailed sample-selection flowchart is presented
in Fig. 1.

For the development cohort, the average age was 85.80 ± 11.05
years, with 55.07% being female, and an average of 2.94 conditions at
baseline. The survival rates at 1-year, 5-year, and 10-year were 87.42%
(95% confidence intervals [CI]: 86.73–88.12), 48.20% (95% CI:
47.11–49.32), and 26.29% (95% CI: 25.10–27.53), respectively, and the
median survival time was 4.74 years (95% CI: 4.58–4.90), with
themedian follow-up time being 9.85 years (95%CI: 9.70–9.89). For the
external validation cohort, the average age was 71.16 ± 5.92 years, with
50.92% being female, and an average of 2.82 conditions at baseline. The
1-year and 5-year survival rates were 95.76% (95%CI: 95.15–96.37) and
84.28% (95% CI: 83.17–85.40), respectively, with a median follow-up
time being 9.01 years (95% CI: 9.01–9.01).

Comparedwith the external validation cohort (Table 1), participants in
the development cohort were substantially older (85.80 ± 11.05 vs
71.16 ± 5.92 years; Standardized mean difference [SMD] = 1.65), with a

Fig. 1 | Sample selection process for CLHLS-HF and CHARLS.
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lower married status (37.26% vs 74.51%; SMD= 0.810), and a higher pro-
portion of illiteracy (59.39% vs 49.58%; SMD= 0.198). The two cohorts also
differed systematically (SMD> 0.20) in psychological status, lifestyle,
activities of daily living (ADL) limitations, and chronic conditions, under-
scoring pronounced heterogeneity between the data sources. Within the
development cohort, baseline characteristicswerewell balancedbetween the
training and internal test subsets, with SMDs for almost all variables below
0.05 (Supplementary Table S2).

As depicted in Fig. 1, 2243 older adults with multimorbidity in the
CLHLS-HF were excluded owing tomissing follow-up data, resulting in an
attrition rate of 20.54%. Compared with the retained development cohort
(Supplementary Table S3), the excluded participants exhibited several
moderate baseline imbalances (SMD= 0.20–0.35). In the CHARLS, 219
respondents were lost to follow-up (attrition rate = 0.49%). Compared with
the validation cohort (Supplementary Table S4), the excluded samples from
CHARLS were disproportionately urban residents, native birth, carried a
higher multimorbidity count, and exhibited more pronounced ADL
limitations.

Table 1 | Baseline characteristics comparison between
CLHLS-HF and CHARLS

Variables CLHLS-
HF (N = 8675)

CHARLS
(N = 4171)

SMD P

Age 85.80 (11.05) 71.16 (5.92) 1.653 <0.001

Gender (%) 0.083 <0.001

female 4777 (55.07) 2124 (50.92)

male 3898 (44.93) 2047 (49.08)

Residence (%) 0.044 0.069

urban 1623 (18.71) 831 (19.92)

town 1962 (22.62) 878 (21.05)

rural 5090 (58.67) 2462 (59.03)

Region (%) 0.876 <0.001

eastern 3545 (40.86) 1201 (28.79)

central 2219 (25.58) 1191 (28.55)

western 2292 (26.42) 298 (7.14)

northeastern 619 (7.14) 1481 (35.51)

Birthplace (%) 2.767 <0.001

native 7371 (84.97) 3988 (95.61)

outlander 1304 (15.03) 183 (4.39)

Education (%) 0.198 <0.001

illiteracy 5152 (59.39) 2068 (49.58)

literacy 3523 (40.61) 2103 (50.42)

Retirement benefit
(yes, %)

1732 (19.97) 898 (21.53) 0.039 0.040

Marital status (%) 0.810 <0.001

married 3232 (37.26) 3108 (74.51)

others 5443 (62.74) 1063 (25.49)

Life satisfaction 2.36 (0.81) 2.86 (0.72) 0.650 <0.001

Health status 2.75 (0.93) 3.36 (0.88) 0.675 <0.001

Feel fearfulness 0.99 (0.90) 0.40 (0.86) 0.663 <0.001

Feel loneliness 1.05 (0.96) 0.74 (1.11) 0.304 <0.001

Feel uselessness 1.83 (1.01) 1.23 (1.25) 0.521 <0.001

Feel unhappiness 1.25 (1.02) 1.28 (1.22) 0.031 0.998

Feel insomnia 0.55 (0.76) 1.24 (1.26) 0.666 <0.001

Sleep time 7.83 (2.38) 5.98 (2.07) 0.829 <0.001

Smoke (%) 1.125 <0.001

never 1529 (17.63) 2395 (57.42)

ever 5664 (65.29) 780 (18.70)

now 1482 (17.08) 996 (23.88)

Drink (%) 1.176 <0.001

never 1318 (15.19) 2433 (58.33)

ever 5932 (68.38) 863 (20.69)

now 1425 (16.43) 875 (20.98)

Active outdoor 2.04 (0.95) 2.52 (0.81) 0.549 <0.001

Active playcards 2.85 (0.49) 2.82 (0.52) 0.042 0.037

Active social 2.93 (0.35) 2.99 (0.13) 0.231 <0.001

Travel status (yes, %) 506 (5.83) 255 (6.11) 0.012 0.528

ADL bathing 0.37 (0.74) 0.12 (0.42) 0.413 <0.001

ADL dressing 0.22 (0.61) 0.06 (0.30) 0.341 <0.001

ADL toileting 0.17 (0.49) 0.11 (0.40) 0.140 <0.001

ADL gettingup 0.15 (0.46) 0.05 (0.27) 0.265 <0.001

ADL continence 0.08 (0.33) 0.06 (0.33) 0.058 <0.001

ADL eating 0.11 (0.40) 0.04 (0.24) 0.227 <0.001

Table 1 (continued) | Baseline characteristics comparison
between CLHLS-HF and CHARLS

Variables CLHLS-
HF (N = 8675)

CHARLS
(N = 4171)

SMD P

ADL shopping 0.68 (0.89) 0.25 (0.64) 0.550 <0.001

ADL cooking 0.69 (0.90) 0.24 (0.63) 0.582 <0.001

ADL washing 0.67 (0.89) 0.23 (0.61) 0.574 <0.001

ADL walking 0.82 (0.89) 0.40 (0.78) 0.503 <0.001

ADL carrying 0.78 (0.89) 0.34 (0.74) 0.533 <0.001

ADL crouching 0.89 (0.88) 0.37 (0.74) 0.645 <0.001

Tooth loss (yes, %) 3049 (35.15) 667 (15.99) 0.450 <0.001

SBP 137.43 (21.11) 141.35 (20.42) 0.189 <0.001

DBP 79.52 (11.56) 76.86 (10.76) 0.238 <0.001

HR 74.28 (8.97) 73.31 (8.52) 0.111 <0.001

Weight 50.70 (11.02) 56.22 (10.43) 0.514 <0.001

Height 156.53 (9.77) 155.73 (8.14) 0.089 <0.001

BMI 20.61 (3.65) 23.11 (3.47) 0.704 <0.001

Length of upper arm 50.09 (7.18) 33.53 (2.34) 3.100 <0.001

Height knee 46.76 (7.20) 47.16 (3.26) 0.072 <0.001

Hypertension (%) 8591 (99.03) 2914 (69.86) 0.879 <0.001

Diabetes (%) 1098 (12.66) 527 (12.63) 0.001 0.972

Heart disease (%) 2148 (24.76) 1155 (27.69) 0.067 <0.001

Stroke or CVD (%) 1493 (17.21) 273 (6.55) 0.334 <0.001

Pulmonary
diseases (%)

2241 (25.83) 1206 (28.91) 0.069 <0.001

Glaucoma (%) 655 (7.55) 159 (3.81) 0.162 <0.001

Cancer (%) 427 (4.92) 62 (1.49) 0.196 <0.001

Gastric or Duodenal
ulcer (%)

1128 (13.00) 1385 (33.21) 0.494 <0.001

Cognitive
impairment (%)

1632 (18.81) 217 (5.20) 0.428 <0.001

Arthritis or
Rheumatoid (%)

3690 (42.54) 2266 (54.33) 0.238 <0.001

Hepatobiliary
disease (%)

891 (10.27) 247 (5.92) 0.160 <0.001

Dyslipidemia (%) 726 (8.37) 783 (18.77) 0.307 <0.001

Epilepsy (%) 351 (4.05) 152 (3.64) 0.021 0.271

Kidney disease (%) 439 (5.06) 437 (10.48) 0.203 <0.001

Multimorbidity count 2.94 (2.31) 2.82 (1.10) 0.064 <0.001
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Feature selection process
Utilizing a four-stage feature-selection framework (preliminary screening,
regularized refinement, multi-model feature importance ranking, and
cumulative performance evaluation), we identified an optimal, compact
predictor set. First, utilizing univariate Cox proportional hazards regression
(Coxph), we identified 53 potential features (Supplementary Table S5).
Subsequently, 28 featureswere retained using an L1-penalizedCoxph (Cox-
LASSO) with λ1se (Supplementary Fig. S1). The correlation heatmap indi-
cates generally low residual correlations among most predictors (Supple-
mentary Fig. S2). Third, we ranked feature importance with four survival
algorithms, each refit with 100 bootstrap replications to obtain stability-
aware rankings (Supplementary Fig. S3). Rankings were highly concordant
across algorithms: age, cooking ability, and body mass index (BMI) con-
sistently appeared in the top three for Coxnet, GBM, and XGBoost, while
RSF likewise prioritized age and cooking ability. Fourth, the top-k cumu-
lative performance curves for each survival algorithm revealed a marginal-
gain elbow at k = 3 for GBM and Coxnet (age+ cooking ability+ BMI),
whereas XGBoost exhibited a statistically significant additional gain when
toileting ability was added to the top-three set (k = 4) (Supplementary Figs.
S4 andS5).Accordingly, the top four features (age, cooking ability, BMI, and
toileting ability), as indicated by the XGBoost ranking, achieved the highest
performance and the best parsimony-stability trade-off for the simplified
survival model (Supplementary Fig. S6).

To evaluate the robustness of the four-stage feature-selection frame-
work, we conducted two sensitivity analyses. First, a direct Cox-LASSO
approach retained more candidates but did not yield a significant gain in
predictive performance (ΔC-index = 0.0014, P = 0.140), supporting the
utility of an initial univariable Cox pre-screen. Second, compared with
performing feature-importance rankingdirectly on the full feature set across
the four algorithms, our four-stage feature-selection framework achieved a
superior parsimony-performance trade-off (Supplementary Table S6
and Fig. S7).

Internal and external validation
Among the five survivalmodels constructed using the top 4 features (Table
2, detailed inter-model performance comparison in Supplementary Table
S7, 8), the Coxph model yielded optimal predictive performance in the
internal testing set, achieving a Harrell’s concordance index (C-index) of
0.7524 (95% CI: 0.7519, 0.7529), the highest time-dependent area under
the receiver operating characteristic curve (time-AUC) of 0.7879 (95%CI:
0.7873, 0.7885) and the lowest time-dependent Brier Score (time-BS) of
0.1417 (95% CI: 0.1415, 0.1419), which was comparable to Coxnet and
GBM (P > 0.05), but significantly superior to XGBoost and Stacking
(P < 0.001). Decision curve analysis (DCA) demonstrated net benefits for
Coxph andCoxnet across a broad range of probability thresholds (Fig. 2A).
In external validation, the Coxph model maintained good performance,

with a C-index of 0.7104 (95% CI: 0.7097, 0.7111), time-AUC of 0.6568
(95% CI: 0.6561, 0.6576), time-BS of 0.1157 (95% CI: 0.1155, 0.1159), and
yielded significant net benefits (Fig. 2B), supporting robustness and gen-
eralizability across datasets. Calibration curves at multiple time points
(1-, 3-, 5-, and 10-year) indicated good agreement between predicted and
observed risks in both the internal testing and external validation sets
(Fig. 2C, D). Several sensitivity analyses further supported our findings
(Supplementary Table S9–11).

The time-dependent receiver operating characteristic (ROC) analysis
yielded area under the receiver operating characteristic curves (AUROC) of
0.776, 0.834, and 0.917 at 1, 5, and 10 years in the testing set, and 0.784 and
0.745 at 1 and 5 years in the validation cohort, demonstrating robust short-
term and acceptable mid-term discrimination (Supplementary Fig. S8).
Using the optimal probability threshold derived from the training set, we
stratified both testing and validation sets into high- and low-risk groups
(Fig. 2E, F, SupplementaryTable S12).The5-year survival rates forhigh-risk
groups were 26.77% (95%CI: 24.51%, 29.24%) in the testing set and 45.95%
(95% CI: 41.14%, 51.33%) in the validation set, whereas the rates exceeded
75% in the low-risk groups (testing set: 78.60%, 95% CI: 76.04%, 81.24%;
validation set: 88.07%, 95% CI: 87.04%, 89.12%).

Restricted cubic splines (RCS) analysis revealed a non-linear S-shaped
increase in mortality risk with age, crossing the reference line (hazard ratio
[HR] = 1) at 86 (Fig. 3A). BMI exhibited an inverse J-shaped relationship:
risk rose below 19, reached its nadir around 25 (HR = 0.8), and then gra-
dually increased again beyond (Fig. 3B). Kaplan–Meier curves stratified by
ADL functioning scores (0 = without assistance, 1 = needing partial assis-
tance, 2 = needing full assistance) showed significant survival differences in
both cooking ability (log-rank = 810.48, P < 0.001, Fig. 3C) and toileting
ability (log-rank = 548.30, P < 0.001, Fig. 3D). Participants with no assis-
tance needs had the longest median survival (cooking: 7.68 years, 95% CI:
7.34–8.18; toileting: 5.58 years, 95% CI: 5.19–5.95).

Time-dependent interpretation analyses
Utilizing permutation-based variable-importance analysis with two time-
dependent loss functions (Brier Score and 1-AUC), we dynamically
quantified each feature’s contributions across the survival horizon
(Fig. 3E, F). Age remained the dominant predictor throughout, with the
AUC decreased by 0.1399 at 1 year and 0.1645 at 5 years when age was
permuted. It also yielded the highest Brier Score in the 5–10-year interval.
Toileting ability of ADL was the second-most influential factor within 1
year (AUC loss: 0.0192) but declined steadily thereafter. In contrast, the
cooking ability of ADL gained influence over time, surpassing toileting at
5 years (AUC loss: 0.0245 vs. 0.0079). BMI consistently exerted the
smallest and most stable effect (AUC loss < 0.0055). The time-dependent
feature importance rankings were identical under both loss functions,
underscoring the robustness.

Table 2 | Performance of survival models in CLHLS and CHARLS

Models C-index (95% CI) Time-AUC (95% CI) Time-BS (95% CI)

Development cohort (CLHLS, internal validation)

Coxnet 0.7529 (0.7524, 0.7534) 0.7874 (0.7868, 0.7880) 0.1445 (0.1443, 0.1446)

GBM 0.7524 (0.7519, 0.7529) 0.7873 (0.7867, 0.7880) 0.1637 (0.1634, 0.1639)

XGBoost 0.7512 (0.7507, 0.7517) 0.7839 (0.7832, 0.7845) 0.1870 (0.1867, 0.1872)

Coxph 0.7524 (0.7519, 0.7529) 0.7879 (0.7873, 0.7885) 0.1417 (0.1415, 0.1419)

Stacking 0.7515 (0.7510, 0.7520) 0.7862 (0.7856, 0.7869) 0.1728 (0.1726, 0.1731)

Validation cohort (CHARLS, external validation)

Coxnet 0.7092 (0.7085, 0.7100) 0.6561 (0.6553, 0.6568) 0.1213 (0.1212, 0.1215)

GBM 0.7025 (0.7017, 0.7032) 0.6484 (0.6476, 0.6491) 0.1184 (0.1180, 0.1188)

XGBoost 0.6943 (0.6936, 0.6951) 0.6446 (0.6438, 0.6454) 0.1204 (0.1201, 0.1207)

Coxph 0.7104 (0.7097, 0.7111) 0.6568 (0.6561, 0.6576) 0.1157 (0.1155, 0.1159)

Stacking 0.7092 (0.7085, 0.7099) 0.6549 (0.6542, 0.6557) 0.1625 (0.1621, 0.1629)
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Fairness analysis
As shown in Supplementary Table S13, no significant interactions were
observed between the sensitive attributes (gender and multimorbidity
count) and the predicted survival probabilities. Moreover, stratified

analyses revealed no meaningful differences in prediction performance
across subgroups (Supplementary Table S14). Including these sensitive
attributes in the optimal model, therefore, did not materially affect the
outcomes (Supplementary Table S15). These findings indicate that the

Fig. 2 | Performance comparison of the survival machine learning models in
CLHLS-HF and CHARLS. Decision Curve Analysis (DCA) of models in CLHLS-
HF (A) and CHARLS (B); Calibration curves (1, 3, 5, and 10 years) for the optimal

survival model (Coxph) in CLHLS-HF (C); Calibration curves (1, 3, and 5 years) for
Coxph in CHARLS (D); Kaplan–Meier curves of high- and low-risk groups in
CLHLS-HF (E) and CHARLS (F).
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Fig. 3 | Interpretability analysis of the optimal Coxph model. (A, B) Non-linear
association of age and BMI with all-cause mortality using restricted cubic splines;
(C,D) Survival differences across functional levels of cooking and toileting abilities
in activities of daily living by Kaplan–Meier curves; (E, F) Time-dependent

permutation importance of model prediction, evaluated using brier score (E) and
1-AUC (F) loss functions. Higher values denote greater feature importance at that
time point.
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model achieved fairness with respect to both gender and multi-
morbidity count.

Online tool application
As shown in Fig. 4, the M-SAGE (Survival Assessment for Geriatric
Efficiently on Multimorbidity) was developed for personalized
prognostic survival assessment (https://juinzhu.shinyapps.io/Survival_
multimorbidity/).

Discussion
This study offers dual contributions. First, we developed and externally
validated a simplified time-dependent interpretable survival prediction
model specifically designed for older adults with multimorbidity. Second,
the online tool (M-SAGE), incorporating only four easily accessible pre-
dictors, demonstrated good predictive performance and practical utility in
supporting early risk identification and personalized intervention strategies.

Despite growing interest, rigorous prognostic research on mortality
among older adults with multimorbidity remains scarce. A recent sys-
tematic reviewof 27 studies found thatmost publishedmodels incorporated
more than 10 predictors and relied heavily on laboratory indices or detailed
functional scales rarely available in routine primary care10. Furthermore,
over 80% employed logistic regression or conventional Cox methods,
achieved only median C-indices and were rarely externally validated, lim-
iting real-world applicability10,11. Our study designed a four-stage feature-
selection framework that balances parsimony and accuracy. Using a com-
mon candidate pool, the feature rankings converged across algorithms: age,
cooking ability and BMI consistently occupied the top three positions for
Coxnet,GBM, andXGBoost,while RSF likewise prioritized age and cooking
ability. This cross-algorithm concordance suggests that these features were
not artifacts of any single model’s inductive bias but reflect robust deter-
minants of survival. Based on the top-k cumulative performance curves, the
triad of age, cooking ability, and BMI captured the principal gains in dis-
crimination. Moreover, XGBoost exhibited a marked marginal improve-
ment when toileting ability was added, indicating that this item contributed
complementary information. Guided by these results, we retained four
routinely obtainable predictors: age, BMI, cooking ability and toileting
ability. The resulting model achieved a C-index of 0.7524 (internal) and
0.7104 (external), outperforming previously reported 1-year mortality

scores for older adults with multimorbidity (C-index: 0.62–0.69)12,13.
Deployed as the lightweightM-SAGE online tool, the model provides rapid
risk estimates and intuitive visualizations, offering a cost-effective, deploy-
able solution formortality risk stratification in resource-constrained settings
and enabling more proactive, personalized geriatric care.

Time-dependent interpretability analyses further revealed that pre-
dictor contributions varied across the survival horizon. Age, a non-
modifiable factor, remained the most critical feature across the entire sur-
vival and exhibited a non-linear S-shaped relationship with mortality,
aligning with previous studies15,21,22. RCS analysis demonstrated a pro-
gressive rise inmortality risk after age 80, with theHR exceeding 1 at age 86,
implying that preventive efforts should target the 65–85-year window to
maximize intervention benefits, such as modifiable chronic condition
management, ADL enhancement, and individualized nutritional optimi-
zation. In contrast, for individuals aged 86 and older, care entered a sup-
portive phase, with residual function preservation, fall prevention,
environmental adaptation and assistive device provision, and timely
initiation of advance care planning. For modifiable factors (ADL, BMI),
while ADL total scores are widely used in mortality prediction23,24, few
studies have explored the distinctive impact of specific ADL items. Our
findings revealed that toileting ability was more predictive of short-term
survival, whereas cooking ability had a greater influence in predicting
medium- to long-term outcomes. Toileting ability reflects core physical
capacity and self-care autonomy25, while cooking ability represents higher-
order functions requiring cognition and coordination26,27. Impairment in
either functionmay indicate broader healthdeterioration, commonly linked
to chronic conditions, frailty, and long-term care needs, which are known as
risk factors for mortality28–30. Notably, loss of toileting ability may signal
severe physiological decline and shortened survival. Therefore, routine
monitoring and targeted support for these two essential functions, such as
nutritional counseling, physiotherapy, social assistance, and home-
environment adaptation, could help delay functional decline, improve
qualityof life, andmay reducemortality risk31. Inaddition, BMI exhibited an
inverted J-shaped association with mortality, with the lowest risk range of
19–25. This finding accords with prior evidence suggesting that the optimal
BMI forolder adultsmay fallwithin theoverweight ormildly obese category,
underscoring the importance of bidirectional nutritional strategies that
guard against both under- and overnutrition32,33. Taken together, these

Fig. 4 | Screenshot of the interpretable survival prediction tool for older adults with multimorbidity (M-SAGE).

https://doi.org/10.1038/s41514-025-00308-y Article

npj Aging |           (2026) 12:10 7

https://juinzhu.shinyapps.io/Survival_multimorbidity/
https://juinzhu.shinyapps.io/Survival_multimorbidity/
www.nature.com/npjamd


findings raise the plausible hypothesis that functional dependence and
nutritional status may act as mediators linking multimorbidity to mortality
risk, a pathway that warrants dedicated investigation. Overall, preserving
essential daily-living functions, maintaining appropriate nutritional status,
and implementing timely, individualized interventions appear pivotal for
mitigating mortality among older adults with multimorbidity.

Conducting fairness analysis is indispensable for detecting and miti-
gating predictive bias when deploying survival models in real-world prac-
tice. It reconciles purely data-driven feature selection with clinically critical
stratification factors, thereby safeguarding the model’s generalizability and
clinical utility across heterogeneous individuals. Prior studies have high-
lighted that both gender and multimorbidity count substantially influence
mortality risk among older adults with multimorbidity4,34. Our findings
indicated that the model neither systematically over- nor under-estimated
mortality risk across gender or multimorbidity count, thereby satisfying
established principles of group fairness.

Nonetheless, several limitations warrant mention. First, the CHARLS
dataset lacked exact death dates, requiring median imputation, which may
affect survival time estimation. Future work will employ multiple-
imputation or interval-censoring methods to assess the robustness of this
assumption. Second, our model did not incorporate certain important
variables, such as frailty, multimorbidity trajectory, genetic markers, or
environmental factors35,36. Integrating multimodal data may further
enhance predictive performance. Third, the lack of cause-specific mortality
restricted our ability to build disease-specific survival models. Fourth, par-
ticipants from the CLHLS-HF experienced attrition exceeding 20%, and
retained several baseline imbalances, whereas loss to follow-up in CHARLS
was under 5%. These discrepancies may introduce selection bias and,
therefore, warrant caution when extending the model to a population with
different retention profiles. Finally, although M-SAGE has been deployed,
its routine clinical use still faces several critical challenges: achieving
seamless data and interface integration, such as embedding ADL variables
and the tool itself within electronicmedical-record systems; improving end-
users’ grasp of the model’s time-dependent interpretability outputs; and
coordinating cross-departmental implementation of age-specific interven-
tion strategies. Future workwill aim to integrate the application into clinical
workflows.

This study developed and validated a simplified survival-prediction
model for older adults with multimorbidity that combines well-predictive
performance with transparent, time-dependent interpretability. Leveraging
a concise set of routinely collected variables, the model can be rapidly
deployed in primary-care settings, and its dynamic explanations help guide
the timing of interventions and the tailoring of management strategies.
Moreover, our accessible online tool supports the early identification of
high-risk individuals, enabling precise, targeted interventions that promote
healthy ageing.

Methods
Study design and data source
This study followed the Transparent Reporting of a Multivariable
Prediction Model for Individual Prognosis or Diagnosis (TRI-
POD)+ AI statement37. A prospective, dual-cohort design was
adopted: the survival prediction model was developed and internally
validated in the CLHLS-HF38 and externally validated in the
CHARLS39. Both cohorts are nationally representative, community-
based longitudinal studies that conduct follow-ups every 2–4 years
and systematically collect sociodemographic, lifestyle, psychological,
functional, and physical health data. CLHLS-HF, launched in 1998,
targets individuals aged 65 and older, while CHARLS, initiated in
2011, enrolls adults aged 45 and above. Both cohorts received ethical
approval from the Biomedical Ethics Committee of Peking University
(CLHLS-HF: IRB0000105213074, CHARLS: IRB0000105211015). All
participants or their legal representatives provided written informed
consent to indicate their willingness to participate in the CLHLS-HF
and CHARLS. This study was performed in line with the principles of

the Declaration of Helsinki. Given that all data were de-identified
before analysis, no additional ethical approval was required.

Study population
Participants were eligible if they were aged 65 and older at baseline, had at
least 2 of 14 specified chronic conditions, and had a complete survival
outcome1,40. Individuals with missing data on any of the 14 conditions were
excluded. Given CLHLS-HF began recording additional conditions (e.g.,
arthritis or rheumatism) since 2008, we merged the 2008, 2011, and 2014
waves, removed duplicates, and treated the combined dataset as the baseline
of the development cohort, with follow-up until 201815,41. For external
validation, data from the 2011, 2013, and 2015 waves from CHARLS were
similarly merged (duplicate records removed) and follow-up extended
to 2020.

The final analytical sample included 8675 older adults with multi-
morbidity in the development cohort (37516.70 person-years) and 4171 in
the external validation cohort (26122.37 person-years).

Survival outcome
The primary outcome was all-cause mortality, including survival time and
status. Survival time was defined as the interval from enrollment to death,
last follow-up, or the end of the study, whichever came first. Information on
mortality was confirmed by family members or close relatives. Since
CHARLS did not provide exact dates of death, the death date was
approximated as the midpoint between the last two waves42.

Predictors
Drawing on established evidence and consensus in geriatrics and multi-
morbidity regarding mortality outcomes, we first prioritized core domains
including sociodemographic, lifestyle, and anthropometrics21,23. Aligned
with scalability in primary care and resource-constrained settings, we
focused on low-cost, non-invasive information and deliberately avoided
reliance on laboratory or imaging indices. To ensure cross-cohort com-
parability and enable external validation, all candidate variables were har-
monized and consistently coded in both CLHLS-HF and CHARLS with
controlled missingness. Accordingly, we assembled an initial candidate set
of 58 baseline variables spanning sociodemographic, lifestyle, ADL, psy-
chological, physical function, and health conditions.

Sociodemographic factors included age, gender, residence, birthplace,
residential region, marital status, education, and retirement benefits. Age
was determined based on self-reported birth dates and verified through
family member accounts, genealogical records, ID cards, and household
registrationbooklets.Genderwas categorized asmale and female. Residence
included urban, town and rural areas. Birthplace was classified as native or
outlander. Residential region was categorized into Eastern China (Beijing,
Tianjin,Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong,
and Hainan), Central China (Shanxi, Anhui, Jiangxi, Henan, Hubei, and
Hunan), Western China (Inner Mongolia, Guangxi, Chongqing, Sichuan,
Guizhou, Yunnan, Tibet, Shaanxi, Gansu, Qinghai, Ningxia, and Xinjiang),
and Northeastern China (Heilongjiang, Jilin, and Liaoning), according to
geographical, climatic, and dietary differences. Marital status was classified
into married and other (widowed, divorced, separated, or never married).
Education was divided into illiteracy and literacy. Retirement benefits were
assessed by whether participants received retirement benefits when retired.

Lifestyle factors included smoking status, drinking status, traveling
status, and social involvement activities. Smoking and drinking status were
both categorized as never, ever, and current. Traveling status was deter-
mined based on whether the times or expenses exceeded zero in the past
year. Social involvement activity included outdoor activity, playing cards or
mahjong, and organized social activity, and each item was scored from 1
(almost daily) to 3 (not regularly or never). Higher score of each item
indicated poorer ability to engage in social involvement activity. Psycho-
logical factors included life satisfaction, self-rated health and personality
mood. Life satisfaction and self-rated health were both scored 1 (very good)
to 5 (very bad), with a higher score corresponding to worse life satisfaction
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or health status. Personality mood was assessed using five questions (fear-
fulness, loneliness, uselessness, unhappiness, insomnia) and scored from 0
(rarely ornone) to3 (most or always), respectively.Higher scoreof each item
indicated a more pessimistic personality or negative mood.

ADL contained basic ADL (BADL) and instrumental ADL (IADL).
BADL included fundamental skills (bathing, dressing, toileting, getting up,
continence, and eating) required to care for oneself, while IADL encompassed
more complex tasks (shopping, cooking, washing, walking, carrying, and
crouching) needed for independent living and daily life management in a
community. Each subscale of theADLwas scored from0 (without assistance)
to 1 (needing partial assistance) to 2 (needing full assistance), with a higher
score indicating greater physical disability. Each component of ADL was
directly incorporated into the models to explore the specific contribution.

Physical function included sleep time, tooth loss (yes or no), and
physical examination, which assessed systolic blood pressure (SBP), dia-
stolic blood pressure (DBP), heart rate, height, weight, BMI, upper arm
length, and knee height. Also,we included the 14 specific chronic conditions
and calculated the multimorbidity count from them.

Statistical analyses
All statistical analyses were conducted using R (version 4.2.3), andmachine
learning modeling was implemented using the “mlr3” package (version
0.18.0). Continuous variables were summarized as mean (standard devia-
tion), and categorical variables were presented as counts (percentage).
Baseline characteristics were compared across different samples using one-
way ANOVA orWilcoxon rank-sum test for continuous variables, and the
Chi-square test for categorical variables, including comparisons between the
development and validation cohorts, the training and testing sets, as well as
between the analytical samples (development and validation cohorts) and
their corresponding excluded samples (withdraw individuals). SMD was
used to assess baseline differences across samples. Pairwise correlations

among candidate predictors were assessed using Spearman’s rank correla-
tion (ρ), and the correlation matrix was visualized as a heatmap. Univariate
Coxph models were employed to evaluate the association between baseline
predictors and survival outcomes. The proportional hazards assumption of
the Cox model was assessed using Schoenfeld residuals. Overall survival
differencesweredeterminedwith theKaplan–Meier curve and log-rank test.
Multiple comparisons were adjusted using the Bonferroni correction, and a
two-sided P-value of <0.05 was considered statistically significant.

Data preprocessing
The workflow of model development and validation is illustrated in Fig. 5.
Thedevelopment cohortwas randomlydivided into training and testing sets
(7:3 ratio). Data preprocessing was performed separately for each dataset
and included outlier detection, missing value imputation using the “mis-
sForest” algorithm, standardization of continuous variables, and one-hot
encoding of categorical variables43.

Feature selection framework
To balance parsimony with predictive accuracy, we implemented a four-
stage, data-driven feature selection pipeline in the training set16–18. (1) Pre-
liminary screening: All 67 candidate features, derived from 58 baseline
variables, were evaluated in univariate Coxph regression. Features with
P < 0.10 were retained to eliminate obvious noise and curb overfitting. (2)
Regularized refinement: The retained features were reduced using Cox-
LASSO44. The optimal penalty (λ) was chosen via 10-fold cross-validated C-
index, attenuating multicollinearity and further reducing redundancy. (3)
Multi-model feature importance ranking: Feature importance was
quantified with four mainstream survival machine learning algorithms,
including Generalized Linear Model with Elastic Net Regularization Sur-
vival Learner (Coxnet)45, Survival Gradient Boosting Machine Learner
(GBM)46, Survival Random Forest SRC Learner (RSF)47, and Extreme

Fig. 5 | Workflow of the survival prediction model development and validation.
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Gradient Boosting Survival Learner (XGBoost)48. Each algorithm was
repeated 100 bootstrap replications to rank the top 10 feature stability. (4)
Cumulative performance evaluation: Following each algorithm’s impor-
tance ranking, features were added sequentially to construct survival
models. Using 5-fold cross-validation, five survival models (including the
above four and Coxph) were trained to evaluate the cumulative perfor-
mance. The smallest subset was selected with the optimal trade-off between
simplicity and performance.

To verify robustness, we conducted two complementary sensitivity
analyses. First, we compared “univariable Cox pre-screening+Cox-
LASSO” versus “direct Cox-LASSO”with respect to the selected feature sets
and downstream performance to assess whether pre-screening confers
additional de-noising benefits. Second, we contrasted feature-importance
ranking directly on the full feature set across the four algorithms (Coxnet,
GBM, RSF, and XGBoost), against our four-stage pipeline by examining
top-k cumulative performance curves, thereby testingwhether the proposed
framework achieves a superior parsimony-performance balance.

Model development
Based on the optimal feature set, we developed five survival models: Coxph,
Coxnet, GBM, XGBoost, and a Stacking model (using Coxph as the meta-
learner with Coxnet/GBM/XGBoost as base learners). Hyperparameters
were tuned using the Bayesian Optimization with Hyperband (BOHB)
coupled with 10-fold cross-validation on the training set49, using Harrell’s
C-index as the objective. Search spaces were defined as follows to balance
breadth and plausibility: for GBM, n.trees∈[10,2000], inter-
action.depth∈[1,15], shrinkage∈[0.01,0.10]; for Coxnet, α∈[0,1] and
nlambda∈[10,2000]; for RSF, ntree∈[10,2000], mtry∈[2,20], node-
size∈[1,20], and nsplit∈[1,20]; for XGBoost, max_depth∈[3,10],
nrounds∈[10,2000], eta∈[0.01,0.30], colsample_bytree∈[0,1], sub-
sample∈[0,1], and regularization parameters λ,α,γ∈[0,1]. The BOHB pro-
cedure adaptively allocated budget across configurations and folds,
converging to well-calibrated settings for each learner. Final selected
hyperparameters are reported in Supplementary Table S16.

Internal evaluation and external validation
Model performance was evaluated in the testing set from CLHLS-HF and
externally in the validation cohort from CHARLS. Discrimination was
assessed using C-index and time-AUC, with higher values indicating
superior performance.Calibrationwas assessedusing calibration curves and
time-Brier Score, with lower values denoting excellent calibration. All
metrics were calculated with 95% CI derived from 1000 bootstrap
resamples50.

To compare models, C-index differences were tested with the “com-
pareC” package, using the “compareC” function to perform a nonpara-
metric test for correlated C-indices on the same sample51. Time-AUC
differences were quantified with the “survcomp” package: Uno’s IPCW
AUC was estimated at prespecified time points, and compared between
models using a paired Wilcoxon signed-rank procedure52.

Clinical net benefit was evaluated using DCA53. Time-dependent ROC
curves were employed to evaluate prediction performance over 1, 5, and
10 years.

Risk stratification was performed by determining the optimal cut-off
threshold in the training set via the “survminer”package, andKaplan–Meier
curves with log-rank tests were applied to compare survival differences
betweenhigh- and low-risk groups in the testing andexternal validation sets.

Nonlinear associations between continuous predictors and survival
were examined using RCS in Coxph models, with the optimal number of
knots determined via Akaike information criterion. Survival differences
across categorical variables were evaluated using Kaplan–Meier curves and
log-rank tests.

Time-dependent interpretability analysis
Using the “survex” package, we applied time-dependent permutation
importance analysis to quantify the dynamic contribution of each feature

over the survival horizon54. For the optimal model, at each time t, we ran-
domly permuted one feature while holding others fixed, re-evaluatedmodel
performance with a standardized loss, and defined the importance as
lossperm – lossfull.Weused two time-dependent loss functions to captureboth
calibration and discrimination: the Brier score (a combined error metric)
and 1-AUC (a discriminative loss). Accordingly, we reported trajectories of
ΔBrier(t) and ΔAUC(t) to depict temporal contribution profiles, where
larger values indicate greater performance deterioration, and thus greater
importance at time t.

Fairness evaluation
To assess model fairness with respect to the sensitive attributes (gender,
multimorbidity count), we conducted a series of fairness analyses55.
First, we examined the interactions between each sensitive attribute and
the predicted survival probabilities56. Second, we evaluated model
performance separately within subgroups defined by these attributes57.
Third, we refitted the model by forcibly including the sensitive attri-
butes and recalculated the performance to quantify any changes
resulting from their inclusion56,57.

Online tool application
Following findable, accessible, interoperable and reusable (FAIR)
principles58, we developed an interactive online survival prediction tool
using the “shiny” package. The tool enables users to input individual-level
features and obtain personalized survival probabilities.

Sensitivity analyses
To test the robustness and generalizability of the optimal model, we con-
ducted several sensitivity analyses. We first restricted the analysis to parti-
cipants with complete data on all selected predictors. Second, for those with
any missing data in the assessment of the 14 specific chronic conditions,
each absence was assumed as “free of condition”, and the multimorbid
populationwas redefined accordingly. A total of 1147 additional individuals
were included to evaluatemodel generalizability. Third, considering that the
ADL score represents an incremental hierarchy of functional limitation, we
refitted the model treating ADL as an ordinal categorical variable to verify
the robustness of the estimates without imposing a linear-distance
assumption.

Additionally, to evaluate the potential violation of the proportional
hazards assumption, we further applied a Cox model with time-dependent
covariate interactions and an accelerated failure timemodel as an alternative
modeling strategy.

Data availability
The CLHLS-HF dataset is open to researchers with reasonable requests and
can be found at https://opendata.pku.edu.cn/dataverse/CHADS. The
CHARLS dataset is open to researchers with reasonable requests and can be
found at http://charls.pku.edu.cn. All the database includes anonymous
responses from all CLHLS-HF and CHARLS study respondents.

Code availability
Algorithms underpinning the simplified survival machine learning models
are available from the multi_survival repository at https://github.com/
juinzhu/multi_survival. Code for statistical analysis is available upon rea-
sonable request.
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