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Abnormal grain growth (AGG) in polycrystalline microstructures, characterized by the rapid and
disproportionate enlargement of a few “abnormal” grains relative to their surroundings, can lead to
dramatic, often deleterious changes in the mechanical properties of materials, such as strength and
toughness. Thus, the prediction and control of AGG is key to realizing robust mesoscale materials
design. Unfortunately, it is challenging to predict these rare events far in advance of their onset
because, at early stages, there is little to distinguish incipient abnormal grains from “normal” grains. To
overcome this difficulty, we propose two machine learning approaches for predicting whether a grain
will become abnormal in the future. These methods analyze grain properties derived from the spatio-
temporal evolution of grain characteristics, grain-grain interactions, and a network-based analysis of
these relationships. The first, PAL (Predicting Abnormality with LSTM), analyzes grain features using a
long short-term memory (LSTM) network, and the second, PAGL (Predicting Abnormality with GCRN
and LSTM), supplements the LSTM with a graph-based convolutional recurrent network (GCRN). We
validated these methods on three distinct material scenarios with differing grain properties, observing
that PAL and PAGL achieve high sensitivity and precision and, critically, that they are able to predict

future abnormality long before it occurs. Finally, we consider the application of the deep learning
models developed here to the prediction of rare events in different contexts.

Abnormal grain growth (AGG) is a ubiquitous phenomenon in both bulk
and thin-film polycrystals in which a minority of “abnormal” grains
enlarges rapidly relative to the surrounding “normal” grains. After some
time, the associated bimodal grain size distribution differs from the
skewed, mono-modal distribution observed in normal grain growth
(NGG)". AGG is a rare event’ and may be caused by various factors,
including local variations in the energies and/or mobilities of grain
boundaries, the presence of impurities (e.g., Ca in Al,03)’, and phase-like
boundary (i.e., complexion) transitions*®, which can endow certain grains
with a growth advantage. In many cases, the resulting heterogeneous
microstructures exhibit a degradation of mechanical properties, such as
hardness’, while, in other instances, AGG may be beneficial in mitigating
fracture® or in optimizing the magnetic properties of some steels’. Based
on these considerations, it would clearly be desirable to be able to predict
which grains in a microstructure will eventually become abnormal and to
make this prediction substantially in advance of abnormality. This cap-
ability would also reveal key microstructural features that are salient
precursors of AGG.

Unfortunately it is difficult to collect sufficient experimental AGG data
for use in predictive models. First, the processes that confer a growth
advantage on certain grains (e.g. the nucleation of boundary complexions)
are spatio-temporally random. Indeed, in a microstructural simulation with
pinning particles, Holm et al. estimated that approximately 1 in 22, 000
grains grows abnormally large'’. Second, the rapid growth of an abnormal
grain can obscure the precursors of its transition to abnormality, making the
transition process difficult to observe. Finally, despite recent advances in in-
situ observations of coarsening dynamics, particularly in transmission
electron microscopy (TEM) studies of metallic thin films", it remains
challenging to obtain enough grain growth data to draw statistically sig-
nificant conclusions about microstructural kinetics. In some cases (e.g.,
bright-field TEM images), delineating grain boundaries in microstructural
images is itself difficult owing to complex diffraction contrasts, and so
considerable effort is required to automate boundary detection' and find
abnormal grains.

While experimental data may be difficult to acquire in quantity,
summary observations about real systems can still inform generic predictive
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models. For example, Rios et al. identified deterministic and probabilistic
factors that contribute to the development of AGG from uniform grain size
distributions’. At about the same time, Bae et al. reported that AGG in
alumina is an extrinsic result initiated by impurities (e.g., silica) leading to
the formation of intergranular glass films and the sudden appearance of
abnormal grains, with experimental evidence showing an inverse relation-
ship between silica concentration and average grain sizes". Omori et al.
reported a crystal growth method that employs only a cyclic heat treatment
to obtain grains larger than a millimeter'. Finally, and more recently,
inspired by the use of extreme-value statistics to quantify rare events in allied
disciplines, Lawrence et al."” described a set of practical maps and metrics
that are useful in quantifying microstructural features that are associated
with AGG.

Given the difficulties in obtaining time-series data of evolving
microstructures from in-situ microscopy, it is useful to ask whether one
can predict AGG from synthetic microstructures that can be readily
generated from generic grain growth models. Such coarse-grained
descriptions are inherently simplified because they do not, for example,
directly model atomic-level processes, but they do, nevertheless, provide
useful insights into the physics underlying AGG. For example, simulations
based on phase-field methods produce accurate triple-junction angles'® as
well as kinetic and topological features'” of coarsening structures. In
addition, a model based on cellular automata was found to have topolo-
gical features that closely fit those of succinonitrile polycrystals'’. Other
simulative approaches to grain growth include a level-set finite element
method" and the Monte Carlo Potts model (MCP)™. Finally, motivated
by observations of complexion-transition-induced AGG in Eu-doped
MgAlLO,, these models have recently been generalized to include such
transitions” and, given their utility in linking boundary transitions and
subsequent grain growth, we employ them here.

Recently, deep learning techniques have been applied to model the
effect of normal grain growth in two dimensions. Notably, Yan et al. built
PRIMME, a physics-regularized interpretable machine learning model that
predicts the future shape and position of grains in a microstructure as they
coarsen under normal, isotropic grain growth. PRIMME produced pre-
dictions that resembled outcomes from MCP and phase-field simulations™.
Melville et al. improved on PRIMME with APRIMME, using an anisotropic
refinement to better predict coarsened appearances relative to MCP”. Yang
et al. proposed a recurrent neural network that extrapolates a coarsening
microstructure into the future, demonstrating similarity to phase-field
simulations™.

Based on these findings, it is clear that both microstructural simulation
and deep learning are able to reproduce many generic characteristics of
normal grain growth. Our aim here is different. We seek to predict whether a
selected grain will later become abnormal in an evolving microstructure.
The challenge associated with making this prediction can be seen in Fig. 1,
which illustrates the growth of a selected grain relative to a time sequence of
snapshots from a simulated microstructure. Our approach is to employ local
microstructural characteristics from a few early time steps in the three
dimensional (3D) simulation, as they relate to a selected grain (such as the
red grain in Fig. 1), to predict whether the grain will later become abnor-
mally large.

To address this problem, we have developed and evaluated the per-
formance of two deep learning models that will be shown to be capable of
predicting future abnormality in specific grains. The first method is based on
a long short-term memory (LSTM) network, called PAL (Predicting
Abnormality with LSTM), and the second method is an enhanced version of
PAL with a graph-based convolutional recurrent neural (GCRN) network in
addition to the LSTM, called PAGL (Predicting Abnormality with GCRN
and LSTM). PAGL represents the microstructure as an evolving graph that
is updated at a fixed frequency over the course of a simulation. As input,
both PAL and PAGL accept a grain of interest and five consecutive time
steps from an MCP simulation, and they produce a prediction as to whether
the grain will become abnormal in the future. The microstructural data used
here are generated with the aforementioned modified MCP with stochastic
complexion transitions occurring at individual grain boundaries and
attendant changes in boundary mobility that have been shown to produce
AGGZLZS.

In our analysis, we quantify how sensitively and precisely these
methods can predict whether a grain will become abnormal in the future. As
we are unaware of any comparable benchmarks, we compare the perfor-
mance of PAL and PAGL with each other. We also assess how far in advance
these methods can predict abnormality before it occurs in the simulation,
and examine the importance of each microstructural feature in making
these predictions effectively. The capabilities described here point to novel
applications in computed diagnostics that anticipate AGG in the future,
providing an early warning for materials processing and life-cycle evaluation
protocols. In the Discussion section, we explore the extension of the
methods described here to other rare event predictions.

Results

We begin with a short summary of the simulations, representations and
models used herein to describe AGG before highlighting the prediction of
grain abnormality. Additional details may be found in the Methods section.

Simulations, representations, and models

Simulations. PAL and PAGL are trained on snapshots of 3D MCP
simulations of spatially periodic 150 x 150 x 150 voxel microstructures
generated using a modified Q-state Potts model. We refer to it as a
“modified” MCP simulation because grain boundary phase (complexion)
transitions™ are modeled as stochastic events that enhance grain-
boundary mobility. Specifically, the simulation assumes that complex-
ions nucleate at random grain boundaries at a specified, temperature-
dependent rate and then spread to adjacent boundaries by a double-
adjacency mechanism, as proposed by Frazier et al.” and subsequently by
Marvel et al.”'. The resulting mobility increases lead, in some cases, to
AGG. Consistent with existing convention’, we define a grain as
abnormal if its volume (i.e., the total number of voxels per grain) is greater
than or equal to ten times the mean grain volume associated with the
initial microstructure. We note that the criterion for establishing
abnormality is, of course, to some extent arbitrary, and that the time scale
of the simulation is an important consideration in quantifying
abnormality. In practice, we have found that the aforementioned cri-
terion permits us to differentiate abnormal grains from normal grains

100M (MCS

\_v_l
Prediction Interval

Fig. 1 | A modified 3D Monte Carlo Potts simulation of microstructural coar-
sening over a period of 100 x 10° simulation steps (100M MCS). Cross-sections of
the simulation are shown every 10M MCS (Monte Carlo steps). The highlighted
(red) grain becomes abnormally large (i.e., having a grain volume that is greater than

67M: Grain becomes abnormal

10 times the initial average grain volume) just after 67M MCS. Our methods pre-
dicted that this grain would become abnormal using only the data from 11M to 15M
MCS (bracket at left), which is long before abnormality occurs.
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Fig. 2 | A coarsening microstructure and the associated modified normalized
curvatures. a A series of snapshots illustrating the grains in an evolving micro-
structure starting from a multiplicatively weighted Voronoi tessellation. Distinct
grains are labeled with a unique color. Note that some grains eventually become
abnormally large. b Contour plots of the modified normalized curvature, M., versus
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the logarithm of the relative grain volume V' = V/V. Each plot is computed from
the snapshot above it. ¢ Whisker plots of M, versus the number of grain neighbors, D.
Each plot is computed for the snapshot above it in row a. The grey vertical line
denotes D = 14.

over a significant portion of the simulation time. (See the Methods section
for additional details about the simulation methodology.)

Since grain curvature partly dictates average grain velocity, we wished
to evaluate the effect of varying curvatures on our capacity to predict future
abnormality. We created randomized initial microstructures that fall into
three “scenarios” with distinct degrees of curvature. These initial micro-
structures were created with a Voronoi tessellations” based on N = 5247
generators located at random points P = {? L X, X v} Each
generator was associated with weights w; = {w,;,w,, -+ ,wy, } and
w, = {Wy,, Wy, -+, Wy, }»and the tessellation is dictated by the distance
function

- =
—| X — X

il

(%, %) = — Wy, o))

i

=

The associated initial microstructural scenarios are: the “unweighted”
Voronoi tessellation (w;; = 1; w;, = 0), the “additively-weighted” tessellation
(win =1, wy =11, 2}), and the “multiplicatively-weighted” tessellation (w;; =
{1, 2}, w;, = 0)”". For each scenario, pairs of values in curly braces indicate a
choice of two values to be selected randomly.

These scenarios mimic different nucleation and growth conditions. An
unweighted tessellation results from site-saturation nucleation conditions
with a constant rate of grain growth” to impingement, and an additively-
weighted tessellation can describe nucleation at a constant rate with an
associated constant rate of grain growth™. As seen in Fig, 2a, these distinct
scenarios result in different values of the normalized integral mean curva-
ture, M, = M/V'?, where V is a grain volume. Since M is dictated in part by
dihedral angles and lengths associated with grain triple-lines that do not
contribute to the driving force for grain growth, following existing
conventions”’, we omit these triple-lines from the calculation and refer to it
as the modified normalized curvature, M; Having three initial scenarios
permits a more general evaluation of PAL and PAGL performance. To
compute non-equilibrium average quantities for each scenario, 50 inde-
pendent initial configurations were randomly generated and each config-
uration evolved for 100 x 10° or 100M MCS (million Monte Carlo steps).

For the purposes of illustration, consider a microstructure that evolves
via coarsening from a multiplicatively-weighted initial tessellation. Figure 2a
shows a time sequence of snapshots over 100M MCS. The corresponding
dependence of M/, on the relative grain volume V' = V/V, where V is the
average initial volume of a grain, is shown in Fig. 2b for all grains comprising
the microstructure at a given time. The values for M were obtained using
the so-called “Innie/Outie” method developed by Patterson and outlined
in the Method section. It should be noted that, at late times, the contours
representing these data shift to larger values of V' and become more diffuse,
indicating that the average grain size has increased markedly and that there
is wide variation in modified normalized curvature. Figure 2c shows the
dependence of M, on the number of grain neighbors, D. As is evident from
the figure, grains with M, = 0 correspond to D = 14 neighbors, in agree-
ment with previous studies”’.

Finally, it is useful to illustrate how the three scenarios differ in their
initial states and how these differences influence subsequent microstructural
evolution. Figure 3a highlights the dramatic log-scale differences between
the relative volumes of grains in initial and final microstructures, across all
scenarios. Subtler variations in grain volume, due to different initial sce-
narios, are visible at early times but are much less pronounced at late times.
In Fig. 3b one can see the substantial evolution of the median modified
normalized curvature, which is 0.44 in the initial state, towards much larger
positive values in the final state. The multiplicatively-weighted scenarios
exhibited a greater variance in curvatures relative to the other scenarios, in
both initial and final states. These results demonstrate that there are dis-
tinctive differences between both initial and evolved microstructures that
are introduced by the three weighting scenarios. For completeness, a
summary of the characteristics of the abnormal grains produced during the
simulations for the three initial scenarios is provided in the Supplementary
Materials (Supplementary Fig. 1).

Representations. PAL and PAGL are trained on feature vectors that
describe individual grains and their neighborhoods. These features
include the relative grain volume, V', the average volume of neighboring
grains, Vy, the number of grain neighbors, D, the modified normalized
curvature, M/, the integral grain velocity, v, and the maximum and
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Fig. 3 | The evolving grain volumes and modified normalized curvatures for
different coarsening scenarios. a The distribution of the logarithm of relative grain
volume, V', in initial and final states of the simulation. The dotted red vertical line
indicates the logarithm of the threshold for a grain to be considered abnormal,
indicating the clear differences between initial and final states. The distribution of
the logarithm of V' for the microstructures under normal grain growth without
complexion transitions showed at OM MCS (dark grey), 100M MCS (medium grey),
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200M MCS (light grey) are plotted in dashed-dotted lines. b The distribution of
modified normalized curvature, M., in initial and final states of the simulation,
illustrating the substantial change in aggregate grain curvature during the simula-
tion. In both plots, data for initial (solid lines) and final (dashed lines) time steps are
plotted for the unweighted Voronoi (blue), additively-weighted Voronoi (orange)
and multiplicatively-weighted Voronoi (green) scenarios.
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Fig. 4 | Visualization of a graph representation built from an N-grain micro-
structure in a cropped 2D plane (N = 7). Grains are represented as nodes and grain
boundaries are edges in the graph in the right panel. The d different physical features

(d =7 herein) of each grain are stored in a feature vector for each node and combined
in a feature matrix X. Adjacency relationships between grains are stored in an
adjacency matrix A, yielding a graph representation G = (X, A).

minimum boundary velocities, v,,,,, and v,,;,,. It is perhaps worth noting
here that size-advantage (V) alone cannot be used as a reliable future
predictor of AGG, as has been demonstrated by earlier studies™. Since our
approach is focused on the evolution of grain features over time, all
features are collected at regular intervals, namely once every 1M MCS.
Intervals of five such time steps are called the “dynamic features” of a
given grain.

Given that the characteristics of grains change over the course of the
simulation, and that grains become abnormal at very different times, it is
advantageous to collect the dynamic features of each grain using two bin-
ning strategies. In “chronological binning”, dynamic features across mul-
tiple simulations are grouped in the same 5M MCS intervals of simulation
time. Training PAL and PAGL on grains from the same chronological bin
allows us to compare how features from specific periods in the simulation
contribute to predicting future abnormality. We hypothesize that features
collected early in the simulation (e.g., prior to 15M MCS), where most grains
remain normal, will train very different classifiers than will features collected
at much later times (e.g., between 80M MCS-85M MCS) where most sur-
viving grains are abnormal. In “asynchronous binning”, for all grains that
become abnormal, we begin collecting features from the time step t,, when
abnormality occurs for a given grain. Stepping backwards in 5 M MCS
intervals until the beginning of the simulation, the bins from — 1 Mto —5M
MCS before t,, from — 6 M to — 10 M MCS before t,;,, and so on, describe
cohorts of grain features that have similar amounts of time before they
become abnormal. We refer to the interval between t,;, and the beginning of
the simulation as the “pre-abnormality interval”. We hypothesize that by
binning grains with a similar amount of time before abnormality, our
models will train on features that are characteristic of different stages in the

evolution towards abnormality, and enable us to probe how far in advance
we can predict abnormality. We emphasize here that in constructing
asynchronous bins it is critical to balance the contents of these bins with an
equal number of normal and abnormal grains, as discussed in the Methods
section. In this way the models can learn to distinguish among various grain
growth trajectories at different times, detect precursors to abnormality and
classify the evolving grains appropriately.

PAL uses only the dynamic features as the microstructure evolves,
while PAGL adds graph-based adjacency information for each time step.
The adjacency information used by PAGL represents a microstructure as an
evolving graph that is updated every 1M MCS. In this scheme, each grain is
represented as a graph node (or vertex), and grain-grain adjacency is
described with edges between nodes. The graph for the full microstructure is
updated once every IM MCS in conjunction with grain feature updates. To
produce a feature for each grain x; on a given time step, the set of all grains
that share a boundary with x; is identified, and their pairwise adjacencies are
stored in a “local graph”. These local graphs can then be viewed as grain-
specific “topological features” that exist at every time step and can therefore
be organized via chronological or asynchronous binning. Figure 4 illustrates
a local graph for a 2D microstructure with 7 grains as an example.

Deep learning models. PAL uses the dynamic features of individual
grains without topological features to predict abnormality. The LSTM
model employed by PAL is a special class of recurrent neural networks
designed to prevent rapid gradient vanishing. This architecture has
demonstrated stability and effectiveness in capturing long-range
dependencies across a variety of general-purpose sequence modeling
tasks™". A fully-connected LSTM (FC-LSTM)” is regarded as a
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(b) Dynamic Graphs

(a) Voxel Grains

Timestep

Fig. 5 | Architecture of the Predicting Abnormality with GCRN and LSTM
(PAGL) framework. a Voxel grains are represented by multiple time-varying
microstructures as an example. Each grain is assigned a unique color and a number.
b Microstructures are transferred to graph representations that describe adjacency
relations between grains and the dynamic features (rectangles at right). ¢ Graphs are
input into three graph-based convolutional network (GCN) layers to learn the local
topology from one-hop, two-hop, and three-hop neighbors, and update the indi-
vidual node (grain) features. d The long short-term memory (LSTM) module with

(c) GCN Layers

(d) LSTM Module  (e) Classifier  (f) Output

Hidden Layer 1
Hidden Layer 2
Sigmoid

X—® iy
o fe ® g
[a] ﬁ‘Emm

R ——.

multiple cells learns the topological and featured variation of different time steps.
e Finally, the learned node (grain) representations in the graph are fed into an
multilayer perceptron (MLP classifier) with a sigmoid function to predict the
probability of becoming abnormal. f The framework outputs the prediction that a
grain will become abnormal or not. (Predicting Abnormality with LSTM) (PAL) is a
simplification of this diagram: It does not build dynamic graphs in (b) and it passes
dynamic features directly to the LSTM module (d) to learn grain representations that
are fed into an MLP classifier to predict abnormality.

multivariate version of LSTM where the feature input X,; € R at #*
timestep and j* grain, cell output i, € [—1,1]% and statesc, € R% areall
vectors, and d;, denotes the hidden dimension. The FC-LSTM formula-
tion is expressed as

i= U(With + Wih_ +w, 0y +b)
f=0(WiX;+ Wih_+w; Oc,y +by)
¢ =f©c¢y +i, O tanh(W X,; + Wih,_y +b.) (2
0=0(W,X;+ Wyh,_; +w, ¢, +b,)
h, = 0 © tanh(c,)

where i,f,0 € [0, 1]% are the input, forget, and output gates in LSTM
architecture, © denotes the element-wise product, o denotes the sigmoid
function. The weights W € R&>4 W' e R ¥ w € R%: and biases
b;, by, b, b, € R are learned in the training. The fully-connected layer
with the learnable weights W_and W’ linearly project the components of
feature vector x, and hidden vector , onto a high-dimensional space, which
is beneficial for feature learning.

We also considered a graph convolutional recurrent network, shown
schematically in Fig. 5, by including both dynamic features and the topology
of time-dependent grain interactions to predict abnormality.

PAGL incorporates both dynamic and the topological features and the
associated architecture comprises three types of layers: graph convolutional
layers, an LSTM layer, and a multilayer perceptron (MLP) layer. A Graph
Convolutional Network (GCN) aggregates the topological information and
embeds node-level features into a low dimensional space™. In this context,

the low-dimensional embedding captures not only the dynamic features of
the grains but also their adjacency. In the architecture employed here, the
graph convolutional layer G recursively learns a node representation by
transforming and aggregating the neighboring feature vectors. Mathema-
tically, the propagation update of a node representation at the " time step
(" dynamic graph) can be calculated by graph convolution G as follows:

hi = G(hy) = relul(Wihi + > ey Wih), 3)
jEN(t.i)

where N(t, i) denotes the set of neighboring indices of node i, k!, € R is the
hidden representation of node i at time ¢ in the I graph convolution layer, d;
is the number of output channels at layer [, and relu is the activation
function. The first graph convolution starts from the feature matrix by
setting ) = X,,. We define that W' e R%+<41 are the learnable para-
meters, and e; are the connectivity features associated with the edge from
node i to node j at time ¢. Note that, for the unweighted graph, ¢;; is set to 1
when there is a connection (e.g. grain adjacency) between node i and node j,
and is otherwise 0. We add self-loops into the adjacency matrix and
normalize the edge weights by e; = e;/>_en, 1¢; based on the aggregation
mechanism. In graph convolution G, we use multiple layers to learn the
multi-hop neighboring information for each node.

Finally, we use graph convolution G to learn the feature matrix X;;at the
current timestep, and hidden output /;_ from the previous timestep. Next,
we feed the feature learned from G into an LSTM model to update the
current hidden representation #,. The GCN formulation based on learning
both the current feature matrix and previous hidden output in the j* grain is
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Fig. 6 | The classification scores for quantities calculated from the time-
dependent confusion matrix. Sensitivity (solid lines) and precision scores (dashed
lines) for the (a) PAL (Predicting Abnormality with LSTM) and (b) PAGL (Pre-
dicting Abnormality with GCRN and LSTM) methods when predicting that grains

o
o

o
0

o
o

o
~

Classification Score

o
N

=
5 15 25 35 45 55 65 75 85 95
Time Steps

o
o

in a given chronological bin will become abnormal. The results are shown here for
unweighted Voronoi (blue), additively-weighted Voronoi (orange) and
multiplicatively-weighted (green) initial conditions. For clarity, every other number
of the abscissa indicates the final bin time step.
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Fig. 7 | Classification scores for quantities calculated from the time-dependent
confusion matrix using asynchronous binning. Sensitivity (solid lines) and pre-
cision scores (dashed lines) versus time to abnormality for the PAL (Predicting
Abnormality with LSTM) (a) and PAGL (Predicting Abnormality with GCRN and
LSTM) (b) methods, when predicting that grains in a given asynchronous bin will
become abnormal. The results are shown here for unweighted (blue), additively-
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weighted (orange) and multiplicatively-weighted (green) initial conditions. In
addition, the time dependence of the number of abnormal grain is displayed (pink
symbols) for unweighted (plus sign), additively-weighted (filled circle) and
multiplicatively-weighted (filled triangle) initial conditions. For clarity, every other
number in the horizontal axis indicates the final time step of the bin.

expressed as

i =o(W,G(Xy) + WiG(h,_) +w; © ¢,y + b))
f=0WiG(X,) + WiG(h,_)) + wr © ¢,y + by)
¢=f06,+i0 tanh(wcg(xtj) + W G(h,_y) +b,)
0 = o(W,G(Xy) + W,G(h_,) +w, © ¢, +b,)

}; = 0 © tanh(c,)

(4)

where the parameters have the same definitions and dimensions as in the
FC-LSTM formulation, except that weights W € R%*% and h, is the
learned hidden state for the grain j and time step ¢. This formulation first
learns the local graph of interactions between grains and next the evolving
graph-based variation between time steps, which significantly affects the
prediction of abnormal grains. After learning the dynamic graphs by graph
convolutional recurrent networks, we fed the learned hidden state of the
final timestep in a specific interval into a multi-layer perception (MLP)
classifier with a sigmoid function to predict the abnormality. Additional
details regarding the simulations, initial microstructures, grain features, and
training methodology are provided in the Methods and Supplementary
Materials sections.

Predicting future abnormality with PAL and PAGL

We first evaluated PAL performance in predicting future grain abnorm-
ality using 50 independent simulations for each microstructural scenario.
For this purpose, sensitivity and precision scores were extracted from the
evolving confusion matrix resulting from the analysis. Chronological bins
were generated to divide the dynamic grain feature data from all simu-
lations of each scenario into distinct 5M MCS intervals and PAL was then
trained on each bin. Training and testing followed a five-fold cross-

validation protocol. As seen in Fig. 6a, the sensitivity score of PAL
increased from 0.06 to 1.00 for chronological bins arranged in advancing
order. These findings indicate that features gathered from later in the
simulation are better predictors of future abnormality. Precision scores
computed for the same intervals remained steadily above 0.82 for all time
steps, indicating that the ratio of the number of incorrectly predicted
abnormal grains to the number of true abnormal grains was consistently
small. Specificity is never measured because of the very large number of
normal grains (e.g. true negatives).

PAGL performance was evaluated in the same way, compiling sensi-
tivity and precision scores while training it on advancing chronological bins.
Figure 6b illustrates that the sensitivity scores for PAGL also increased from
0.09 to 1.00 over bins arranged in chronological order, with values superior
to that of PAL for some scenarios prior to 40 M MCS. These results confirm
the added value of the topological data for making predictions about future
abnormality in early periods of a simulation, when differences between
grains that will become abnormal and those that will always be normal are
not obvious. Note that precision scores remained steadily above 0.86 after
20M MCS for all scenarios.

Predicting abnormality before it occurs

To determine how far in advance PAL and PAGL can predict the occurrence
of grain abnormality, for each initial scenario, we trained them on a range of
asynchronous bins from 1M to 65M MCS prior to abnormality (Fig. 7). The
limitation to 65M MCS prior to abnormality arises from the fact that, for
almost every grain that eventually becomes abnormal, the beginning of the
simulation is at most 65M MCS before the time when it becomes abnormal.
Thus, the absence of data before 65M MCS prior to abnormality (see Fig. 7a
and b), reflects that there are insufficient grains that are older than 65M
MCS when they become abnormal to train the model.
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Fig. 8 | Abnormal grains are predicted far in advance of the onset of abnormality.
The number of abnormal grains predicted at the earliest point in their lifespan (f,eq),
is shown with blue bars. The bars are positioned on the pre-abnormality interval of
all grains, fj;,. The horizontal axis is essentially a timeline of grain lifespan before
abnormality, from 0 (simulation start) to when the grain becomes abnormal, 100.
Relative to this timeline, the earliest prediction of abnormality for more than 80% of

grains occurs before 20% of the pre-abnormality interval has passed, in all scenarios.
This is apparent in the cumulative fraction of predicted abnormal grains, shown with
ared line (f.,,,). These results are similar for both PAL (a—c), from left to right along
the top row) and PAGL (d-f, from left to right along the bottom row), over all
scenarios.

The results of this training are summarized in Fig. 7. It is evident that
PAL exhibited sensitivity scores above 0.81 in bins up to 65M MCS prior to
grain abnormality, gradually rising to 100% closer to the abnormality time.
For comparison, PAGL exhibited sensitivity scores above 0.83 in bins up to
65M MCS, and both methods evinced relatively high precision scores (0.76)
over time for all initial scenarios. These findings demonstrate that PAL and
PAGL sensitively and precisely predict future abnormality well before its
occurrence.

We can now assess the predictive capability of these methods. Since
grains become abnormal at different times, it is useful to quantify this
capability in terms of the percentage of a grain’s pre-abnormality interval,
from 0 to fys, = (/t4,) x 100, where ¢ is pre-abnormal time predicted by our
methods and t,, is the time when abnormality occurs. Figure 8 show the
number of abnormal grains predicted at the earliest points in their lifespan,
Jorea» as a function of fi, for the three initial scenarios. Also shown is the
cumulative fraction of abnormal grains predicted, fc,,,,,, as a function of f,.q.
As is evident from the figures, these methods rather strikingly correctly
predict future abnormality for 86% of grains that become abnormal within
20% of their lifetime before abnormality. In short, PAL and PAGL are able to
correctly predict that a grain will become abnormal at relatively early stages
in its evolution.

Quantifying feature importance

Given the ability to predict future abnormality, the trained models were
examined to determine which dynamic features were most salient for pre-
diction. To address this question, the Integrated Gradients (IG) method”

was employed to quantify the importance of every dynamic feature (see
Methods section for details). Since PAL was trained independently on dif-
ferent chronological bins, one can determine which features are important
at different times.

Figure 9 illustrates the computed time-dependent importance
scores for the three scenarios. It was observed that modified normalized
curvature, M/, was an important feature for predicting future
abnormality at all times during the simulation. On the other hand,
minimum grain velocity, v,,;,, was important only after 50M MCS,
suggesting that most boundaries associated with abnormal grains have
high mobilities after this period. It is also evident that the number of
grain neighbors, D, was of some importance at early times, while the
grain neighbor volume, Vy, was relatively unimportant over the entire
simulation.

PAL was also independently trained on different asynchronous bins,
enabling the use of the Integrated Gradients method to estimate the
importance of the dynamic features at different time intervals in advance of
future abnormality. Figure 10 summarizes the findings for each scenario.
The modified normalized curvature, minimum velocity, number of
neighbors, and integral velocity are all important for predicting future
abnormality when abnormality occurs in 20M MCS or less. When con-
sidering grains that will become abnormal more than 20M MCS in the
future, the importance scores of relative grain volume, integral velocity, and
modified normalized curvature rapidly diminished, while the number of
neighbors and minimum grain velocity remained important well past 50M
MCS before abnormality.
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Fig. 9 | Feature importance scores computed for different chronological bins. The
results are averaged over all (a) unweighted, (b) additively-weighted, and (c)
multiplicatively-weighted Voronoi scenarios. These importance scores are nor-
malized across all three scenarios. The dynamic features are the relative grain volume

(V"), the grain neighbor volume (Vy), the number of grain neighbors (D), the
modified normalized curvature (M), the integral grain velocity (v) and the max-
imum and minimum boundary velocities (V,nax Vinin)-

Importance Score

Fig. 10 | Feature importance scores computed for asynchronous bins. The results
are averaged over all (a) unweighted, (b) additively-weighted, and (c)
multiplicatively-weighted Voronoi scenarios. The dynamic features are the relative

grain volume (V’), the grain neighbor volume (Vyy), the number of grain neighbors
(D), the modified normalized curvature (M}), the integral grain velocity (v) and the
maximum and minimum boundary velocities (V,nax> Vimin)-

Connection with network analysis

It is natural to ask whether quantities developed for network analysis, which
are sensitive to heterogeneity in graph structures, are effectively learned
using PAGL. For example, since incipient abnormal grains tend to be sur-
rounded by many normal neighbors, quantities that reflect this micro-
structural asymmetry may, in principle, be learned. Thus, candidate
quantities that reflect abnormality in this context would include the degree
difference, 6, which highlights the difference between highly connected
and nearby sparsely connected grains, and the local assortativity, &'***, a
measure of the tendency for adjacent grains to exhibit similar amounts of
connectivity.

Figure 11a shows the probability density function (pdf), P(d) for the
degree distribution, for an ensemble of grains in a microstructure under-
going complexion transitions at both early (5 M MCS) and late times (40 M
MCS). From this plot the presence of grains surrounded by a large number
of neighbors is evident at 40M MCS by the extended tail in P(J), indicating
that, since 5M MCS, some enlarged grains are adjacent to many small grains.
A related effect is visible in the cumulative distribution of local assortativity,
P_,..(&), shown in Fig. 11b at 5M and at 40M MCS. The long negative tail
for &/<0 in the 40M MCS curve indicates a significant increase in dis-
assortativity since 5M MCS, confirming the emergence of grains with large
numbers of neighbors becoming adjacent to other grains with with very few.

From these considerations, it is sensible to identify certain moments
of P(6), such as the variance (Var (8)) or the kurtosis (x(8)), as useful
indicators of a transition from normal to abnormal grain growth. For
simplicity, we focus here on the variance of the distribution. Figure 11c
shows the variance Var () relative to its initial value, Var (§)(t = 0), as a
function of time, ¢, for a microstructure evolving without complexion
transitions and one evolving with complexion transitions. In the latter
case, the variance shows a pronounced peak relative to that of the former
case, indicating that a transition to AGG has occurred. Note that the
decrease in the variance at late times occurs in the latter case as the system
comprises many relatively large grains, and so the disparity in vertex
degree decreases.

Finally, one can ask whether local assortativity and degree dif-
ference in particular are properties that are being learned as part of
our existing dynamic features. To test this proposition, local
assortativity and degree difference were added as new features
considered by PAL. Applying the aforementioned Integrated Gra-
dients (IG) method, as illustrated in Fig. 12, it was found that they
were not especially relevant for accurate prediction. Thus, one may
infer that § and «/, or similar indicators of microstructural hetero-
geneity, are being learned as part of the existing dynamic features
already.
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Fig. 11 | Degree difference and local assortativity. a P() as a function of degree

difference, &, for a microstructure undergoing complexion transitions for times ¢ =
5M MCS (green solid curve) and 40M MCS (violet dashed curve). The latter exhibits
a long tail that is indicative of a microstructural asymmetry. b P, («) as a function
of local assortativity, o, for a microstructure undergoing complexion transitions for

times t = 5M MCS (green solid curve) and 40M MCS) (violet dashed curve). ¢ Var(6)/
Var(8)(t = 0) as a function of time, t, for a microstructure evolving without com-
plexion transitions (violet dashed curve) and another evolving with such transitions
(green solid curve). Note the pronounced peak in the latter curve.
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Fig. 12 | Feature importance scores computed for different asynchronous bins.
The results are averaged over all (a) unweighted, (b) additively-weighted, and (c)
multiplicatively-weighted Voronoi scenarios. Two additional network-based fea-
tures are the degree difference (J) colored in dark green and the local assortativity

(o) colored in light green. The previous dynamic features colored in grey are the
relative grain volume (V”), the grain neighbor volume (Vy), the number of grain
neighbors (D), the modified normalized curvature (M), the integral grain velocity
(v) and the maximum and minimum boundary velocities (Vx> Vinin)-

Discussion

We have measured the performance of two novel techniques that are able to
predict if a grain in a simulated polycrystal will later grow abnormally large.
To evaluate their generality, PAL and PAGL were tested on three distinct
material scenarios, each represented by 50 independently generated 3D
microstructures. Across all three scenarios, we observed that an average of
86% of the grains that eventually become abnormal could be predicted as
such within the first 20% of their lifetime before abnormality. This advanced
prediction was possible using data from up to to 65M MCS before
abnormality occurs, where sensitivity scores were above 0.81. Given these
findings, and the fact that similar prediction performances were observed on
all three scenarios, it is clear that it is possible to predict future abnormality
in simulated grains can be predicted.

In making these predictions, one important question was whether
future abnormality was a property that could be better learned from
dynamic features that evolve in time with a coarsening microstructure, or,
alternatively, from features evolving with a grain’s individual progress
towards abnormality. When testing the former case, when PAL and PAGL
were trained on chronological bins, they exhibited widely variable sensitivity
in predicting future abnormality. For the latter case, using asynchronous
bins, PAL and PAGL maintained sensitivity scores consistently above 0.83.
This result suggests that incipient abnormal grains pass through recogniz-
able stages as they advance towards abnormality, even if contemporaneous
grains are at different stages. This independence might be enabled by a
neighborhood of normal grains acting as a buffer.

An integrated gradients analysis of PAL on asynchronous bins indi-
cated that modified normalized curvature, minimum velocity, number of
neighbors, and integral velocity are all very important for predicting future
abnormality when abnormality occurs in 20M MCS or less, but they
diminish in importance when abnormality will occur farther in the future.
On the other hand, a large number of neighbors and a high minimum grain
velocity were continuously important long in advance of abnormality. These
observations further support the idea that an incipient abnormal grain
maintains a buffer of normal grains over parts of its lifespan.

Incorporating topological information yielded additional insights. For
example, when trained on chronological bins, PAGL, which was trained
with topological data, exhibited higher sensitivity and precision scores
somewhat earlier than PAL, which lacked topological data. On asynchro-
nous bins, the sensitivity and precision scores of PAL and PAGL were
similar. These findings suggest that the topological data supports higher
sensitivity and precision. In contrast, as asynchronous bins are populated
with grains that may occur at different times in a simulation, the con-
tribution of contemporized topological data is not readily apparent. These
findings add nuance to the general idea that topological data about the
organization of grains would strictly benefit the performance of any clas-
sifier, given the relevance of grain adjacency to the spatial organization of the
microstructure. Thus, it appears that topological trends in the neighbor-
hoods of incipient abnormal grains are tied not only to the future
abnormality of the grains but also to the macroscopic state of the micro-
structure. Finally, an extended importance analysis of feature importance
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using PAGL suggested that measures of network homophily, such as local
assortativity and degree difference, may be learned as part of model training.

The features comprising the feature vectors identified in the Repre-
sentations section were selected based on physical considerations. For
example, traditional descriptions of grain growth have asserted that over-
damped grain velocity, as embodied in v, is proportional to integrated grain
curvature, as represented here by M, although recent work suggests that
this relationship may not strictly hold in practice. Moreover, the velocity
features v,,,4, and v,,;, reflect the growth advantage assumed to be associated
with high-mobility boundaries that delimit abnormal grains.

While one cannot use the results outlined above to say unambiguously
how abnormal growth occurs, one can make some general inferences
regarding the physics of likely AGG scenarios. One picture that emerges is
that of relatively independent, incipient abnormal grains surrounded in a
sea of “normal” grains. These future abnormal grains acquire, in this case by
random, cooperative complexion transitions that alter the grain-boundary
mobility on some high-curvature boundaries, high-velocity boundaries that
endow them with a growth advantage. Over time, this growth advantage
leads to large, abnormal grains surrounded by many smaller normal grains
and the eventual impingement of the abnormal grains.

From these considerations, it is of interest to determine whether other
mechanisms leading to AGG, including the presence of impurities and
grain-boundary energy disparities, might also be important features. More
specifically, the cooperative nature of the complexion transitions employed
in our studies seems to be a critical factor in the nucleation and subsequent
growth of abnormal grains. It is unclear whether, for example, the presence
of randomly-distributed impurities will be as effective in promoting AGG
given their somewhat localized impact on grain growth. The role of these
other mechanisms in promoting AGG will be the subject of future studies.

Given the success of deep learning models in predicting AGG as
highlighted above, it is also of interest to determine whether such models
may be used to anticipate other rare events. In the materials science realm,
for example, activated processes such as the nucleation of a stable phase in a
metastable background may occur relatively infrequently, especially at small
undercoolings, while, in the biomedical realm, the occurrence of a virulent
pathogen may require multiple mutations*'. Some progress has been made
in rare event prediction recently by training neural networks on short-time
trajectory data on simplified stochastic dynamical systems, such as sudden
stratospheric warming®’, and by combining importance sampling strategies
with deep neural networks to enhance rare event sampling in atomic-level
simulations". More generally, other recent work focusing on the estimation
of rare event probabilities associated with the properties random geometric
graphs that model processes of importance in, for example, wireless network
technology has shown that one can obtain these probabilities via Monte
Carlo simulation*. We have demonstrated here that one can use a dynamic
graph-based representation to identify precursors of random events that
enable early prediction. Our analysis of AGG is based on training networks
using long-time trajectories of coarse-grained systems having a large
number of degrees of freedom and assessing the relative importance of key
features. As such, we believe that it can serve as a template for forecasting
rare events in other contexts that are amenable to a network description.

Methods

Monte Carlo simulations of the Potts model

Monte Carlo simulations of a 3D modified Q-state Potts model were used to
generate the microstructures analyzed here. In this model, voxels represent a
spatially coarse-grained part of a system comprising a very large number of
particles. Interfacial phase (complexion) transitions™ occur as correlated
stochastic events that increase grain-boundary mobilities and thereby
promote abnormal grain growth (AGG) in some circumstances””’. The
corresponding Hamiltonian for this system is given by

H= _IZ(‘S&S, - 1), )
i

where i and jlabel the voxels, S; is the spin value for voxel i, ] > 0 is a constant
energy parameter, the angle brackets denote nearest-neighbor voxel pairs
and ¢ is the Kronecker delta. Unlike neighboring grains are therefore
associated with an energy penalty. The time evolution of this model follows a
modified Metropolis rule*” at a fixed, artificial inverse temperature 3. The
rate of complexion transitions is dictated by an effective temperature relative
to the activation energy for this transition’'. In our simulations, the (inverse)
temperature, 3, is set to 0.5, and the mobility is set to 0.01 for “slow"
boundaries and 1.0 for “fast” boundaries. Finally, as is customary, time is
measured in Monte Carlo steps (MCS). During one MCS, each voxel
attempts to flip once on average.

The simulations were initialized with either unweighted, additively-
weighted or multiplicatively-weighted Voronoi tessellations on an under-
lying lattice with corresponding distance functions given by Eq. (1). In the
unweighted case, all generators i had a multiplicative weight w;; = 1 and an
additive weight w;, = 0. In the additively-weighted case, all generators i had a
multiplicative weight w;; = 1 and an additive weight of 1 or 2, selected
randomly. Finally, in the multiplicatively-weighted case, all generators had
an additive weight w;, = 0 and a multiplicative weight of 1 or 2, selected
randomly, to create curved boundaries. Moreover, in creating these tessel-
lations, it is sometimes necessary to reject generators and re-classify small
grains (e.g,, in cases where two generators are assigned to the same voxel and
when grains comprise less than 5 voxels). Since initial microstructures were
randomly generated, they occasionally exhibited abnormally large grains by
random chance. When this occurred, the microstructure was discarded and
replacement was generated, guaranteeing that any abnormal grains
observed in our simulations were created via grain growth and not rando-
mized initial conditions. The numbers and values of weights used for
additively-weighted and multiplicatively-weighted Voronoi tesselations
were selected to maximize simplicity and reproducibility in experimental
design while maintaining visual similarity to polycrystals.

Computing features from 3D Monte Carlo Potts simulations
Grains were analyzed voxel by voxel at various time steps to determine
changes in volume, number of neighbors and grain boundary areas. In
particular, grain volume was calculated by counting all voxels with the same
grain identity and grain boundary curvature was measured using the “Innie/
Outie method™" of Patterson in which the voxelated mean curvature of a
single grain boundary between grains a and b is calculated as

M =201, ©)

where O and I are the number of “outies” and “innies”, respectively. A
negative mean curvature indicates that a grain boundary has a convex
morphology relative to the grain center, thus leading to grain growth
assuming curvature-driven grain boundary migration®. The associated
integral mean curvature of a grain containing j grain boundaries is then

M, = zj:MgU. @)
1

Finally, the grain boundary “velocity” is calculated in terms of the volume of
voxels transitioning from a to b, V,_;, (or vice versa, V,,_,) in a time
interval At as

Vhﬁu - Va~>b
v= Vo Vest, ®)
Thus, the velocity is given in units of voxels/MCS.

Since an abnormal grain tends to abut other normal grains with dis-
similar degrees in the abnormal grain growth, the graph assortativity is
calculated to capture this tendency and quantify similarities or differences
between neighboring vertices. The graph assortativity is then decomposed
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into local components following the definition proposed by Piraveenan et
al.” to characterize assortativity at the node level. The local assortativity of
grain v reflecting the heterogeneity in neighboring degrees is defined as

iG+ Dk, —

) :J(H—Z;(/Ivz uq)7 ©
o
q
where j is the excess degree of grain v, k, denotes the average excess degrees
of the neighbors of grain v, 44, denotes the average excess degree in the graph,
M s the number of edges in the graph, and o, denotes the standard deviation
of the excess degree distribution in the graph. Note that the excess degree is
formally equal to the degree minus 1. We further follow the standard pro-
posed by Farzam et al.” to define the degree difference, 8, between neigh-
boring vertices forming an edge as

1
=20 uezN(:v) |deg(v) — deg(w)|,

(10)
where deg(v) is the degree of v, N(v) is the set of neighbors of v,and u is one of
the nearest neighbors. From this perspective, one can regard the degree
difference as the basic unit of assortativity characterizing structural het-
erogeneity in the mixing patterns of graphs.

The global average excess degree y, in Equation (9) proposed by Pir-
aveenan et al.” is crucial in determining whether a node is assortative or
disassortative, indicating that a node would be simply considered assortative
if its average neighboring excess degree is larger than the global one;
otherwise, it is disassortative. To address this limitation, we choose an
alternative method proposed by Thedchanamoorthy et al.** to calculate the
local assortativity without pivoting on p,. In our experiment, the local
assortativity is defined as

r+1
N

5=

S. (11)

where ris the graph assortativity, N is the number of node, and & is the scaled
degree difference divided by the sum. The sum of the local assortativity can
match the graph assortativity.

Model training and evaluation protocols
We use chronological binning and asynchronous binning to construct
training and testing sets for PAL and PAGL. In chronological binning, since
grains that become abnormal are rare, there is a risk of constructing an
imbalanced data set. An average of 66 grains become abnormal for every
5181 persistently normal grains in each simulation. This balance does not
change for chronological bins formed from features derived from different
intervals in the simulation, because we are predicting between grains that
become abnormal and those that never do. By performing 50 simulations of
each scenario, we generated an average of 3322 grains that eventually
became abnormal in three scenarios, giving us a sizable dataset of abnormal
grains. In asynchronous binning, when an incipient abnormal grain is added
to a bin, a normal grain of the same age in simulation time is added as well.
Since there are hundreds of normal grains for every abnormal grain, this
pairing can be done without duplication, and it leads to datasets that are
perfectly half normal and half incipient abnormal.

Weused Pytorch* to build our proposed methods and trained them on
a Nvidia Tesla A100 GPU with 40GB memory. In the LSTM model, we set
the number of layers to 2 and the hidden size dj, to 64. In the GCRN model,
we chose three GCN layers to learn the 2-hop neighboring information, set
the hidden size d; of GCN to 128, and kept the same setting of the recurrent
part as the LSTM model. These two models were followed by an MLP
classifier with three fully-connected layers, a dropout layer with a 0.5
dropout rate, and a sigmoid function. In the training, all the learnable
weights in LSTM and GCRN models were updated through the Adam
optimizer. We set the learning rate to 0.001, batch size to 32, and the number

of epochs to 500. Meanwhile, we used the binary cross entropy as the loss
function for classification.

To examine the classification performance and generalizability, we
built multiple independent simulations and performed the 5-fold cross
validation to split the training, validation, and testing data based on the
simulations instead of grains for each initial scenario. In the evaluation, we
calculated the number of abnormal grains (P) and normal grains (N) in the
data and, from the confusion matrix, summarized the true positive (TP),
true negative (TN), false positive (FP), and false negative (FN) cases in the
binary classification performance. The average TELEN,
scores under the 5-fold cross

accuracy =

s TP ‘ol _ _TP
sensitivity = 5> and precision = 5
validation were reported.

Feature importance calculation
We use the Integrated Gradients (IG) method” to evaluate the feature
importance over the time steps and dynamic graphs for predicting abnormal
grains. We defined a baseline feature matrix X required by the calculation of
IG. Specifically, to find the ky, feature importance, the value of ky, feature in
baseline X is set to zero while other features are kept the same as the input
feature X. This setting quantifies the individual contribution of the ky, fea-
ture to the abnormal prediction.

Mathematically, the IG of ky, feature in iy, grain over t, time step is
determined by aggregating the gradients along the straight line that connects
the baseline to the actual feature,

- " of(X+Ex(X—-X

16(x5) = (X} - X

( tz) ti ti = a Xltcl
where fis the trained model and m denotes the total number of steps in the
integral Riemann approximation. Note that the result of IG for each feature
in each grain is a scalar value and the IG matrix keeps the same dimension as
the input feature X. We summarize the feature’s importance by averaging
the IG matrix along all grains, that is - Zfil IG(X¥) where N is the number
of grains. A large positive/negative IG value suggests that the prediction
output will increase/decrease significantly when the value of the feature
increases from the baseline. Consequently, a larger absolute IG value of the
specific feature indicates a higher importance.
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