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NeuralMag: an open-source nodal
finite-difference code for inverse
micromagnetics
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C. Abert1 , F. Bruckner1, A. Voronov1,2, M. Lang3,4, S. A. Pathak3,4, S. Holt3,4, R. Kraft1,2, R. Allayarov1,
P. Flauger1, S. Koraltan5, T. Schrefl6, A. Chumak1, H. Fangohr3,4,7 & D. Suess1

We present NeuralMag, a flexible and high-performance open-source Python library for
micromagnetic simulations. NeuralMag leverages modern machine learning frameworks, such as
PyTorch and JAX, to perform efficient tensor operations on various parallel hardware, includingCPUs,
GPUs, and TPUs. The library implements a novel nodal finite-difference discretization scheme that
provides improved accuracy over traditional finite-difference methods without increasing
computational complexity. NeuralMag is particularly well-suited for solving inverse problems,
especially those with time-dependent objectives, thanks to its automatic differentiation capabilities.
Performance benchmarks show that NeuralMag is competitive with state-of-the-art simulation codes
while offering enhanced flexibility through its Python interface and integration with high-level
computational backends.

Micromagnetic simulations are a fundamental tool in the study of mag-
netization dynamics and play a crucial role in understanding and designing
magnetic materials and devices. These simulations model the behavior of
magnetic and magnonic systems at the nanoscale, providing insight into
phenomena such as domain wall motion, magnetization reversal, and spin
wave propagation. The field relies on various computational methods, with
finite-difference and finite-element schemes being widely used. Notable
examples of established finite-difference codes include OOMMF1 and
fidimag2 for CPU-based simulations and mumax33, BORIS4, and
magnum.np5 for GPU-accelerated simulations. Finite-element-based
methods, such as those implemented in NMag6, Tetramag7, FastMag8,
FinMag9, and magnum.fe10, provide greater flexibility in handling complex
geometries but can be computationally more expensive. More recently, the
finite-element solver TetraX11 has gained popularity in the magnonics
community due to its efficient eigenmode solver in infinite geometries.

In addition to standard micromagnetic simulations, inverse problems
have attracted considerable attention in recent years. These problems
involve determining the optimal parameters, such as material properties,
external fields, or device geometries, that lead to a desired magnetic con-
figuration or device functionality. A significant body ofwork has focused on
inversemodeling of the demagnetizationfield, a static inverse problem.This
has been particularly useful in the context of magnetic 3D printing, where

topology optimization techniques are employed to design optimal material
layouts, and the inverse modeling is used to infer the magnetization con-
figuration of printed samples12–14.

More recently, research in the emerging field of inversemagnonics has
gained momentum, focusing on optimizing the functionality of magnonic
devices. Magnonics uses spin waves (magnons) for information processing,
and designing efficient magnonic devices poses complex nonlinear opti-
mization challenges. Inverse-design approaches have been increasingly
applied to magnonics, allowing researchers to automate the design of
devices by specifying a desired functionality and using computational
algorithms to find the optimal configuration15–18.

In this paper, we present a novel discretization strategy for micro-
magnetic simulations, adjoint-state algorithms for efficiently solving time-
dependent inverse problems, and the software design of NeuralMag, which
integrates these advancements into a flexible and high-performance com-
putational framework.

Results
Micromagnetics
Themicromagneticmodel provides a semi-classical continuumdescription
of magnetization dynamics in ferromagnetic systems, as originally
formulated by Brown19. The key governing equation is the
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Landau–Lifshitz–Gilbert (LLG) equation, which reads

∂m
∂t

¼ � γ

1þ α2
m×Heff �

αγ

1þ α2
m× ðm×Heff Þ ð1Þ

with m being the unit-vector field representation of the magnetization, γ
being the reduced gyromagnetic ratio, andαbeing adimensionless damping
parameter. The effective field Heff accounts for all relevant interactions
within the system and derives from the total energy as

Heff ¼ � 1
μ0Ms

δE
δm

ð2Þ

with Ms being the saturation magnetization and δE/δm denoting the var-
iational derivative of the energywith respect to themagnetization20,21.When
the energy E depends on spatial derivatives of the magnetization field m,
additional boundary conditions must be imposed to solve Eqs. (1) and (2).
One such example is the micromagnetic exchange energy, which is defined
as

Eex ¼
Z
Ω
Að∇mÞ2 dx; ð3Þ

where A is the exchange stiffness constant. The variation of the exchange
energy with respect tom yields

δEexðm; δmÞ ¼
Z
Ω
�2½∇ � ðA∇mÞ�|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

�δE=δm

�δm dx þ
Z
∂Ω

2A
∂m
∂n|fflffl{zfflffl}

�BðnÞ

�δm ds ð4Þ

leading to the exchange field definition

Hex ¼ � 1
μ0Ms

δEex

δm
¼ 2

μ0Ms
∇ � ðA∇mÞ: ð5Þ

The boundary term in Eq. (4) defines the appropriate exchange
boundary condition. To satisfy equilibrium conditions in micromagnetics,
the systemmust fulfill Brown’s conditions, which requirem × δE/δm = 0 for
x ∈ Ω, andm ×B = 0 for x ∈ ∂Ω.

A similar variational treatment at internal interfaces, where material
parameters vary discontinuously, introduces additional interface
conditions22. Assuming a continuous magnetization across such interfaces
and dividing the domain into regions of continuous material parameters,
the corresponding interface condition can be written as
m1 ×B1(n) =m2 ×B2(n), where B1(n) and B2(n) represent the boundary
terms on either side of the interface.

In case of the exchange energy being the only energy contribution
introducing spatial derivatives and furthermore consideringm⊥∂m/∂n, this
leads to the well-known exchange jump condition19

A1
∂m1

∂n
¼ A2

∂m2

∂n
: ð6Þ

In addition to satisfying equilibrium conditions, the boundary and interface
conditions must be consistently fulfilled at all times when solving the LLG
equation22.

NeuralMag implements a novel nodal finite-difference scheme
described in section “Nodal finite-difference scheme” to accurately solve the
micromagnetic equations. The code supports both PyTorch23 and JAX24 as
computational backends, enabling efficient tensor operations and automatic
differentiation on various hardware platforms. Details on the imple-
mentation are provided in section “Implementation”.

Inverse micromagnetics
In addition to employing a nodal finite-difference scheme, NeuralMag is
specifically designed to address inverse problems in both space and time
domains. In this context, the computation of individual field terms or the
solutionof theLLGEq. (1) is classifiedasa forwardproblemF.Givenavectorof
design variables θ, which may include material properties or the initial mag-
netization configuration, these forward problems yield well-defined outputs y,
such as effective field contributions or the resulting magnetization trajectory

FðθÞ ¼ y: ð7Þ

An inverse problem is formulated to determine the design variables θ that
yield a specified result y from the forward problem. This task is often
challenging, as inverse problems are typically ill-posed, and their solution
vectors may encompass a large number of degrees of freedom. The most
common strategy to solve such a problem is the reformulation in terms of a
minimization problem thatmight be complemented by additional terms for
regularization or smoothing purposes. In the case of a high-dimensional
input θ and a nonlinear function F, this problem is nontrivial. In such cases,
iterativemethods, typically based on the gradient of the functional∇θL, are
commonly employed to find a solution. NeuralMag uses automatic
differentiation25 for static problems such as inverse strayfield calculations.
In contrast to the adjoint method that has been used in previous works12,13,
this approach performs the differentiation on the discrete level (discretize
first). As for the adjoint method, the gradient computation requires a
forward solve and a subsequent backward solve with the complexity of the
backward solve being equivalent to that of the forward solve.

min
θ

LðθÞ with LðθÞ ¼k FðθÞ � y k ð8Þ

For time-dependent problems, NeuralMag implements the adjoint-
state method26. The adjoint-state method is a powerful tool for the solution
of PDE-constrained optimization problems, also referred to as optimal-
control problems. Given a forward problem

∂m
∂t

¼ f θðt;mÞ; ð9Þ

with design variables θ, we define an objective functional

LðθÞ ¼ LðmðT; θÞ; ytargetÞ ð10Þ

withm(T; θ) being the solution of Eq. (9) for a final time T and ytarget being
the desired output of the forward problem. In order to compute the gradient
of the objective functional with respect to the design variables ∇θLðθÞ, the
adjoint-state method requires two steps. In the first step, the forward
problem (9) is solved for the given design variables θ, which results in the
outputmoutput =m(T). In the second step, the so-called adjoint problem is
solved, which is given by the following system of ODEs

∂m
∂t ¼ f θðt;mÞ

∂a
∂t ¼ � ∂f θðt;mÞ

∂m a
∂u
∂t ¼ � ∂f θðt;mÞ

∂θ a

8>><
>>:

with mðTÞ ¼ moutput

with aðTÞ ¼ ∇yLðy; ytargetÞ; y ¼ moutput

with uðTÞ ¼ 0:

ð11Þ

with a being the so-called adjoint variable. This system is solved backwards
in time, starting from the final time T used in the forward pass. Successful
integration of the system yields the output u(0), which can be identified as
the desired gradient of the objective

uð0Þ ¼ ∇θLðθÞ: ð12Þ

While the objective (10) depends solely on the magnetization at the final
time T, extending this method to objectives depending on multiple time
points Ti can be done in a straightforward fashion by adding appropriate
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terms depending on m(Ti; θ) to (10). The computational and storage
complexity of the adjoint system is comparable to that of the forward
problem, yielding an exceptionally efficient strategy for the gradient com-
putation of PDE-constrained optimization. This method is superior to the
backpropagation method15,16 with regard to the storage requirements that
are similar to a regular forward pass. However, this advantage comes at the
cost of reduced accuracy, which is caused by the backwards pass that
reconstructs the magnetization trajectory by inverse integration instead of
using the exact values from the forward pass.

Validation and benchmarks
Tovalidate theaccuracyofNeuralMag,we solve twosignificantmicromagnetic
problems. These tests showcase NeuralMag’s ability to handle both standard
and advanced cases, verifying its precision and computational efficiency.

The first validation case is MuMag Standard Problem #427, which
simulates the dynamic behavior of a thin ferromagnetic film under an
applied magnetic field tilted either by 170∘ or 190∘ toward the x-axis. The
focus is on the time evolution of the averaged magnetization components.
We solve this problemusing a full 3D spatial discretization and compare the
results to a 2D simulation as described in section “Low-Dimensional
Geometries” of the paper. The results for the field tilted by 170∘, displayed in
Fig. 1, show excellent agreement with the reference solutions from the
MuMag community, demonstrating the precision of NeuralMag in simu-
lating the time dynamics ofmicromagnetic systems bothwith the 3Daswell
as 2D thin-filmapproximation.The secondpart of the standardproblem#4,
which simulates the switching under a field tilted by 190∘ is included in the
demos that are accessible via the NeuralMag website28.

The second validation case involves solving the domain wall pinning
problem proposed by Heistracher et al.29. This problem focuses on calcu-
lating the coercive field required to unpin a domain wall at the interface
between two magnetic phases with varying material properties, such as
exchange interaction, uniaxial anisotropy, and spontaneous magnetization.
This problem is sensitive to discontinuities in these parameters,making it an
ideal test for NeuralMag’s handling of complex material boundaries.

In this validation, we compare the switching fields calculated by Neur-
alMag with the analytical results provided in Table 1 of the original paper.We
varied the material parameters (exchange constant A, anisotropy constant K,
and saturation magnetization Ms) in different combinations across the two
magnetic phases. Table 1 compares the switching fields obtained using Neur-
alMag with those presented in the reference paper. Our results closely match
the analytical solutions,withminordeviations likely due to the time integration
method and field rate used during the simulation. These successful validations
confirm thatNeuralMag correctlyhandles discontinuities atmaterial interfaces
and provides accurate predictions for complex micromagnetic systems.

To evaluate the performance of NeuralMag, we conducted a
throughput benchmark, shown in Fig. 2, where we compare the time
required for evaluating the right-hand side (RHS) of the LLG equation
across different system sizes. Specifically, we measure the time for the
integration of the full LLG, including the exchange and demagnetization
field, and then divide by the number of field evaluations. This procedure can
be easily applied to any micromagnetic code without the need to modify it
and provides a robust measure of the overall performance at the same time.
In this benchmark, NeuralMag is compared to two widely-used micro-
magnetic simulation tools: mumax33 andmagnum.np5.mumax3 shows the
best performance due to its highly optimized GPU implementation.
However, NeuralMag, when using JAX as the backend, almost matches the
performance of mumax3, being less than a factor of 2 slower.

Remarkably,NeuralMagmaintains this competitive performance even
for small system sizes, despite the computational overhead typically asso-
ciatedwith aPython implementation.This performance canbe attributed to
the just-in-time (JIT) compilation feature of JAX,whichoptimizes the entire
RHS of the LLG equation at runtime. Thanks to NeuralMag’s architecture,
JAX is able to analyze and compile the full computation into highly opti-
mized machine code, reducing overhead and achieving near-optimal
execution times. This demonstrates the strength of NeuralMag’s design in

leveraging modern machine learning frameworks to achieve high-
performance computations while maintaining flexibility.

The remaining performance gap of approximately a factor of two
compared to MuMax3 likely arises from the demagnetization field com-
putation, as the current FFT interface in JAX is limited, preventing certain
optimizations. However, as JAX’s FFT capabilities expand, this gap could
narrow significantly—or even vanish completely—in the future.

The CPU performance using the JAX backend is approximately 10
times slower than the single-precision GPU performance, which is
remarkably fast.However, there is nonotable difference in timings for single
CPU usage compared to the OpenMP parallelization on 8 CPUs. For very
small systems, the CPU implementation of JAX even outperforms the GPU
implementation. This is most likely due to the missing overhead of kernel
deployment and data transfer to the GPU, which leads to almost linear
scaling down to very small system sizes. CPU computations with PyTorch
are approximately 10 times slower than JAX computations.

Because the adjoint/autodiff gradient has the same asymptotic cost as
one forward RHS evaluation, the timings in Fig. 2 also characterise a single
gradient step in inverse-design workflows.

Inverse problems
Listing 1. Gradient computation of a topology optimization problem.

A first, purely static inverse problem concerns the topology optimi-
sation of a hard-magnetic cuboid of dimensions 100 nm× 100 nm× 50 nm
that is uniformly magnetised along +z. Using the Solid-Isotropic Material
with Penalisation (SIMP) approach30, thematerial density field ρ(x)∈ [0, 1]
is restricted to the magnetic design regionΩm, see Listing 1). The objective

LðρÞ ¼ Hz½ρ3ð0; 0;MzÞ�jx¼xcenter ð13Þ

with the density

ρðxÞ ¼ ρΩm
ðxÞ1Ωm

ðxÞ; with ρΩm
ðxÞ 2 ½0; 1� ð14Þ

Fig. 1 | MuMag standard problem #4. The results are presented using both 2D and
3D discretizations as computed by NeuralMag. The reference solution, computed
with OOMMF1, is depicted by solid lines for comparison. The NeuralMag solutions
are illustrated using circles for the 3D discretization and squares for the 2D
discretization.
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maximises the z-component of the stray field at the probe point xcenter located
5 nm above the centre of the top surface. Because the demagnetization field in
NeuralMag is differentiablewith respect to ρ, its gradient ∂L=∂ρ is obtained in a
single reverse pass and fed to any gradient-based optimiser that enforces
0≤ ρ≤ 1.Therelevantpartof thesimulationscript isshowninListing1.Thefinal
topology is shown in Fig. 3 in excellent agreement with published solutions5,14.

Listing 2. Simulation script for inverse problem.

After the static topology-optimisation example above,wenow turn to a
genuinely dynamic inverse problem. Specifically, we aim to optimize the
direction of an externalmagneticfield to align themagnetization of a single-
domain particle with a target configurationmtarget after a given time T, see
Fig. 4(a). The optimizationminimizes the objective functionL with respect

to the field angles θ and ϕ, as defined by the system

Hextðθ; ϕÞ ¼ Hc

sinðθÞ cosðϕÞ
sinðθÞ sinðϕÞ

cosðθÞ

0
B@

1
CA; ð15Þ

Heff ¼ Haniso þHexchange þHext; ð16Þ

Lðθ; ϕÞ ¼
Z
Ω
kmðTÞ �mtargetk dx ð17Þ

with m(t) being constrained by the LLG (1). A shortened code listing
demonstrating the setup for this inverse problem is provided in Lst. 2. In this
simple optimization, convergence is achieved after 30–50 gradient-descent
steps, seeFig. 4b.NeuralMag computes the gradient of the objective function
by performing one forward and one backward simulation of the dynamic
problem.

Finally, a recently published application study by Voronov et al.31

demonstrates that NeuralMag also scales to highly complex, fully dynamic
topology-magnetization tasks: the framework tackled (i) the inverse design
of a Stoner–Wohlfarth nanoparticle that converged in ≈250 adjoint itera-
tions and (ii) a 1 μm× 1 μmmagnonic demultiplexer, parameterised by 400
radial-basis functions on a 512 × 64 × 1mesh, which achievedmore than an
order-of-magnitude spin-wave-contrast between 2.6 GHz and 2.8 GHz
channels after only ≈100 optimization steps—underscoring the robustness
and scalability of our approach for real-world, nonlinear device geometries.

Table 1 | Depinning fields for a domain wall in a two-phase
magnet, as defined in ref.29, computed with NeuralMag and
compared to the analytical and numerical reference solutions
computed with magnum.af

Discontinuous
parameters

Analytical [T] magnum.af [T] NeuralMag [T]

A/K/Ms 1.568 1.585 1.580

A/K 1.089 1.116 1.112

A/Ms 1.206 1.256 1.205

A 0.838 0.868 0.867

K/Ms 1.005 1.020 1.012

K 0.565 0.582 0.571

Fig. 2 | Computational benchmark. Comparison of the computation time for
evaluating the right-hand side of the Landau-Lifshitz-Gilbert (LLG) equation,
including both the exchange and demagnetization fields, across various system sizes
N, with NeuralMag (NM) in comparison with other finite-difference codes. The
legend indicates the code aswell as the device that was used for the computation. As a
GPU, we used anNVIDIAA100 card with 80 GB of RAM, and as a CPU, we used an
Intel Xeon Gold 6326. For GPU timings, solid lines indicate single-precision com-
putations while dashed lines indicate double-precision. CPU timings were all per-
formed with double precision, with solid lines indicating single-core computations
and dashed lines indicating the use of 8 cores.

Fig. 3 | Topology optimization. Optimization result of a permanent magnetic
sample with magnetization M = (0, 0, Mz) that maximizes Hz(M) at a single point
above the sample marked by the grey sphere.

Fig. 4 | Dynamic inverse problem. Simple inverse micromagnetic problem for the
optimization of the external field direction in order to align the magnetization of a
single-domain particle in a given direction. a Sketch of the problem setup.
b Convergence of the objective function L and the optimized field angles θ and ϕ.

https://doi.org/10.1038/s41524-025-01688-1 Article

npj Computational Materials |          (2025) 11:193 4

www.nature.com/npjcompumats


Methods
Nodal finite-difference scheme
Existingmicromagnetic simulation software usually employs either a finite-
difference discretization on regular grids22,32 or a finite-element discretiza-
tion on irregular grids20,22. The use of regular cuboid grids in the case of
finite-difference micromagnetics allows for a very efficient computation of
the demagnetization field by means of an FFT-accelerated convolution. On
the other hand, the finite-element method allows for the accurate modeling
of complex structures due to the use of irregular meshes.

Moreover, finite-element micromagnetics provides a more subtle but
sometimeshighly relevant advantage overfinite-differencemicromagnetics:
In finite-element micromagnetics, the magnetization is usually explicitly
defined on each mesh-vertex, whereas standard finite-difference tools store
one magnetization vector per simulation cell, which is typically taken to be
the magnetization in the center of this cell. While this difference appears to
be insignificant for themicromagneticmodeling in thebulk, it plays a crucial
rolewhenconsideringmaterial interfaceswhere themagnetization is subject
to boundary and jump conditions. Consider e.g., the exchange jump con-
dition (6), which prescribes a discontinuity in the first spatial derivative of
the magnetization across material interfaces. Choosing the degrees of
freedom of the magnetization in the cell centers, as illustrated in Fig. 5a,

requires a careful treatment of the boundary conditions that are defined on
the vertices29. Similar considerations apply to interfacial energy contribu-
tions such as the RKKY coupling between two ferromagnetic layers33.
Inaccurate modeling of the boundary conditions can lead to a loss of con-
vergence order and consequently, introduce significant numerical errors.
Introducing more energy contributions depending on surface integrals or
spatial derivatives ofm results in more complex boundary conditions22 that
become unfeasible to handle in standard finite-difference micromagnetics.

In contrast, the finite-element method allows for the choice of tailored
function spaces for themagnetization andmaterial parameters, as shown in
Fig. 5b. Moreover, the inherently variational nature of the finite-element
method allows to solve for the effective-field contributions by directly
considering the variation of the energy22, resulting in the weak form

�
Z
Ω
μ0MsHðmÞ � v dx ¼ δEðm; vÞ 8 v 2 V ð18Þ

with V being a sufficiently smooth function space referred to as the test
space. By a proper choice of function spaces for thematerial parameters and
fields, this proceduredoesnot require explicitly accounting for theboundary
conditions at all.

Local field terms. The nodal finite-difference scheme proposed in this
work applies the finite-element method for local field contributions on a
regular cuboid grid. This enables the use of an FFT-accelerated demag-
netization-field computation as in standard finite-difference micro-
magnetics, see section “Demagnetization Field”, while providing the
rigorous and accurate handling of material interfaces for all local field
contributions due tofinite-elementmodeling. In order to address the cells
and nodes of the regular grid, we introduce multi-indices c, n, and i as

c ¼ ðc1; c2; c3Þ 2 f0; . . . ;N1 � 1g× f0; . . . ;N2 � 1g× f0; . . . ;N3 � 1g
ð19Þ

n ¼ ðn1; n2; n3Þ 2 f0; . . . ;N1g× f0; . . . ;N2g× f0; . . . ;N3g ð20Þ

i ¼ ði1; i2; i3Þ 2 f0; 1g× f0; 1g× f0; 1g ð21Þ

with N1, N2, and N3 being the number of simulation cells in the respective
mesh dimension. The indices c and n are used to address simulation cells
and nodes, respectively, according to the numbering introduced in Fig. 6a.
The index i either acts as a local vertex number in a simulation cell according
to Fig. 6b or, more generally, as a relative index to address neighborships.

We discretize all continuous fields appearing in weak forms with
standard piecewise polynomial and globally continuous basis functions ϕn
that formanodal basis on the cuboidmesh.Eachbasis functionϕn is defined
per simulation cell in terms of reference basis functions ϕ̂i as

ϕnðxÞ ¼
X

i
ϕ̂i

x1=Δx1 � n1 þ i1
x2=Δx2 � n2 þ i2
x3=Δx3 � n3 þ i3

0
B@

1
CA

2
64

3
75 ð22Þ

withΔxk being the simulation-cell size in the k-th dimension. The reference
basis functions ϕ̂i are defined on the reference unit cell Ωref = [0, 1] × [0,
1] × [0, 1] as

ϕ̂iðxÞ ¼ 1Ωref
ðxÞ 1� i1 þ ð2i1x1 � x1Þ

� ��
1� i2 þ ð2i2x2 � x2Þ
� ��
1� i3 þ ð2i3x3 � x3Þ
� � ð23Þ

where1Ωref
denotes the characteristic function ofΩref, which evaluates to 1 if

x ∈ Ωref and to 0 else. This restricts the support of the reference basis

Fig. 5 | Discretization strategies. Illustration of the discretization of the magneti-
zation m and the material parameter A for a one-dimensional representation of a
two-phase magnetic system, using different numerical schemes: a Standard finite
differences: Both the material parameter and the magnetization are discretized with
a single value per simulation cell. The magnetization degrees of freedom are treated
as sample points of a continuous function. b Finite elements: The material para-
meters are discretized using piecewise constant functions, while themagnetization is
represented as piecewise affine, with degrees of freedom located at the vertices.

Fig. 6 | Numbering of degrees of freedom. Cell and vertex numbering using
multiindices for nodal finite differences. aTwo-dimensional representation of global
cell and node indices denoted by c (black) and n (blue). b Three-dimensional
representation of local vertex numbering denoted by index i (blue).
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functions ϕ̂i to the reference cellΩref. A 2Drepresentationof a basis function
is visualized in Fig. 7. Furthermore, we introduce vector basis functions as

ϕn;j ¼ ϕnej ð24Þ

with ejbeing theunit vector indirection j∈ {1, 2, 3}.Continuous vectorfields
such as the magnetizationm and the effective fieldHeff are then discretized
as

m ! mh ¼
X
n;j

mn;jϕn;j ð25Þ

with the superscript h denoting the discretized version of a field and coef-
ficients mn,j being the nodal values of the vector fieldm.

For material parameters, such as the saturation magnetizationMs, we
choose a piecewise constant function space in order to allow for the accurate
modeling of rapid material interfaces. Namely, we define these parameters
per simulation cell resulting in the following discretization

Ms ! Mh
s ¼

X
c

Ms;cϑc ð26Þ

with basis functions

ϑc ¼ 1Ωc
: ð27Þ

Replacing all fields with their discretized counterparts in theweak form (18)
and testingwith individual basis functions instead of arbitrary test functions
yields the discretized weak form

�
Z
Ω
μ0MsH

hðmhÞ � ϕn;j dx ¼ δEðmh;ϕn;jÞ 8 n; j: ð28Þ

For a given node n, we split the variation δE(mh, ϕn,j) into its con-
tributions from the eight simulation cells that share node n and we address
these cells by the local index i∈ {0, 1}3. In general, the variation over a single
simulation cell depends on themagnetization values of all nodes of this cell.
Considering the three components of themagnetization, the contributionof
the cell i to the variation can be written as

δE�i
j ¼ Fi;jðmi0;j0 Þ for i0 2 f0; 1g3 and j0 2 f1; 2; 3g ð29Þ

where mi0;j0 denotes all nodal values of the magnetization in cell i. If the
energy E is quadratic in m, the function F is linear in mi0 ;j and can be
described by a 24 × 24 matrix considering the 23⋅3 degrees of freedom
defined by the index pairs i, j and i0; j0. In the finite-element context, this
matrix is usually referred to as the element matrix of the weak form.

In order to compute the variation at all nodes, we introduce the vector
δE with components δEn,j = δE(mh, ϕn,j) and the auxiliary vectors δE*i

containing the cell-wise variations according to (29) for all nodes.

Considering the node and cell numbering introduced in Fig. 6, the global
node index is givenby theglobal cell index and the relativenode index asn(c,
i) = c+ i resulting in

δE�i
cþi;j ¼ Fi;jðmcþi0;j0 Þ for i0 2 f0; 1g3 and j0 2 f1; 2; 3g ð30Þ

δE ¼
X
i

δE�i: ð31Þ

Note that F only depends on the relative index i and the component j.
Eqs. (30) and (31) deliver a straight-forward strategy for a parallel evaluation
over the cell index c, see section “Form compilation”.

If the energy E depends on further fields, such as an external field or
material parameters, themapping function canbe easily extended by adding
additional arguments

Fi;j mcþi0;j0 ; a
1
cþi0 ; a

2
cþi0 ; . . . ; b

1
c ; b

2
c ; . . .

� �
ð32Þ

where the variables aliþj are the coefficients of arbitrary scalar fields dis-
cretized with nodal basis functions (22) and the variables bli are the coeffi-
cients of arbitrary scalarfieldsdiscretizedwith cell basis functions (27). Since
Fj,kdoes not explicitly depend on the cell index i, it is fully determined by the
integrand of the weak form (28) and the dimensions of a single simulation
cell Ωi.

In order to determine the discretized effective fieldHh, the weak form
requires the solution of a linearmass system defined by the left-hand side of
Eq. (28).To avoid this costly procedure,we employmass lumping to the left-
hand side of Eq. (18) as described in Abert22 resulting in

Hn;j ¼ �
Z
Ω
μ0M

h
s ϕndx

� ��1

δEn;j ð33Þ

where the saturation magnetizationMs is discretized cell-wise according to
Eq. (26).

The proposed method is applicable to any energy contribution whose
density depends solely on the magnetization and its first-order spatial
derivatives, such as Zeeman energy, crystalline anisotropies, and both
symmetric and antisymmetric exchange interactions. Due to the regularity
of the cuboidal grid, a matrix-free implementation of the presented scheme
is straightforward. The local support of the basis functions results in a
computational complexity ofOðNÞ for the evaluation of any localfield term,
with N being the number of simulation cells.

Demagnetization field. To compute the demagnetization field, we
employ the well-established FFT-accelerated method commonly used in
standard finite-difference micromagnetic simulations32. This algorithm
calculates the demagnetization field generated by homogeneously mag-
netized cuboidal simulation cells arranged on a regular grid through fast
convolution. Since this method requires both the magnetization and the
resulting field to be specified for each simulation cell, we introduce a
straightforward pre- and post-processing step. This procedure averages
the values to transition between nodal and cell-centered discretizations
efficiently. FFT-accelerated methods that operate directly on node-wise
discretized magnetizations have been proposed in previous studies34,35.
However, we opt for the standard method based on homogeneously
magnetized cuboids due to its advantages in memory efficiency and
computational performance, specifically for 2D computations where the
FFT also reduces to two dimensions.

Low-dimensional geometries. Discretizing a mesh with N1 ×N2 ×N3

cells results in (N1+ 1) × (N2+ 1) × (N3+ 1) degrees of freedom when
using a nodal basis for the function discretization. In bulk system
simulations, this introduces only a negligible overhead in comparison to
standard finite-difference schemes, where the degrees of freedom are

Fig. 7 | Nodal basis function. Two-dimensional representation of a basis function
ϕn in nodal finite differences with a support spanning 4 simulation cells.
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equal to the number of simulation cells. However, a significant applica-
tion area for micromagnetic simulations involves magnetic thin films,
which are often discretized with just a single layer of simulation cells. In
such cases, the 3D nodal discretization introduces a notable overhead,
roughly doubling the computational cost, because it requires separate
descriptions for the top and bottom surfaces of the thin film. This con-
trasts with standard finite differences, where the problem effectively
reduces to a 2D formulation. By transitioning to 2D basis functions while
maintaining full 3D integration in the weak form (28), the nodal finite-
difference scheme can accurately describe magnetic thin films. This
approach reduces the degrees of freedom to (N1+ 1) × (N2+ 1) × 1,
making it more efficient for thin film simulations. Namely, the 2D basis
function on the reference cell are chosen as

ϕ̂iðxÞ ¼ 1Ωref
ðxÞ 1� i1 þ ð2i1x1 � x1Þ

� ��
1� i2 þ ð2i2x2 � x2Þ
� � ð34Þ

with a2Dmultiindex i = (i1, i2)∈ {0, 1}2.As illustrated inFig. 8 this approach
can also be generalized to 1D problems, leading to basis functions

ϕ̂iðxÞ ¼ 1Ωref
ðxÞ 1� iþ ð2ix1 � x1Þ

� � ð35Þ

with a scalar index i ∈ {0, 1}.

Implementation
NeuralMag is a Python library designed specifically for micromagnetic
simulations, with a focus on high-performance tensor computations. A key
featureofNeuralMag is its ability to operatewith eitherPyTorch23 or JAX24,36

as a computational backend, allowing users to select the framework that best
suits their needs. By leveraging thesemodernmachine learning frameworks,
NeuralMag achieves efficient computations on a variety of parallel hard-
ware, including CPUs, GPUs, and TPUs. This versatility is complemented
by the advantages these frameworks offer, such as optimized performance
for large-scale simulations and built-in support for automatic differentia-
tion, which simplifies solving inverse problems. Through the modular

design, the software is prepared to simplify the use of other computational
backends in the future.

The use of either PyTorch or JAX as backends allows NeuralMag to
fully exploit the unique strengths of each framework. PyTorch’s
torch.compile() feature enables JIT compilation, optimizing the
computational workflow by reducing operation overhead and enabling
kernel fusion for faster execution on compatible hardware. However,
PyTorch currently has limitations when compiling complex functions, such
as those involving the demagnetization field, which means torch.com-
pile() can only be applied to certain field terms.

In contrast, JAX’s jit() function can be applied to the entire right-
hand side of the LLG equation. This capability allows JAX to significantly
reduce Python overhead and leads to notable performance gains, particu-
larly for smaller systems where the overhead would otherwise be a
bottleneck.

Both backends support single- and double-precision computations,
enabling NeuralMag to offer users flexibility in balancing computational
speed with numerical accuracy according to the requirements of each
simulation. The dual-backend approach ensures that NeuralMag can adapt
to the user’s preferred ecosystem while maintaining high computational
efficiency and flexibility.

Formcompilation. Listing 3. Symbolic definition of the exchange energy
(3) in NeuralMag.

Listing 4. Automatically generated code for the computation of the
exchange field.

At the heart ofNeuralMag is a form compiler that translates a symbolic
representation of afinite-elementweak form into efficient tensor operations
tailored to the chosen backend. For symbolic computation, NeuralMag
leverages the Python library SymPy37. SymPy provides a powerful frame-
work for representing the mathematical structures involved in micro-
magnetic simulations. Specifically, NeuralMag introduces custom SymPy
symbols to represent functions that are discretized either node-wise or cell-
wise, as described in the section “Nodal finite-difference scheme” of this
paper. Users can define the weak form of themicromagnetic problem using
SymPy’s symbolic language, allowing them to work in an intuitive mathe-
matical formulation.

In addition to defining weak forms symbolically, NeuralMag leverages
SymPy to automatically perform the variation of a symbolic energy
expression, allowing it to derive the corresponding weak form. This cap-
ability streamlines the process of converting complex energy functionals
into their weak form representations. For instance, in Lst. 3, the exchange
energy is defined symbolically using SymPy, demonstrating how users can
express physical energy terms within the framework.

NeuralMag’s form compiler processes the symbolic weak form and
transforms it into the discrete mapping function Fi,j, as defined in Eq. (30).

Fig. 8 | Low-dimensional discretization. Representation of the degrees of freedom
for a square-shaped rod using the following methods: a full three-dimensional
discretization, b two-dimensional discretization with basis functions that are con-
stant along the third dimension, and c one-dimensional discretization with basis
functions that are constant along both the second and third dimensions.
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This transformation is achieved by applying Gauss quadrature to integrate
over the finite elements, converting the weak form into a set of tensor
operations—primarily multiplications and summations—that can be effi-
ciently executedby the selectedbackend.The role of the relative cell index, as
discussed in Eqs. (30) and (31) are handled by tensor slicing. This involves
slicing along specific tensordimensionsby removing either thefirst[1:]or
the last [:-1] value of the tensor in that dimension, which is necessary for
handling the spatial relationships between adjacent cells in the discretized
domain. This systematic conversion of symbolic expressions into backend-
specific tensor operations is key to NeuralMag’s high-performance com-
putational capabilities. An example code snippet for the PyTorch backend,
generated from the exchange energy defined in Lst. 3, is shown in Lst. 4. The
generated function is highly optimized, as it operates solely on raw tensor
objects without introducing any loops or conditional statements. This
structure ensures that the function is ideally suited for optimization by the
JIT compilers of both PyTorch and JAX. By avoiding control flow state-
ments, the generated code can be compiled into efficient low-level machine
instructions, maximizing performance on parallel hardware architectures.

Dynamic attributes. Listing 5. Example usage of dynamic attributes in
NeuralMag.

Listing 6. Automatically generated function for the evaluation of the
dynamic attribute d.

NeuralMag introduces the concept of dynamic attributes through its
state object, which allows attributes to be either tensors or functions that
depend on tensors and return tensors. This flexible design enables dynamic
relationships between attributes, where some can be defined as functions of
others, with NeuralMag automatically managing these dependencies. For
example, consider the code in Lst. 5: attributes a, b, c, and d are defined,
whereb depends ona, andd depends on bothb andc.Whenstate.d is
accessed, NeuralMag resolves these dependencies, and the output is 7.0
becaused is computed as the sumofb (which is2*a=2.0) andc (which
is 5.0). Importantly, instead of scalar values, any tensor can be used as an
attribute, allowing for more complex operations onmultidimensional data.

When defining such dynamic attributes, NeuralMag analyzes the
function signatures to identify all dependencies in a recursive manner. It
then generates a new Python function at runtime that only relies on pure
tensors and eliminates any control structures, such as loops or conditionals,
ensuring the function remains optimal for high-performance tensor com-
putation. In the case of the example from Lst. 5, the dynamically created
function looks like Lst. 6, whereddepends onb. Althoughb is not explicitly
listed in the function arguments, its dependency on a is automatically
resolved within the body of the function. This approach simplifies the
handling of complex dependencies while maintaining the computational
efficiency needed for the PyTorch and JAX backends.

As an example, a material parameter such as the exchange constant A
can be defined either as a regular, constant attribute or as a dynamic attri-
bute, depending on other state variables such as the temperature and the
time in order to simulate the magnetic response to a heat pulse. Either way,
the value of A can be accessed by state.material.A and the code
responsible for the computation of the exchange field does not have to be
changed to account for a dynamic exchange constant.

Automatic differentiation and time integration. In the context of
inverse problems, NeuralMag leverages automatic differentiation and
efficient time integration to solve complex optimization tasks. Both
PyTorch and JAX offer powerful automatic differentiation capabilities,
which are crucial for computing gradients with respect to parameters in
inverse problems. For time integration, NeuralMag integrates with
torchdiffeq38 (for PyTorch) and diffrax39 (for JAX), both of which provide
support for solving ordinary differential equations (ODEs).

Time integration is essential in dynamic micromagnetic problems,
where the system’s evolution must be accurately tracked. Both libraries
support a variety of numerical schemes for time stepping, including Euler
methods, Runge–Kuttamethods (suchasRK4), andadaptive solvers like the
Dormand–Prince method. These methods ensure that NeuralMag can
flexibly adapt to different accuracy and performance requirements in
dynamic simulations.

For gradient-based optimization in inverse problems, NeuralMag
supports both the adjoint method26 and traditional backpropagation. The
adjoint method is particularly well-suited for problems with long time
horizons or large state spaces, as it computes gradients more efficiently by
solving an adjoint ODE backward in time. Both torchdiffeq and diffrax
support the adjointmethod for time integration, offering an efficient way to
compute gradients when optimizing over dynamic systems. At the same
time, they also allow for direct backpropagation through the time integra-
tionprocess,whichcanbemore straightforward for shorter time intervals or
simpler problems.

By combining automatic differentiation with advanced time integra-
tion techniques, NeuralMag can effectively tackle inverse problems in
micromagnetic simulations, allowing users to optimize parameters while
ensuring accurate numerical solutions over time.

Discussion
In this paper, we have introduced NeuralMag, an open-source Python
library for micromagnetic simulations that leverages modern machine
learning frameworks such as PyTorch and JAX to achieve high perfor-
mance. NeuralMag implements a novel nodal finite-difference discretiza-
tion scheme,whichprovides a rigorousnumerical descriptionof continuous
fields such as the magnetization as well as discontinuous material para-
meters. This approach is particularly useful for the accurate modeling of
material interfaces while maintaining the same computational complexity
as standard finite-difference schemes. Its performance is competitive with
state-of-the-art micromagnetic simulation codes, yet it offers unparalleled
flexibility due to its Python-based interface and support for optimized
tensor operations on a variety of hardware platforms.

NeuralMag is especially well-suited for solving inverse problems,
particularly those with time-dependent objectives, thanks to its ability to
seamlessly compute gradients using automatic differentiation. Thismakes it
a powerful tool for a wide range of optimization and simulation tasks in
micromagnetics. NeuralMag is freely available28, making it accessible to the
broader research community for further development and application.

Data availability
The code of NeuralMag is publicly available28. The datasets generated and
analysed during the current study can be reproduced by running the
respective demo scripts provided in the NeuralMag repository.

Code availability
The source code of NeuralMag is publicly available under the MIT License
on GitLab at https://gitlab.com/neuralmag/neuralmag28. Comprehensive
documentation, an API reference, and tutorials are available at https://
neuralmag.gitlab.io/. NeuralMag can be installed via standard package
managers such as pip or conda. Users and community members are
encouraged to contribute to the codebase, tutorials, and documentation.
Continuous integration workflows are set up using GitLab CI/CD to
automatically run tests after every code change.These tests are runwithboth
the PyTorch and the JAXbackend and include unit, integration, and system
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tests, covering both the standard problems and benchmarks. The repository
includes all numerical problemsdiscussed in this paper, aswell as the code to
reproduce the benchmarks.
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