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nanoscale cavities
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Radiation-induced segregation (RIS) is a non-equilibriumphenomenon that can significantly alter local
composition and degrade material properties. Although extensive research has focused on RIS near
grain boundaries, much less attention has been given to RIS near nanosized cavities, including voids
and gas-filled bubbles, which are primary contributors to material swelling. Compared with grain
boundaries, cavities exhibit unique characteristics as defect sinks, such as spherical geometry,
potentially higher density, and shorter distances between sinks. Although conventional one-
dimensional (1D) models can capture basic features of RIS near isolated cavities, our calculations
showed that they failed to reproduce experimental RIS profiles near closely spaced bubbles, an
arrangement commonly observed in irradiated materials due to heterogenous bubble nucleation. In
this study, we combined two-dimensional (2D) simulations with atom probe tomography (APT)
experiments to investigate RIS near helium bubbles in a Ni50Fe50 model alloy. The 2D simulations
achieved good agreement with the experimental data. Moreover, we identified a non-linear coupling
effect between neighboring bubbles: Ni segregation between two bubbleswas higher than that from a
single bubble, but lower than the linear sum of two isolated bubbles. These results demonstrate that
the 2DRISmodel is essential for simulating complexRISbehavior near cavities, therebyenablingmore
accurate predictions of microstructural evolution and property changes in materials under extensive
irradiation.

Irradiation of materials can cause the segregation of alloying elements near
point defect sinks, such as grain boundaries (GBs), dislocations, and cavities.
This non-equilibrium phenomenon, known as radiation-induced segrega-
tion (RIS), occurs when solute atoms preferentially couple with fluxes of
interstitials or vacancies migrating towards sinks1. RIS has been extensively
studied near GBs through experimental and modeling approaches2–6.
However, only a few studies have focused on RIS near nanosized cavities,
including voids and bubbles, which are commonly observed in materials
under extreme environments, such as intense radiation, high strain rates,
and elevated temperatures. In particular, cavity formation is the primary
reason for radiation-induced swelling, a key degradation mechanism for
nuclear materials1,7,8. RIS may result in substantial composition changes
near cavities, altering local lattice constant, stress fields, and diffusion

coefficients9–11. These changes could significantly influence cavity formation
and stability, thus directly impacting the swelling of materials under irra-
diation. Therefore, systematically investigating RIS near cavities is essential
for predicting the material performance under extensive irradiation.

Advanced characterization techniques, suchas ScanningTransmission
Electron Microscopy (STEM) coupled with Energy Dispersive X-ray
Spectroscopy (EDS) or Electron Energy Loss Spectroscopy (EELS), and
Atom Probe Tomography (APT), have been applied to measure RIS near
cavities. For instance,Kombaiah et al. employed STEM-EDS tomeasureRIS
around helium bubbles in Fe-Cr-Ni austenitic stainless steels, revealing a
nickel enrichment and chromium depletion at the bubble surfaces8. How-
ever, the STEM-based techniques are limited by substantial uncertainties
due to electron beam projection. In contrast, APT reconstructs element
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distribution in three-dimension (3D) with ultrahigh chemical sensitivity (~
10 particles per million), making it a promising tool for resolving RIS near
nanoscale features like bubbles. For example, Wang et al. conducted an
investigation of helium bubble formation in Ni-based concentrated solid
solution alloys (CSAs)12. Transmission electron microscopy (TEM) was
used to quantify bubble sizes and densities, while APT enabled precise
characterization of element segregation around the bubbles. Their findings
indicated that certain alloying elements, such as Fe and Pd, are more
effective in suppressing bubble growth.

Despite advancements in characterization, model development for
simulatingRISnear cavities remains limited.Most existingmodels are based
on one-dimensional (1D) formulations originally designed for RIS near
GBs8,9,12–14. For instance, Okamoto et al. proposed a simplified kineticmodel
to compute steady-state RIS and segregation-induced strain near voids13.
This simulated strain field achieved good agreement with themeasurement
via strain-contrast TEM images. However, to rigorously validate the RIS
models, it is necessary to directly compare simulated and measured com-
position profiles.

Furthermore, several key differences between nanosized cavities and
GBsunderscore the limitationsof conventional 1Dmodels andhighlight the
need formore advanced RIS simulations for cavities. First, GBs are typically
idealizedas 2Dplanes spaced far apart1,15. Therefore, the interactionbetween
GBs can be neglected, allowing GBs to be treated as boundaries of the
simulation domain in the 1Dmodel. In contrast, cavities tend to nucleate at
preferred sites like dislocations and grain boundaries, leading to high local
cavity densities with small separations (even of a few nanometers). Under
these conditions, RIS fields from nearby cavities may overlap and
interact16,17. Second, adjacent cavities may vary in diameters and surface
curvatures, resulting in different equilibrium point defect concentrations at
the cavity surfaces due to the Gibbs-Thomson effect18. Third, gas-filled
bubbles usually contain high internal pressures, which further influence
local point defect concentrations. Lastly, unlike GBs, which pre-exist before
irradiation, cavities nucleate and grow dynamically under irradiation,
inherently coupling with the segregation process. Therefore, traditional 1D
RIS models that work well for GBs are likely insufficient to capture the
complex RIS behavior near nanosized cavities.

RIS simulations are typically based on two mechanisms: inverse Kir-
kendall (IK) mechanism and the solute drag mechanism. The IK
mechanism refers to the irradiation-induced generation and diffusion of
point defects toward defect sinks, resulting in concentration gradients of
solute elements. Most mean-field rate-theory models designed to explain
RIS behaviors rely on thismechanism andhave successfully reproducedRIS
profiles near GBs in various metallic alloys2–6,19. For example, Perks et al.
were the first to employ one of themost widely used IKmodels to accurately
predict the magnitude and direction of RIS in austenitic stainless steel6.
Therefore, this model is often referred to as the “Perks model”. Allen et al.
refined the original Perks model to improve predictions of RIS near GBs in
austenitic Fe-Cr-Ni alloys5. Their modified inverse Kirkendall model
incorporates pair interaction energies, ordering energies, and local atomic
configurations to calculate diffusion parameters. More recently, Wharry
et al. further extended the IK framework to study RIS near GBs in body-
centered cubic (BCC) ferritic-martensitic Fe-Cr alloys3. Unlike the original
Perksmodel,whichconsideredonly vacancydiffusivitydifferences, this new
model incorporates both vacancy and interstitial diffusivity differences
across solute elements. In Fe-Cr alloys, the direction of RIS is governed by
the relative magnitudes of the diffusion coefficient ratios. These ratios
intersect at a characteristic “crossover” temperature: below this temperature,
Cr enrichment occurs predominantly via interstitial mechanisms, whereas
above it, Cr depletion is primarily driven by vacancy-mediated diffusion.
The solute drag mechanism involves the formation of defect-solute com-
plexes, particularly between solute atoms and vacancies, which canmigrate
toward sinks and thereby drive solute segregation. While this mechanism
has been incorporated into some IK frameworks, it has a negligible effect on
both the transition from Cr enrichment to Cr depletion and the overall
segregation magnitude. Ab initio-based diffusion theory calculations by

Tucker et al.20 for the face-centered cubic (FCC) Ni-Fe system indicate that
the rate of defect dissociation consistently exceeds the rate of defect-solute
association, thus making the solute drag mechanism unfavorable across all
temperatures. Consequently, in this work, the IK mechanism is considered
the dominant diffusion mechanism, and the solute drag effect is neglected.

In this study, TEM was employed to quantify the density and size of
nanoscale cavities in the single-crystal Ni50Fe50 alloy irradiated by He ions.
Leveraging recent advances in APT12,21, elemental segregation near the
cavities was characterized with high spatial and chemical resolution. Our
calculations found that 1D RIS models were inadequate for capturing RIS
behavior between closely spaced cavities. To address this limitation, a two-
dimensional (2D) IKmodel was developed, and the simulation results were
directly compared with APTmeasurements. The 2D model achieved good
agreement with experimental RIS data. Moreover, for the first time, we
discovered a non-linear coupling effect of RIS between neighboring cavities.
Finally,wediscussed the limitations of the currentmodeling framework. For
consistency, nanoscale cavities are referred to as heliumbubbles throughout
the rest of the paper. Note that the methodology developed in this work is
equally applicable to voids and other gas-filled bubbles.

Results
Comparison between 1D and 2D IK model
Previous works have applied a 1D spherical model to simulate RIS behavior
near bubbles and voids8,9,12–14. Our calculation showed that this approach
can capture some basic trends of RIS near an isolated bubble. As detailed in
the Supplementary Materials Section 1 (Fig. S1), RIS reaches a maximum
magnitude at intermediate temperatures (~500 °C), while suppressed at
both lower and higher temperatures. The temperature dependence is con-
sistentwith that reported nearGBs. SupplementaryMaterials Section 2 (Fig.
S2) showed that RIS near the bubble surface increases with irradiation dose
and eventually saturates, similar to GB behaviors3,13.

However, the 1D model exhibits significant limitations when simu-
lating RIS between closely spaced bubbles, which are frequently observed in
irradiated materials. As illustrated by the TEM image and APT recon-
structions in Fig. 1, bubbles are commonly found in close proximity in our
Ni50Fe50 sample, and their distribution is clearly non-uniform at the
microscale. Nevertheless, a necessary assumption of the 1D model is the
homogenous bubble distribution. Based on this assumption, the relation-
ship between the radius of spherical simulation domain, Rf , and the bubble
density, ρc, can be expressed as:

1
ρc

¼ Vtotal

Ntotal
¼ 4

3
πR3

f ð1Þ

where Vtotal is the total material volume and Ntotal is the total number of
bubbles. It becomes evident that to investigate RIS between bubbles which
are close to each other, Rf , which equals half the distance between two
bubbles, must be reduced, consequently raising the bubble density to high
and even unrealistic values. This issue stems from the uniform bubble
distribution assumption, which often deviates from actual bubble dis-
tribution in irradiated materials. Since bubbles prefer to nucleate hetero-
geneously near nucleation sites, like dislocation loops and grain boundaries,
bubbles may be closely spaced locally even when the overall bubble density
remains low. In such scenarios, the 1D model artificially restricts the
available diffusion region around each bubble, thereby limiting the number
of atoms reaching the bubble surface and yielding unphysical results.

To illustrate the limitation quantitatively, Fig. 2 compares Ni segre-
gation at the bubble surface as a function of inter-bubble distance, calculated
using both the 1D spherical model and the 2D IKmodel. Calculations were
conducted at a total dose of 0.8 dpa, a dose rate of 3:2 × 10�4 dpa/s, a radius
of bubble Rb ¼ 2:25nm, and an irradiation temperature of 500 °C, which
are consistent with the experimental conditions. Note that Rf in Fig. 2
corresponds to half of the bubble distance. At large separations (e.g.,
Rf ≥ 20nmÞ, the calculated Ni concentration at the bubble surface is
approximately 88 at.% (atomicpercent) for bothmodels, and themagnitude
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of Ni segregation is nearly independent of Rf . However, as Rf decreases to
smaller values (e.g., less than 10 nm), the Ni segregation in the 1D model
sharply declines, andbecomes negligiblewhen the distance betweenbubbles
approaches zero. This trend contradicts the 2D IK model results, shown in
blue in Fig. 2, as well as the experimental findings in “Direct comparison
between 2D simulation results and APT measurements“, both of which
indicate that RIS between closely spaced bubbles is significant and even
increases with decreasing separation. These unphysical results from the 1D
model underscore its inherent limitation, as it fails to account for the het-
erogeneous bubble distributions within the matrix.

Direct comparison between 2D simulation results and APT
measurements
As demonstrated in the previous section, the 1Dmodel cannot simulateRIS
between closely spaced bubbles. In irradiated materials, however, bubbles

often nucleate heterogeneously, leading to locally high bubble densities and
small bubble separations. Under these conditions, it is essential to assess
whether RIS around one bubble influences neighboring bubbles, and
whether a simulation can reliably reproduce the RIS field betweenmultiple
bubbles.

To address these questions, we first applied the 2D modified IK
model to a case of two closely spaced bubbles. Based on APT measure-
ment, the diameters of the two bubbles are 5.2 nm and 4.4 nm, respec-
tively, with a center-to-center separation of 5.8 nm. The simulation was
conducted using the same dose, dose rate, and temperature as in the
experiment described in “Comparison between 1D and 2D IK model“.
The bubbles were positioned along the central axis of the simulation box,
with the box length set to 82 nm, as determined by the method in
“Simulation setup of the 1D and 2D modified IK model”. Figure 3a
presents the APT reconstruction of the two bubbles, and Fig. 3b shows
the corresponding simulated Ni atomic concentration map. Figure 4a–c
compares the 1D Ni atomic concentration profiles obtained from APT
measurement and extracted from the 2D simulation, using the averaging
method described in "Averaging method for direct comparison between
simulation results and APT measurement". The gray regions denote
bubble positions, and the dashed lines mark their surfaces. Each sub-
figure corresponds to a different ROI diameter, i.e., 5 nm, 7 nm, and
10 nm, while maintaining a fixed ROI length of 26 nm. Varying the ROI
diameters enables us to assess the comparison’s robustness and to
improve statistical reliability. The error bars reflect the uncertainty of
APT compositionmeasurements, primarily due to statistical fluctuations
in detected atomcounts. In general, smaller ROI diameters result in fewer
atom counts, increasing the uncertainty magnitude.

As illustrated in Fig. 4, the simulation results show good agreement
with APTmeasurements using ROIs of different sizes. Specifically, the APT
measurements reveal a 3–4 at.% decrease in Ni concentration at the bubble
surface when the ROI diameter increases from 5 nm to 7 nm, and a similar
3–4 at.% reduction from 7 nm to 10 nm. This trend is well captured by the
simulation, demonstrating that the averaging method described in "Aver-
aging method for direct comparison between simulation results and APT
measurement" effectively links the 2D simulation with the APT measure-
ments. Another intriguing phenomenon is the enhanced RIS magnitude
between two bubbles, where the Ni concentration exceeds that at positions
equidistant from the bubble surface but on the outer side. For instance, in
Fig. 4b, the Ni concentration at the midpoint between the two bubbles (at
z = 18.1 nm), where the distance to both bubble surfaces is 2.9 nm, reaches

Fig. 1 | Bubble distribution in irradiated Ni50Fe50 sample. aUnder-focused bright field TEM image; APT reconstruction of the sample showing bubbles in white. All four
restrictions show the same region in the sample but at different azimuthal angles, with b at 0°, c at 45°, d at 90°, and e at 135°.

Fig. 2 | Comparison of Ni concentration at the bubble surface between the 1D
spherical model and the 2D IK model. Ni concentration at the bubble surface of
both the 1D spherical model and the 2D IK model as a function of the half-center
distance between two adjacent bubbles Rf , at a total dose of 0.8 dpa, a dose rate of
3:2 × 10�4 dpa/s, and 500 °C. The simulated bubble radius Rb is 2.25 nm.
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68.9 at.%. In contrast, at locations with the same distance to the respective
bubble surfaces but on theouter sides (at z = 7.1 nmandz = 28.3 nm), theNi
concentrations are only 61.6 at.%and60.9 at.%, respectively. The increase in
segregation exceeds 7 at.% Ni composition and accounts for 23:8% (cal-
culated by 7at:%

79:3at:%�50at:%) of themaximumsegregation at z = 10.0 nm (i.e., at
the bubble surface). Such a substantial difference suggests a strong coupling
effect of adjacent bubbles to increase RIS in the regions between them.

To evaluate how well the model generalizes, we applied the model to a
second case involving a larger separation between bubbles, i.e., 11.0 nm

apart. As shown in Fig. 5a, the diameters of the two bubbles are 4.4 nm and
3.2 nm, respectively. The simulation was performed under the same con-
ditions as the first case. Figure 5b displays the simulated Ni concentration
map and Fig. 5c compares the Ni concentration line profile obtained from
APT with that extracted from the simulation.

As shown in Fig. 5c, the simulation results also match well with the
experimental measurements, and the coupling effect between bubbles
remains evident in this case. For instance, in Fig. 5c, the Ni concentration at
the midpoint between the two bubbles (at z = 18.4 nm) is 59.7 at.%. In
contrast, at equidistant positions on the opposite sides of the bubbles (at

Fig. 3 | 3DAPT reconstruction and corresponding
2D simulation of Ni concentration. a 3D APT
reconstruction of two bubbles with a separation
distance of 5.8 nm within a ROI of 5 nm diameter.
The diameters of the bubbles are 5.2. nm and 4.4 nm,
respectively. b 2D simulation results showing the Ni
concentration.

Fig. 5 | 2D simulation results of Ni concentration and comparison of 1D Ni
concentration line profiles obtained fromAPTalong the connecting line between
the centers of the two bubbles, with results from 2D IKmodel simulations across
three ROI sizes. a 3DAPT reconstruction of two bubbles with a separation distance

of 11.0 nm within a ROI of 5 nm diameter. The diameters of the bubbles are 4.4 nm
and 3.2 nm, respectively; b 2D simulated Ni concentration map; c ROI diameter =
5 nm; The grey regions represent the helium bubbles. Dashed lines indicate the
bubble surfaces.

Fig. 4 | Comparison of 1D Ni concentration line profiles obtained from APT
along the connecting line between the centers of the two bubbles with results
from 2D IK model simulations across three ROI sizes. a ROI diameter = 5 nm;

b ROI diameter = 7 nm; c ROI diameter = 10 nm. The grey regions represent the
helium bubbles. Dashed lines indicate the bubble surface.
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z = 3.0 nm and z = 32.6 nm), the Ni concentrations are 54.9 at.% and
54.5 at.%, respectively. The increase in segregation exceeds 5.0 at.% Ni
composition and accounts for 16:2% (calculated by 5:0at:%

80:9at:%�50at:%) of the
maximum segregation at z = 8.5 nm in the ROI. The coupling effect is
slightly smaller than that observed in the first case because the distance
between bubbles increases. Note that in region z < 8.5 nm, the simulated
curve declines more rapidly than the experimental measurements. This
discrepancy arises because thefirst bubble in this case is the secondbubble in
the earlier case, with the RIS magnitude on this side influenced by the
neighboring bubble through the coupling effect.

To further validate the 2Dmodel, we applied it to a single bubble case
and compared the results with the 1D model. As summarized in Supple-
mentaryMaterials Sections 1 and 2 (Fig. S1, S2), bothmodels exhibit similar
trends with respect to irradiation temperature, dose, and dose rate. We also
examined the influence of bubble size on simulatedRIS.As shown inFig. S5,
theRISmagnitude increasesmonotonicallywithbubble size, consistentwith
the higher sink strength of larger bubbles. All the calculations demonstrate
the validity of the 2D RIS model.

Discussion
As shown in the Results, the 2D IK model demonstrates good agreement
with RISmeasurements usingAPT. This validatedmodel now enables us to
systematically investigate the interactions of RIS between nearby bubbles by
varying their separations. As shown in Fig. 6, two bubbles with identical
diameters of 4.5 nmwere positioned along the central axis of the simulation
box, with the box length set to 200 nm. Like previous cases, the simulation
was performed with a total dose of 0.8 dpa, a dose rate of 3:2 × 10�4 dpa/s,
an irradiation temperature of 500 °C, and using the input parameters listed
in Table 1. We varied the bubble center-to-center separation from 2 nm to
20 nm. Figure 6a illustrates the simulatedNi concentrationmap for the case
where the two bubbles are 3 nm apart. The Ni concentration between the
bubbles is clearly higher compared to the outer side at the same distance
from the bubble surfaces, indicating a strong coupling of RIS between two
bubbles.

To quantify the coupling effect, Fig. 6b compared theNi concentration
at the midpoint of the two bubbles with different bubble separation (blue
circles) with the Ni composition near a single bubble at an equivalent dis-
tance from the bubble surface (green circles). Note that in the two-bubble
case, this distance corresponds to half of the bubble separation. All Ni
concentrations present were averaged over a 5 nm-wide bar orientated
perpendicular to the central axis to ensure consistency with previous cal-
culations. The results clearly show that Ni segregation between two bubbles
is consistently higher than that near a single bubble, regardless of separation
distance. An intuitive explanation is that the RIS magnitude between two
bubbles is simply the sum of the contributions from each bubble, i.e., due to
linear superposition. However, careful analysis revealed that this simple
explanation is not always correct. To test this, we also plotted the sumof RIS
magnitudes from two isolated bubbles as red circles in Fig. 6b. When the
bubbles are sufficiently far apart (e.g., separation > 20 nm, corresponding to
>10 nm in Fig. 6b), the RIS between bubbles (blue circles) is only slightly
lower than the summedvalues (redcircles). Thediscrepancy (e.g., 0.7 at.%at
20 nm) is negligible, suggesting that the linear superposition is a reasonable
approximation at large bubble separation. However, the discrepancy clearly
increases as the bubbles get closer, exceeding 5 at.% as the bubble distances
become less than 4 nm (corresponding to 2 nm in Fig. 6b), demonstrating
that the liner superposition approximation breaks down due to non-linear
coupling of RIS. This non-linearity arises from the competition for solute
atoms between close space bubbles. At small separations, the diffusion fields
of the two bubbles overlap significantly, so solute atoms in the intervening

Fig. 6 |Coupling effect analysis of RIS between two
identical bubbles with diameters of 4.5 nm at
500 °C, with a total dose of 0.8 dpa, a dose rate
of dpa/s. a An example of simulated Ni con-
centration map for separation distance = 3 nm;
b Dependence of coupling effect on the distance
from bubble surface.

Table 1 | Input parameters of the modified inverse Kirkendall
model for simulating RIS near helium bubbles in the
Ni50Fe50 alloy

Definition Symbol Value Unit Reference

Lattice Parameter a 0.3579 nm 40

Atomic Volume Ω 1.146 10−2 nm3 40

Thermodynamic Factor α 2.45 unitless calculated

Number ofNeighborAtoms Z 12 unitless FCC

Damage Efficiency ε 3.0 % 12,37

Recombination Coefficient Riv 3.56 nm 1,19

Gas Pressure in Bubbles p 7 Gpa 33,43

Surface Energy σ 2.47 J/m2 44

Interstitial Formation
Energy

EF
i

3.619 eV 41

Vacancy Formation Energy EF
v

1.724 eV 41

Ni Interstitial Migration
Energy

Em
Ni�i 0.273 eV 41

Ni Vacancy Migration
Energy

Em
Ni�v 1.058 eV 41

Ni Pre-exponential Factor
for Interstitial

d0
Ni�i 4:227× 1010 nm2=s 5,40,41

Ni Pre-exponential Factor
for Vacancy

d0
Ni�v 1:397× 1012 nm2=s 1,40,41

Fe Interstitial Migration
Energy

Em
Fe�i 0:343 eV 41

Fe Vacancy Migration
Energy

Em
Fe�v 0:754 eV 41

Fe Pre-exponential Factor
for Interstitial

d0
Fe�i 4:227× 1010 nm2=s 5,40,41

Fe Pre-exponential Factor
for Vacancy

d0
Fe�v 1:397× 1012 nm2=s 1,40,41

Vacancy Formation
Enthalpy

Sf
v

3.0 kB 20,46

Interstitial Formation
Enthalpy

Sf
i

6.0 kB 20,47
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are attracted toward both sinks. This competition reduces the local avail-
ability of solute atoms, limiting RIS. In contrast, solute atoms outside the
overlapping region diffuse predominantly toward the nearest bubble with
minimal influence from the other bubbles. Consequently, the RIS magni-
tude in the overlapping region is higher than that near a single bubble but
lower than the sum of the two, highlighting the importance of non-linear
interactions at short distances.

Prior studies showed that RIS near isolated cavities (e.g., Ni enrich-
ment) can decrease effective vacancy diffusivities, thus reduce vacancy
absorption and slowing down cavity growth7,9. Between adjacent cavities,
the non-linear coupling effect identified in this work will lead to an
expandedRIS regionwith evenhigher segregation,which further suppresses
vacancy absorption and cavity formation. Therefore, themore accurate RIS
calculation enabled by our 2D model directly contributes to more accurate
predictions of cavity formation and material swelling8,10–12.

Dislocations are another common type of defect that can serve as sinks
for point defects. Their preferential absorption of interstitials often leaves
behind excess vacancies, which can nucleate and grow into cavities. Con-
sequently, irradiation-inducedcavities anddislocations are oftenco-located.
Additionally, dislocations can also introduce RIS, so their proximity to
bubbles may substantially modify the RIS near bubbles. Figure 7 presents a
representative case. In Fig. 7a, two helium bubbles were reconstructed by
APT, with diameters of 4.8 nm and 4.6 nm and a separation of 17.7 nm.
Figure 7b presents the corresponding 2D simulation of Ni concentration.
The 1D RIS profile extracted from the 2D model is compared with the
correspondingAPTmeasurement inFig. 7c.While the simulatedRISprofile
matches well with the experiment in the outside regions (i.e., position

z < 11 nm and z > 38.2 nm), a notable discrepancy appears between the two
bubbles. Specifically, the experimental Ni profile is asymmetric. The Ni
concentration is higher than the simulation near the first bubble but lower
near the second bubble, indicating a shift in the RIS profile toward the first
bubble.

To investigate the causes for the discrepancies, the iso-Ni concentra-
tion surfaces were reconstructed in 3D. As shown in Fig. 8, green surfaces
denote regions with Ni concentration exceeding 68 at.%, and the bubble
positions are marked with yellow circles. A loop-shaped feature is observed
passing through the first bubble and extending between these two bubbles.
The loop feature is likely a dislocation loop. Since the dislocation also
introduces RIS, its proximity to the first bubble likely enhances the Ni
segregation near the first bubble while reducing it near the second, given the
mass conservation. This case highlights the complexity of simulating RIS in
regions containing multiple defects. The interaction and overlap of segre-
gation fields from different defect types necessitate more advanced mod-
eling approaches that explicitly account for coupledRIS effects to accurately
predict segregation behavior in irradiated materials.

The developed 2D IK-RIS framework can be directly extended to
other closely spaced defect sinks, such as GBs in nanocrystalline mate-
rials. As shown in Fig. 9a, hexagonal nanograins were tessellated within a
60 nm simulation domain, with individual grain side lengths of 20 nm
and 18 nm. GBs are indicated by white lines. The simulation was per-
formed up to a total dose of 8.0 dpa at a dose rate of 3:2 × 10�4 dpa/s and
an irradiation temperature of 500 °C, using the input parameters listed in
Table 1. Periodic boundary conditions were applied to all domain
boundaries. Point defect concentrations at GBs were fixed at thermal
equilibrium values provided in Eqs. (13) and (14), without the mod-
ifications for cavities with inner pressure and the Gibbs-Thomson effect
given in Eqs. (17) and (18). All other numerical settings were kept
consistent with the previous cavity simulations.

As shown in Fig. 9b–d, for various irradiation doses, the magnitude of
RIS near triple-junctions (Point A) is consistently lower than that at the
midpoint of theGBs (Point B). To quantify this trend, theNi concentrations
at Points A and B under different doses are plotted in Fig. 9e. Specifically, at
0.8 dpa (Fig. 9b), theNi concentrations at Points A andB are 58.62 at.% and
71.66 at.%, respectively. At 4.0 dpa (Fig. 9c), the corresponding concentra-
tions increase to 69.69 at.% and 79.43 at.%, and at 8.0 dpa (Fig. 9d), to
74.91 at.% and 79.31 at.%. At low doses, the RIS at Point B increases more
rapidly than that at Point A, and the difference in Ni compositions between
the two points increases with dose. After approximately 4 dpa, the RIS at
Point B reaches saturation, while the RIS at Point A continues to grow. It is
clear that the RIS near triple junctions is reduced as compared to the
midpoint of GBs.

Fig. 7 | 2D simulation results of Ni concentration and comparison of 1D Ni
concentration line profiles obtained fromAPTalong the connecting line between
the centers of the two bubbles. a 3D APT reconstruction of two bubbles with a
separation distance of 17.7 nm within a ROI of 5 nm diameter. The diameters of the
two bubbles are 4.8 nm and 4.6 nm, respectively. b 2D simulated Ni concentration

map; c Comparison of 1D Ni concentration line profiles obtained from APT along
the line connecting the centers of the two bubbles with results from 2D IK model
simulations. The grey regions represent the helium bubbles. Dashed lines indicate
the bubble surface.

Fig. 8 | 3D APT reconstruction of Ni atom fractions near two bubbles. The green
areas indicate the Ni concentration ≥ 68%. The yellow circles mark the positions of
the two helium bubbles.
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The underlyingmechanism is similar to the non-linear coupling effect
identified between closely spaced cavities. Near the triple-junctions, solute
atoms can diffuse toward three intersecting GB sinks, resulting in compe-
tition among GBs for the limited solute atoms and a locally reduced RIS
magnitude. After the RIS near the GB midpoints saturates, the remaining
available solute atoms continue to diffuse toward the triple junction, leading
to the continued segregation at Point A.

Importantly, such RIS behaviors near triple junctions cannot be cap-
tured by conventional 1D RIS model, and only 2D or even 3D models can
resolve this non-linear coupling effect. Because RIS near grain boundaries is
closely linked to critical degradation mechanisms such as intergranular
corrosion and stress corrosion cracking1, the improved accuracy of RIS
calculation enabled by our 2D model will enhance the ability to assess and
predict these degradation processes.

Despite achieving good agreement with the APTmeasurements, the
2D modified IK model can be further improved. First, the current
approach does not account for the He bubble growth, which occurs
concurrently with element diffusion and segregation. On one hand, Ni
segregation around bubbles can form a shell that impedes vacancy dif-
fusion to the bubble surface, thereby slowing bubble growth.On the other
hand, bubble growth reduces bubble inner pressure and surface curva-
ture, constantly changing the point defect concentration at the bubble
surface. Consequently, the vacancy concentration gradient near the
bubble surface decreases, which slows vacancy diffusion and ultimately
reduces the magnitude of RIS. Therefore, it is essential to develop an
integrated model that can simulate RIS and bubble growth simulta-
neously. Phase-field methods, such as the Wheeler-Boettinger-
McFadden (WBM) model22 and the Kim-Kim-Suzuki (KKS) model23,
have shown promise in simulating microstructure evolution under
irradiation24–28. Combining these approaches with the inverse Kirkendall
model could be a promising path forward.

Second, as demonstrated inmany studies28,29, 2D simulations can be
regarded as cross-sections of the 3D material. Specifically, our 2D RIS
simulation represents a slice through the bubble centers, effectively
modeling the bubbles as cylindrical rather than spherical in 3D. This
limitation is inherent tomost 2D simulations, which is why comparisons
are made using the 1D averaged RIS profile between the 2D simulation
and the 3D experimental data in this work. Despite this limitation, the
averaging method enables meaningful, quantitative comparisons. The
2Dmodel remains valid for investigating the curvature effect on RIS and
the coupling effect between closely spaced bubbles. As a result, our
approach has successfully reproduced experimental 1D RIS profiles and

captured key RIS characteristics. To achieve more accurate RIS predic-
tions, the development of 3D models is needed. Such models would
enable detailed, pointwise comparisons of RIS fields between simulations
and experiments.

In summary, we combined a 2D modified IK model with APT
experiments for investigating RIS near nanosized bubbles in the Ni50Fe50
single crystal alloy. The main conclusions are summarized as follows:

1. The 2Dmodified IKmodel simulations were directly comparable to
APT experimental measurements on the nanoscale, demonstrating a good
agreement and validating the inverse Kirkendall effect as the dominant
mechanism of Ni segregation in Ni50Fe50 alloys.

2.While the conventional 1Dmodel can capturebasic characteristics of
RIS near isolated bubbles, its assumption of uniform bubble distribution
often contradicts experimental findings, yielding unphysical results when
bubbles are closely spaced. In contrast, the 2Dmodel developed in this work
accounts for heterogeneous bubble distributions and short separations,
providing a more realistic representation of RIS behavior.

3.Anon-linear coupling effect ofRISbetweenneighboringbubbleswas
identified. Element segregation between two bubbles is enhanced compared
to a single bubble but lower than the linear sum of two bubbles due to
competition for solute atoms in the overlapping diffusion fields. Enabled by
the 2D simulation framework, a similar effect was also observed near GB
triple junctions.

These findings provide a deeper understanding of RIS behavior near
bubbles and enablemore accurate simulations of RIS in irradiatedNi-based
alloys. Notably, the 2D simulation framework developed here is also
applicable to other alloy systems, such as ferritic-martensitic steels, aswell as
to other closely spaced defect sinks like grain boundaries in nanocrystalline
materials. Since composition changes near bubbles can strongly influence
local defect kinetics and bubble growth, the enhanced RIS simulation cap-
abilities established in this work will improve our ability to predict micro-
structure evolution andmaterial swelling, contributing to thedesignofmore
radiation-tolerant materials for nuclear applications.

Methods
Material fabrication, ion irradiation, and TEM characterization
Single-crystal, FCC Ni50Fe50 was chosen as a model alloy because of its
simple microstructure and available point defect diffusivities. The bulk
Ni50Fe50 used in this studywas synthesized by arcmelting and drop casting,
employing elemental metals of >99.9% purity30. To form helium bubbles,
bulk specimens were irradiated with 200 keV He+ ions using a 200 kV
DanfysikResearch Ion Implanter at the IonBeamMaterials Laboratory, Los

Fig. 9 | RIS near GBs at 500 °C, with a total dose of 8.0 dpa and a dose rate of 3.2 ×
10–4 dpa/s. a Schematic of the simulation domain with GBs marked by white lines,
along with the corresponding mesh. The simulation box has a lateral dimension of
60 nm, with individual grain side lengths of 20 nm and 18 nm. bNi concentration at

0.8 dpa, c at 4.0 dpa, and d at 8.0 dpa. The triple-junction and the midpoint of GBs
are labeled as A and B, respectively, and highlighted with yellow circles. e Evolution
of Ni concentration at Point (blue circles s) and B (red circles) as a function of dose.
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AlamosNational Laboratory. The helium ionfluxwas 2 × 1013 ions/(cm2∙s),
with a total fluence of 5 × 1016 ions/cm2. During irradiation, the specimen
temperaturewasmaintained at 500 °C andmonitoredusing thermocouples.
The irradiation temperature was selected as it is close to the swelling peak
temperature observed in ion-irradiated Ni at dose rates ranging from
8× 10�5 dpa/s to 1:6 × 10�3 dpa/s31. In our experiment, the dose rate was
3:2 × 10�4 dpa/s, thus, we anticipated obvious bubble formation that would
facilitate the post-irradiation examination.

TEM was employed to image helium bubbles in the irradiated speci-
mens. Thin lamellae (∼120 nm thick) were prepared using the standard
focused-ion beam (FIB) lift-out procedurewith an FEINova 200 dual-beam
FIB. TEM analysis was conducted using a 300 kV FEI Titan instrument.
Helium bubbles were characterized using the through-focus technique
based on the Fresnel contrastmechanism,where bubbles appeared as bright
spots in under-focused conditions and dark spots in over-focused condi-
tions. To quantify the volume swelling, the lamella thicknesses were mea-
suredusing electron energy loss spectroscopy (EELS).Theprimary sourceof
uncertainty in the swelling calculations came from the sample thickness
measurement (~±10%)32. The average bubble diameter measured was
4.5 nm, with a total bubble density of 6:34 × 10�5 nm�3, a swelling ratio of
0:39 ± 0:04%, and a sink density of 0.0045 nm�1. For more details about
material fabrication and TEM analysis, please refer to ref. 33.

RIS characterization using APT
Although STEM-based analytical methods, including EELS and EDS are
powerful tools formeasuring local compositionwith high spatial resolution,
they present limitations when applied to RIS characterization near nanos-
cale structures like helium bubbles. As both EELS and EDS rely on the
transmission of an electron beam through the sample, the measured com-
position is averaged along the entire beam path, which can introduce sig-
nificant errors, especially for small bubbles buried in the specimen. In
contrast, APT provides three-dimensional composition measurement with
much higher chemical sensitivity (~10 particles per million), allowing for
more accurate characterization of elemental segregation near bubbles34.
During APT experiments, high-voltage or laser pulses are applied to a
needle-shaped specimen, causing individual atoms to be ionized and field-
evaporated from the surface. A position-sensitive detector captures the
ionized atoms, and their 3D coordinates are reconstructed based on their
impact position and evaporation sequence. Simultaneously, time-of-flight
measurements determine the mass-to-charge ratio of the ions, enabling
elemental identification21.

Figure 10 shows an example of an APT reconstruction of a Ni50Fe50
specimen containing helium bubbles. As demonstrated in previous works,
nanosized cavities, including bubbles and voids, would appear as high-
atom-density regions in the APT reconstruction because of local tip cur-
vature increases near nanosized cavities. Consequently, these local density
increases can be used to identify bubble positions. In Fig. 10a, b, bubbles are
highlighted by white iso-density surfaces, defined at a threshold density
value = 52atoms=nm3 based on the literature. It is important to note that the

density here is not the true atom density in materials, but rather a value
derived from atom counts in the APT reconstruction. To facilitate quanti-
tative comparisons with RIS simulation, a cylindrical region-of-interest
(ROI) (marked by yellow) was applied to extract 1D composition profiles
near bubbles (Fig. 10a). Additionally, the 1D local atom density profile was
used to identify the locations and sizes of bubbles12,21. Figure 10b shows the
enlarged ROI containing two bubbles and Fig. 10c is the corresponding
density profile. The axis of this cylindrical ROI is parallel with the line
connecting the centers of the two bubbles. According to the literature21,
nanosized cavities (including bubbles) would be exhibited as a high-atom-
density region due to aberrations in the APT reconstruction process,
resulting in peaks along the 1D atom density profile. The peak widths were
taken as the bubble diameters, and the distance between the two peaks were
taken as the distance between two bubbles. As shown in Fig. 10c, the two
bubbleshavediameters of 4.4 nmand3.2 nm, respectively,with a separation
of approximately 11.0 nm. Our APT data was collected using a CAMECA
LEAP 4000X HR system, operating in laser mode at 45 K with a pulse
repetition rate of 200 kHz, a detection rate of 0.004 atoms per pulse, and a
laser energy of 70pJ. Thedata analysiswas conductedusing the IVAS toolkit
within the AP Suite 6 software.

Modified inverse Kirkendall model
Our RIS calculations were conducted based on the framework of Perks’ IK
model6.As shownbelow, the coupled partial differential equations of atomic
concentration of the alloying elements and point defects in Ni50Fe50 are
solved as a function of space and time.

∂Xv

∂t
¼ ∇ �α dNi�v � dFe�v

� �
Xv∇XNi þ ½ dNi�v � dFe�v

� �
XNi þ dFe�v�∇Xv

� �þ εK0 � RivXvXi

ð2Þ

∂Xi

∂t
¼ ∇ α dNi�i � dFe�i

� �
Xi∇XNi þ ½ dNi�i � dFe�i

� �
XNi þ dFe�i�∇Xi

� �þ εK0 � RivXvXi

ð3Þ

∂XNi

∂t
¼ ∇ α dNi�vXv þ dNi�iXi

� �
∇XNi þ XNiðdNi�i∇Xi � dNi�v∇XvÞ

� �
ð4Þ

∂XFe

∂t
¼ ∇ α dFe�vXv þ dFe�iXi

� �
∇XFe þ XFeðdFe�i∇Xi � dFe�v∇XvÞ

� �
ð5Þ

In these equations, t is the time.XNiðor FeÞ and Xvðor iÞ represent atomic
concentration of alloying elements and point defects (i.e., vacancy and
interstitial), respectively. Since there are only two alloying elements, the sum
of Ni and Fe atomic concentrations is always 100%. Therefore, the element
concentration gradients are related by∇XNi ¼ �∇XFe, and only Eqs. (2–4)
need to be solved. The correlation between atomic concentrations and

Fig. 10 | Elemental segregation measurement near
bubbles using APT. a APT reconstruction with
bubbles indicated by white iso-density surfaces.
Cylindrical ROI (indicated in yellow) passing
through two bubbles for calculating 1D atomic
density profiles. The scale bar is 20 nm.
b Enlargement of the cylindrical ROI of two bubbles
in the Ni50Fe50 alloy. The separation distance is
11.0 nm within the ROI (diameter=5 nm). The dia-
meters of the two bubbles are 4.4 nm and 3.2 nm.
c The corresponding 1D local reduced density pro-
file for these bubbles. The grey regions represent the
helium bubbles. Dashed lines indicate the bubble
surface.
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volumetric concentrations (C) can be expressed as:

X ¼ ΩC ð6Þ

where Ω is the average atomic volume of the alloy.
The thermodynamic factor α that converts the element concentration

gradient to the chemical potential gradient is given by:

α ¼ 1þ ∂lnγNi
∂lnXNi

¼ 1þ ∂lnγFe
∂lnXFe

ð7Þ

where γNi or Fe is the activity coefficients of solute elements. While the
thermodynamic factor is often assumed tobeone for dilute alloys, it needs to
be calculated for concentrated systems. In thiswork,α is calculatedusing the
Termo-Calc software35 for Ni50Fe50 alloy at 500 °C, resulting in a
value of 2.45.

According to Manning’s random alloy theory36, partial diffusivities
(dk�p) can be expressed as:

dk�p ¼
1
6
zpf kpωkpλ

2
p ð8Þ

where k ¼ fNi; Feg for an element and p ¼ fv; ig for either vacancies or
interstitials. zp is the number of nearest neighbor sites (coordination
number) for different types of point defects. For the Ni50Fe50 alloy of FCC
structure, zv ¼ zi ¼ 12. f kp is the correlation factor and is set as 0.727 for
both vacancies and interstitials. The hopping frequency ωkp is calculated
based on the equation:

ωkp ¼ ω0
kp exp

�Em
kp

kBT

� 	
ð9Þ

where ω0
kp is the pre-exponential frequency, Em

kp is the point defect’s
migration energyof thek element,kB is theBoltzmannconstant, andT is the
temperature in Kelvin. The last term λp in Eq. (8) is the distance between
point defects and their nearest neighboring sites, and it can be calculated as:

λp ¼ Apa ð10Þ

where the coefficient Ap depends on the diffusion mechanism and the
crystal structure, and a is the lattice constant. For alloys with FCC structure,
Av ¼

ffiffi
2

p
2 and Ai ¼ 1

2. In summary, the partial diffusivities (dk�p) can also be
expressed in Arrhenius form:

dk�p ¼ d0k�p exp
�Em

kp

kBT

� 	
ð11Þ

where d0k�p is the pre-exponential factor of specific element k and point
defect p.

On the right-hand side of Eqs. (2–3), the bracketed terms account for
the point defect fluxes, εK0 represents the effective point defect generation,
and RivXvXi represents the loss of point defects due to recombination.

According to the SRIM calculation, the dose rate K0 ¼ 3:2 × 10�4 dpa/s,
and the damage efficiency ε is estimated to be 3.0% based on previous
studies12,37. The recombination coefficient Riv in the system is determined
using the formula:

Riv ¼
4πriv
Ω

X
k¼Ni;Fe

ðdk�v þ dk�iÞXk ð12Þ

where riv is the recombination radius and estimated in the same way as in
refs. 1,19.

Was et al.38 highlighted that variations in interstitial diffusion
coefficients among alloying elements may significantly influence RIS.
However, many previous RIS calculations assumed uniform interstitial
migration energies for all elements, largely due to the lack of accurate
migration energy data in the studied alloys5,6,39. Recently, Zhao et al.40 and
Zhang et al.41 systematically calculated the formation and migration
energies of point defects in Ni-based CSAs using the ab initio method,
enabling us to differentiate the contribution of vacancies and interstitials
to RIS near helium bubbles.

The initial concentrations for vacancies and interstitials are set to their
thermal equilibrium values, as described in Eqs. (13) and (14), while Ni and
Fe atoms are uniformly distributed within the simulation domain (repre-
sented by Ωs in Fig. 11):

Xv t ¼ 0;Ωs

� � ¼ X0
v ¼ exp

Sfv
kB

� 	
exp � Ef

v

kBT

� 	
ð13Þ

Xi t ¼ 0;Ωs

� � ¼ X0
i ¼ exp

Sfi
kB

 !
exp � Ef

i

kBT

 !
ð14Þ

XNi t ¼ 0;Ωs

� � ¼ XFe t ¼ 0;Ωs

� � ¼ 0:5 ð15Þ

where Sfv;i represents the formation entropies and Ef
v;i represents the for-

mation energies.
At boundaries of the simulation domain (represented by ∂Ωs in Fig.

11), zero gradient boundary conditions are applied to vacancies and inter-
stitials:

∇Xvðt; ∂ΩsÞ ¼ ∇Xiðt; ∂ΩsÞ ¼ 0 ð16Þ

Cavities, including both voids and gas bubbles, are typically
assumed to be neutral sinks, with point defect concentration at the
bubble surface (represented by ∂Ωb in Fig. 11) remaining at their thermal
equilibriumvalues. It is worth noting that the point defect concentrations
near bubble surfaces are different from those in the bulk, since the bubble
surface tension and He gas pressure inside can alter the local thermal
equilibrium. In this study, the concentrations of point defects at the
bubble surface are calculated by Eqs. (17) and (18), which have been
modified to account for the Gibbs-Thomson effect and gas pressure

Fig. 11 | The schematic representation of the 1D
spherical IK model, where bubbles are assumed to
be uniformly distributed within the matrix. The
blue sphere (Ωb) represents the 1D bubble, while the
grey region (Ωs) represents the diffusion domain.
The boundaries ∂Ωb and ∂Ωs correspond to the
bubble surface and the simulation domain bound-
ary, respectively. Rb and Rf denote the average
bubble radius and half of the average distance
between bubbles, respectively.
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within the bubbles1,42:

XBs
v ðt; ∂ΩbÞ ¼ X0

v exp
�Ω

kBT
p� 2σ

R

� 	� 	
ð17Þ

XBs
i ðt; ∂ΩbÞ ¼ X0

i exp
Ω

kBT
p� 2σ

R

� 	� 	
ð18Þ

where X0
v;i is equilibrium point defect concentrations in the bulk, p is the

bubble gas pressure, σ is the surface energy, and R is the bubble radius. The
bubble gas pressure can be estimated by the helium atom density inside
bubbles33. Based on the equation of state in ref. 43, the gas pressure inside
helium bubbles with an average diameter of 4:5 nm, is about 7 Gpa. To the
best of our knowledge, no accurate surface energies in the Ni50Fe50 alloy
havebeen reported.However, the surface energies of pureNi andpureFe are
quite close,withσNi ¼ 2:45J=m2 and σFe ¼ 2:48J=m244:Therefore,we take
the average σ ¼ 2:47J=m2 for the Ni50Fe50 alloy. As indicated by Eqs. (17,
18), the vacancy concentration is higher at smaller bubbles, whereas the
interstitial concentration exhibits the opposite trend.

The boundary conditions specify zero element flux at the bubble sur-
face, while periodic boundary conditions are applied at the simulation
domain boundaries to ensure mass conservation. A summary of all input
parameters is provided in Table 1. To assess the influence of parameter
uncertainties on the calculation results, a sensitivity analysis is conducted,
with detailed results presented in Supplementary Materials Section 3 (Figs.
S3, S4). The sensitivity analysis identifies the migration energies and the
perfectors for point defect diffusion coefficients as the top twomost sensitive
parameters. Moreover, interstitial migration energies exert a stronger
influence than vacancy migration energies for both Ni and Fe. This
underscores the importance of modifying the original Perks model to
incorporate element-specific interstitial diffusivities for accurate RIS
simulation.

Simulation setup of the 1D and 2Dmodified IK model
We solved the IKmodel in both 1D and 2D to illustrate the impact ofmodel
dimensions on the RIS simulation. In the 1D calculation, we must assume
bubbles are of the same size andhomogeneously distributed in thematerials,
as shown in Fig. 11.Given the spherical geometry of bubbles, the calculation
was conductedona spherical domainusing spherical coordinates.As shown
in Fig. 11, a blue sphere representing the helium bubble is located at the
center of the simulation domain. The terms Rb and Rf denote the average
bubble radius and half of the distance between bubbles, respectively. Based
on the measured average bubble diameter and bubble density in "Material
fabrication, ion irradiation, and TEM characterization", Rb and Rf were set
to be 2.25 nm and 15.56 nm, respectively. Because of the spherical sym-
metry, the concentrations of point defects and elements only vary along the
radial direction. The origin of the calculation was set on the bubble surface,

and the finite differencemethodwas employed to solve the IKmodel with a
uniform grid along the radial direction. The partial differential equation
solver pdede in MATLAB was employed for the numerical calculations.

The 2D modified IK model was solved using the Multiphysics Object
Oriented Simulation Environment (MOOSE), a finite-element, multi-
physics framework developed by Idaho National Laboratory45. MOOSE
offers an intuitive, extensibleuser interface that abstracts complexnumerical
methods, enabling the integration of advanced nonlinear solvers. Besides
built-in operators, users can add custom calculation modules, known as
“kernels”, to model special physical processes. For our RIS simulation, we
added two kernels: one for the inverse Kirkendall mechanism and another
for the Frankel pair recombination.

A square simulation domain with side length L was used for the 2D
simulation. The domain size was chosen tomatch the sink density of the 2D
simulationwith that of the real 3Dmaterials. As bubble surfaces are the only
defect sinks considered in our model, the sink density in 3D and 2D is
calculated as follows:

Sink density ¼ Sbubbles
Vtotal

¼ Cbubbles

Stotal
ð19Þ

where Sbubbles represents the total area of bubble surfaces, Vtotal represents
the volume of bulk material. Similarly, Cbubbles represents the total cir-
cumference of bubbles in the 2D domain, and Stotal represents the total
domain area. As shown in "Material fabrication, ion irradiation, and TEM
characterization", the measured sink density of our sample is 0.0045 nm�1,
which was used to calculate the appropriate domain size L. For example, to
simulate a single bubble with an average diameter of 4.5 nm, the side length
L is determined using Sink Density ¼ 0:0045 nm�1 ¼ π × 4:5nm

L2 , yield-
ing L ¼ 56:05nm.

The 2D domain and the corresponding mesh map used for finite
element calculation are shown in Fig. 12. An isotropic structuredmeshwith
0.4 nm resolution is appliedwithin a 4 nm radius around the bubble surface,
gradually transitioning to a coarser unstructured mesh with 4 nm width at
the simulation box boundaries in order to enhance computational effi-
ciency. This meshing strategy is appropriate given the highly localized
nature of RIS, whose magnitude decays rapidly with distances from defect
sinks. The initial normalized time step is set toΔt� ¼ Δt

Total time ¼ 10�10, and
adaptive time-stepping is employed to further optimize computation effi-
ciency. Unless otherwise specified, all simulations use the samemesh setup.

For simulating RIS near GBs, the 2D computational domain and the
corresponding finite-element mesh are illustrated in Fig. 9a. A fine
unstructured triangular mesh with a spatial resolution of 0.25 nm was
applied throughout the entire domain, and the same adaptive time-stepping
strategy described previously was employed. In addition, the RIS magni-
tudes at the triple-junction (Point A) and themid-point (Point B) along the

Fig. 12 | An example of a simulation box designed
for modeling RIS near helium bubbles. a The
simulation domain contains a single helium bubble
with a diameter of 4.5 nm centered within the
domain and all boundaries are indicated by specific
symbols. b The corresponding mesh map includes
both structured and unstructured meshes, opti-
mized to balance computational accuracy and
efficiency.
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GB were obtained directly from the nodal values at those locations, rather
than through any spatial averaging process.

Averaging method for direct comparison between simulation
results and APT measurement
As described in “RIS characterization using APT”, cylindrical ROIs were
used to extract 1D element concentration profiles across bubbles. It is
important to note that themeasured concentration at each point represents
an average over a disk perpendicular to the ROI axis, with radius rmatching
the cylindrical ROI and the disc width d = 0.5 nm as defined in the IVAS
software. This averaging process is represented by Eq. (20):

�XðzÞ ¼
R R R

V X x; y; z
� �

dV

πr2d
ð20Þ

where �XðzÞ is the average concentration at position z along the 1Dprofile,V
is the disc volume, andXðx; y; zÞ is the true local concentration at a specific
point ðx; y; zÞ.

To directly compare the simulated composition profile with the
measurement, it is necessary to apply a similar averaging process to the
simulated concentrationmap. In 2D simulations, the ROI is represented by
a rectangular region that corresponds to the projection of the cylindrical
ROIonto the simulation domain.UnlikeAPT, the simulation does not have
a resolution constraint along the z-axis, the step size here can beminimized
as much as desired. Thus, the averaged concentration in the simulation is
given by:

�XðzÞ ¼
R x2
x1
X x; zð Þdx
L

ð21Þ

where �XðzÞ is the average concentration at position z, Xðx; zÞ is the con-
centration at a specific point ðx; zÞ, and L ¼ jx2 � x1j is the width of the
rectangular region.

Data availability
Data supporting the findings of this study are available from the corre-
sponding author upon reasonable request.
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