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Assessment of socio-environmental problems and the search for solutions often require intersecting
geospatial data on environmental factors and human population densities. In the United States,
Census data is the most common source for information on population. However, timely acquisition
of such data at sufficient spatial resolution can be problematic, especially in cases where the analysis
area spans urban-rural gradients. With this data release, we provide a 30-m resolution population
estimate for the contiguous United States. The workflow dasymetrically distributes Census block level
population estimates across all non-transportation impervious surfaces within each Census block. The
methodology is updatable using the most recent Census data and remote sensing-based observations
of impervious surface area. The dataset, known as the U.G.L.I (updatable gridded lightweight
impervious) population dataset, compares favorably against other population data sources, and
provides a useful balance between resolution and complexity.

Background & Summary

There is growing awareness that solutions to pressing challenges in environmental science require characteriz-
ing interactions and feedbacks between social and natural systems"* Socio-environmental systems (SES) are
highly complex and key to the assessment of their dynamics, including the provisioning of ecosystem services
and risks posed by environmental hazards and public health outcomes, is linking people to the environment
with which they interact®. Therefore, SES research requires a detailed understanding of where people live in
relation to environmental factors. Whereas, environmental systems data is increasingly available at high levels
of spatio-temporal resolution through advanced remote sensing technologies, the provision of population data
at a similar resolution has been more challenging®. This data release answers the need for spatially resolved pop-
ulation distribution estimates that are integral to informing research, policy and management decisions across
arange of SES challenges®.

Population data only attains high accuracy when aggregated spatially. In the United States (U.S.), population
data is provided by the U.S. Census Bureau through the decennial census and American Community Survey,
and many other countries have similar programs. The U.S. Census Bureau aggregates population estimates to
areal units such as counties or census blocks, which vary in size based on population density, but do not natively
support high-resolution gridded population estimates. Typical census data is aggregated to ensure that each
spatial unit has a minimum population size. Although this aggregation facilitates sampling design and ensures
that responses remain anonymous, it can also lead to inferential problems when attempting to analyze SES at
a fine spatial grain®’. For example, census units in urban areas are relatively small and populations are evenly
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distributed, whereas units in rural areas are larger and populations are irregularly distributed®. This results in the
modifiable areal unit problem, that makes census data inadequate to project population density and distribution
particularly in rural communities””’. It also suggests that locational accuracy of human populations is lower in
rural communities than in more densely populated areas. Nevertheless, simple areal weighting within aggre-
gation units is a practical approach to generating gridded population estimates, and it is commonly employed
when coarse resolution population estimates over large spatial extents are the goal®.

Many studies have discussed approaches for generating and using gridded population data to overcome
the pitfalls of aggregated national census data>!®'!. These approaches are based on the observation that geo-
graphic features indicating the built and natural environment are strong predictors of population distributions
at fine spatial scales'>. Once maps of these geographic features are in hand, dasymetric mapping is used to dis-
aggregate coarse resolution population estimates (e.g. national census) to produce a finer resolution estimate
of population distribution>". The inclusion of a high-resolution product allows for a more in-depth analysis of
landscape features (e.g. residential units, roads, water bodies, protected areas) that help to define how census
population estimates are distributed within units of aggregation. Methods used in dasymetric mapping are var-
ied and depend on the number of geographic datasets employed and the thematic resolution of input data (e.g.,
binary, multi-class, or continuous)®. The most intuitive approach is to apply empirical relationships defining
population weights, ranging from binary to continuous, for each geographic feature. More complex approaches
apply multivariate statistics or machine learning to relate a large selection of geographic variables to population
observations'. Each of these approaches present trade-offs in complexity, required data, and ability to easily
update gridded results as new data become available. Trade-offs also exist with interpretability as methods based
on artificial intelligence provide little information on how the geographic predictors are related to population’.

Despite this broad body of work, most products either cover a specific geography or are provided at low res-
olution. Furthermore, there remains a need for high resolution population estimates that are based on reliable
maps of the built environment that can be updated easily as new population data become available. This data
release of the U.G.L.I. (updatable gridded lightweight impervious) population dataset fills the described need
through the production of a 30-m gridded population map for the contiguous United States (CONUS) that pro-
vides a novel level of customization, repeatability and updateability compared to other readily available dasyme-
tric mapping data products. To generate the map, we use publicly available population data from the U.S. Census
Bureau and impervious surface area data from the National Land Cover Database (NLCD)'6. The method is
relatively simple, and can therefore be updated as new population and land-cover data become available. Finally,
the data provide the same population estimates as Census data when aggregated to the block level or above but
with greater accuracy attributed to distribution of these population estimates.

Methods

Overview. In the U.SS,, the county is the only hierarchical unit that never splits a block group. The county is
also a convenient size to allocate to a single computational unit, thus optimizing parallel processing. Therefore,
the county (or county equivalent) was selected as the processing unit for dasymetric population mapping. First,
for each county, we obtained the five-year population estimates from the 2016 American Community Survey
(ACS") for each Census block group (Fig. 1a). Using imperviousness data from the National Land Cover
Database (NLCD'), we assigned a population of zero to all 30-m pixels with no impervious surface area (Fig. 1b),
pixels containing roads (using the NLCD Impervious Surface Descriptor product; Fig. 1c), and pixels in Census
blocks with zero population. We then apportioned the population of each remaining block group among the
remaining pixels based on the total amount of impervious surface area contained within each pixel. This resulted
in a 30-m resolution dasymetric population map (Fig. 1d). When re-aggregated to the Census block group or
larger scale, U.G.L.L reports the identical population as reported by the U.S. Census input data.

Data sources. Our dasymetric population estimation method uses data provided by the U.S. Census Bureau
and the Multi-Resolution Land Characteristics (MRLC) Consortium (Table 1). The Census data products are
the 5-year population estimates at the U.S. Census block group level derived from the 2016 ACS and population
counts at the U.S. Census block level derived from the 2010 decennial Census. We obtained all Census data from
the U.S. Census Bureau API. We also obtained the geographic boundaries of blocks and block groups from the
Census APIL The MRLC data products used are the NLCD Percent Developed Imperviousness product for 2016
for the CONUS, and the NLCD Impervious Surface Descriptor product for 2016 for the CONUS. We used the
April 2019 data release for both NLCD data products. A more recent release is now available from MRLC, but we
include the NLCD layers from 2016 in this data release for reproducibility.

Spatial processing. After obtaining Census Bureau data, we projected block and block group geographies to
the Albers equal-area projection used by NLCD. Next, we clipped the NLCD impervious surface percentage and
descriptor rasters to the county area (the spatial union of all block groups in the county). All subsequent method-
ological steps were applied at the county level for all counties or county equivalents in the CONUS.

Using impervious surface to identify potentially populated areas. Data layers representing imper-
vious surface area, the impervious surface area descriptor, and 2010 Census block population estimates, were
used to identify pixels where impervious surfaces could be assumed to represent locations where people live. We
first set all impervious surface pixels with a value less than or equal to 0.01 to 0 (less than 1% of the pixel’s surface
area is impervious). Secondly, all pixels in Census blocks with zero population in the 2010 decennial Census were
set to 0 regardless of what impervious surfaces they contained. It was assumed that impervious surfaces within
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Fig. 1 Elements of the dasymetric population mapping workflow. (a) Block group population estimates for
south-central Anne Arundel County, Maryland (boundaries between block groups shown in white). (b)
Impervious surface area (30 m) from the NLCD. (¢) Impervious surface classification, showing roads and non-
road areas. (d) The final population map, with population distributed across non-road impervious surface area
and all Census blocks with zero population removed.

Block group 5-year population estimates, American Community Survey | U.S. Census Bureau | 2016 | Census block group 7
Block population counts, decennial Census U.S. Census Bureau | 2010 | Census block 3
Census block and block group geographic boundaries U.S. Census Bureau | 2016 | Census block 3
Impervious surface area MRLC 2016 | 30m 3*
Impervious surface descriptor MRLC 2016 | 30m 37

Table 1. Data sources used in U.G.L.I dasymetric population mapping.

2010 Census blocks with zero population represent non-domestic impervious surfaces, such as commercial and
industrial land uses, which are important to remove before dasymetric operations'. The 2010 Census blocks were
used for this operation because these data represent the finest grain Census population data available. Finally, the
impervious surface descriptor, which classifies all impervious surfaces by source, was used to set all pixels classi-
fied as primary, secondary, and tertiary urban roads to 0 (Fig. 1). This process retained non-road impervious sur-
faces. The NLCD impervious data layers include input from the Microsoft US Building Footprint dataset, which
increases overall accuracy of these data to above 90% and is particularly important for including impervious area
over buildings with small footprints®. The resulting modified impervious surface area layer contained the frac-
tion of impervious surface area in all pixels where it was valid to assume that population was greater than zero,
and zero elsewhere. Considering the steps taken to remove non-residential impervious surfaces, this assumption
was in line with past work examining the relationship between impervious surface and population'2!.

Dasymetric population density estimation. To perform the dasymetric population estimation for each
county, we used the 2016 Census block group population estimates as opposed to the 2010 Census block popu-
lation counts. The block group is a larger level of aggregation than the block, but is provided by the U.S. Census
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Fig. 2 Per pixel distribution of a hypothetical 100-person census block group. (a) shows population counts
assuming an equal distribution (e.g. census data). (b) shows the modified impervious cover layer used to
calculate (c), the dasymetric population in each pixel based on the proportion of block group residential
impervious cover (e.g. U.G.L.I population dataset).

more frequently and is also coincident with the 2016 NLCD impervious data layers. Future users of the provided
code could choose to use other population data. For each county, we rasterized the 2016 Census block group
population data to match the resolution and extent of the modified impervious surface area layer (i.e., those pixels
remaining after the procedures described above). For each non-zero pixel in the modified impervious surface area
layer, we assigned population based on the proportion of the modified impervious surface area within the block
group contained in that pixel (Fig. 2). The result contained a population estimate for each pixel that was scaled
to the total population of the block group, thus the sum of all pixels in a block group exactly equaled the block
group population.

Correction for anomalous counties. Because we used Census Bureau data products from both 2010 and
2016, there are two inconsistencies. Between 2010 and 2016, Shannon County, South Dakota was renamed Oglala
Lakota County, resulting in a new FIPS code assignment, and the independent city of Bedford, Virginia merged
with its surrounding county Bedford County. We corrected these anomalies as follows. In the case of Oglala
Lakota County, we used the 2016 block group population estimates for Oglala Lakota County and the 2010 block
population counts for Shannon County. In the case of Bedford County, we used the 2016 block group population
estimates for Bedford County (which includes Bedford City) and we merged the 2010 block population counts
for Bedford City and Bedford County.

Computational infrastructure. We ran the code in R 4.0.3 and GDAL 2.2.2 on a Slurm cluster running
the Linux-based operating system Ubuntu 16.04. The code ran in approximately 24 hours across 7 cluster nodes,
each with 8 processor cores.

Data Records

U.G.L.I data products can be accessed at Figshare in GeoTift format?2. The data are 30 m in resolution, are subset
by county, and projected in the Albers Equal Area projection. The value of each pixel in the data set is the esti-
mated population in the 900 m? area. Each file name includes a county code® of the form “XX-YYY”, where XX
designates the state and YYY designates the county.

Technical Validation

To demonstrate the fitness for use® of the U.G.L.I. dataset, we explored how our method to dasymetrically esti-
mate population distribution might affect policy-relevant inference compared to previously published estimates.
We investigated two key environmental hazards: wildfire and coastal flooding events. In each case, raster data
products are available and have been recently used to assess wildfire** and flood hazard risk?. The U.S. Forest
Service produced a map of wildfire hazard potential (WHP) for the contiguous United States at 270-meter
pixel resolution, with five risk categories?. The U.S. Federal Emergency Management Agency (FEMA) released
flood risk data products for many U.S. counties, including water surface elevation (WSE) for a 1% flood event
(expected to occur once every 100 years). The WSE product is provided at 10-meter pixel resolution®”. Both of
these products define a spatial area at risk and not the number of people in that area.

For each of the two hazard categories, we compared estimation methods from four different sources: (1)
U.G.L.I (i.e., the present study), (2) the U.S. Environmental Protection Agency (EPA%), (3) Microsoft*’, and
(4) Facebook® (Table 2). In addition, we compared all the methods to a fifth baseline method: assuming that
individuals are evenly distributed across the entire geographical area of each Census block group®. Note that
each of these data sets uses different methods. While they are all freely available data sets, only the EPA product
could be updated by a third party. The EPA product uses the EPA’s Intelligent Dasymetric Mapping toolbox,
which combines US Census, and data on land cover and topography®®. The Microsoft product uses the foot-
prints of buildings and their sizes to disaggregate Census block group population estimates. And the Facebook
dataset uses artificial intelligence algorithms of largely unknown structure. We chose these population sources
because they are all available for the U.S. and are provided at roughly the same spatial resolution as U.G.L.I. The
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Data product Provider Datayear | Resolution Coverage Source URL
Wildfire hazard potential (WHP) U.S. Forest Service 2020 270 m CONUS 26
Water surface elevation (WSE) for 1% flood event | U.S. FEMA varies 10m County 2
Dasymetric population raster U.S. EPA 2016 30m CONUS 3
Dasymetric population raster Huang et al. 2021 Microsoft | 2017 100m CONUS »
Dasymetric population raster Facebook 2019 30m Global 15

Table 2. Data sources for technical validation.

final method, that evenly distributes population within each block group, was used as reference against which
all methods were compared.

Selection of counties for case study. For the wildfire case study, we took a random sample, stratified by
population, of 15 counties in the eleven western states of the contiguous U.S. (WA, OR, CA, ID, NV, MT, WY, CO,
UT, AZ, NM), sampling three counties in each population quintile. We chose five counties to display in the final
visualization that have sufficient spatial variation in wildfire risk to differentiate between the population methods.
For the flood case study, we took a population-stratified random sample from all counties bordering a coastline in
the contiguous U.S. However, FEMA does not provide flood risk data products for all counties, so we continued
sampling until we had ten counties where flood risk data products were available. Again, we chose five counties to
display examples that best illustrate the differences between the population methods.

Data sources. We obtained the wildfire hazard potential raster product for the entire contiguous United
States, and the 1% flood event water surface elevation product for each of the selected counties. We obtained
the gridded population estimates for the three comparison methods as raster layers covering the contiguous
United States (Table 2). Finally, we used the previously obtained population estimates for 2016 from the American
Community Survey for each of the counties chosen for the case study, as well as the boundaries of each block
group as a polygon layer (Table 1).

Initial raster processing. We clipped the wildfire hazard potential raster layer and the population raster
layers (U.S. EPA%!, Microsoft?, and Facebook') to the extent of each county in the case study. The water surface
elevation rasters were already provided at the single county level. For simplicity, we converted both environmental
raster layers to binary form (i.e., at risk and not at risk). For the wildfire layer, we treated all pixels in the medium,
high, and very high risk categories as being at risk, and the remainder as not at risk. For the flooding layer, we
treated all pixels with water surface elevation >0 as being at risk. Next, we converted the wildfire and flooding
rasters to polygons by merging all adjacent pixels with the same value into a polygon. Finally, we transformed
these polygon layers into the coordinate reference system of each of the population rasters.

Estimating population totals in each risk category. We overlaid the feature layers representing wild-
fire and flood risk onto the population raster layers for each dasymetric estimation method. For each wildfire and
flood polygon, we summed the population across all pixels contained within that polygon, then calculated the
grand totals for each risk category in each county.

For the block group population polygons, we calculated the areas of intersection of each block group polygon
within each wildfire or flood polygon. We multiplied the population total of the block group polygon by the
proportional area of overlap between each environmental risk polygon to yield the population total at risk within
each block group, then calculated totals for each county.

The results of this technical validation confirm that our dataset provides a highly comparable assessment
of population estimates at risk from flooding and wildfire using dasymetric mapping (Fig. 3). In the case of
flooding, all four population estimates were lower than the naive method. While the naive method places people
evenly across Census block groups, each of these methods correctly identifies floodplains as locations contain-
ing fewer people than upland areas. The consistency observed here demonstrates that there are no logic errors
in the U.G.L.I. processing and that it produces data that on a first order is comparable to other methods. In the
case of fire risk, we observed greater variation between population data sets. In three of the five counties, the
difference was small. One of the final two counties has a very small population (750 people), which likely causes
greater variance between models. While there is no obvious reason why the population methods diverge in some
counties, we can assume it has something to do with the model assumptions used in each case. The data is not
available to know which method produces the most accurate result.

Our dataset offers several advantages as compared to other dasymetric population data packages, and con-
tains many of the same uncertainties. Because the code provided with this data release can be updated as new
data becomes available, it can be customized to include different data sources and has a high level of reproduc-
ibility. Further, it was produced in a very intuitive way that should aid communication to stakeholders. Future
improvements might include the inclusion of additional factors that influence where people live*?. Uncertainty
in population estimates provided by U.G.L.I. likely stem from the underlying data (e.g., impervious surface
estimates) and assumptions (e.g. distribution of population across impervious surfaces). The NLCD impervious
surface data has stated accuracy over 90%2°, which is excellent, and we would expect the accuracy of U.G.L.L to
improve as the NLCD improves. The ability to map population at a grain of 30 m is critical for understanding
populations at risk of natural disasters, but also identifying populations that benefit from ecosystem services
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Change in flood risk estimate relative to naive method
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Fig. 3 A comparison of the estimated population at risk due to environmental hazards using 4 different
population maps, each expressed as the percent difference relative to a naive method that assumes an even
distribution of population across each Census block group. We examined two case studies: flooding risk
(top) and wildfire risk (bottom). Data for five counties are compared in each case study, with their total 2016
American Community Survey population estimates given in parentheses.

such as water and trail access, forest canopies, and protected land. As more data with these qualities becomes
available, we expect a greater diversity in uses to become apparent.

Code availability
All R code required to reproduce the U.G.L.I data products and validation analysis is available at the following
https://doi.org/10.5281/zenodo.5750665%.

Received: 25 January 2022; Accepted: 1 August 2022;
Published online: 27 August 2022

References
1. Liu, J. et al. Coupled human and natural systems. Ambio 36, 639-649 (2007).
2. Ostrom, E. A General Framework for Analyzing Sustainability of Social-Ecological Systems. Science 325, 419-422 (2009).
3. Kramer, D. B. et al. Top 40 questions in coupled human and natural systems (CHANS) research. Ecol. Soc. 22 (2017).
4. Pricope, N., Mapes, K. & Woodward, K. Remote Sensing of Human-Environment Interactions in Global Change Research: A
Review of Advances, Challenges and Future Directions. Remote Sensing 11,2783 (2019).
. Leyk, S. et al. The spatial allocation of population: a review of large-scale gridded population data products and their fitness for use.
Earth Syst. Sci. Data 11, 1385-1409 (2019).
. Jelinski, D. E. & Wu, J. The modifiable areal unit problem and implications for landscape ecology. Landsc. Ecol. 11, 129-140 (1996).
. Openshaw, S. Ecological fallacies and the analysis of areal census data. Environ. Plan. A 16,17-31 (1984).
. Mennis, J. Generating Surface Models of Population Using Dasymetric Mapping. Prof. Geogr. 55, 31-42 (2003).
. Tiecke, T. G. et al. Mapping the world population one building at a time. arXiv [cs.CV] (2017).
. Rindfuss, R. R, Stern, P. C.,, Liverman, D. & Moran, E. E People and Pixels: Linking Remote Sensing and Social Science. People and
Pixels: linking remote sensing and social science (1998).
11. Lloyd, C. T., Sorichetta, A. & Tatem, A. J. High resolution global gridded data for use in population studies. Sci Data 4, 170001
(2017).
12. Nieves, J. ]. et al. Examining the correlates and drivers of human population distributions across low- and middle-income countries.
J. R. Soc. Interface 14 (2017).
13. Eicher, C. L. & Brewer, C. A. Dasymetric Mapping and Areal Interpolation: Implementation and Evaluation. Cartogr. Geogr. Inf. Sci.
28, 125-138 (2001).
14. Reed, E . et al. Gridded Population Maps Informed by Different Built Settlement Products. Data (Basel) 3, 33 (2018).
15. Facebook. United States: High Resolution Population Density Maps + Demographic Estimates. https://data.humdata.org/dataset/
united-states-high-resolution-population-density-maps-demographic-estimates (2019).

1521

[=2=le BN Be)}

—_

SCIENTIFIC DATA | (2022) 9:523 | https://doi.org/10.1038/s41597-022-01603-z 6


https://doi.org/10.1038/s41597-022-01603-z
https://doi.org/10.5281/zenodo.5750665
https://data.humdata.org/dataset/united-states-high-resolution-population-density-maps-demographic-estimates
https://data.humdata.org/dataset/united-states-high-resolution-population-density-maps-demographic-estimates

www.nature.com/scientificdata/

16. Yang, L. et al. A new generation of the United States National Land Cover Database: Requirements, research priorities, design, and
implementation strategies. ISPRS J. Photogramm. Remote Sens. 146, 108-123 (2018).

17. US Census Bureau. American Community Survey Data. https://www.census.gov/programs-surveys/acs/data.html (2020).

18. Homer, C. et al. Conterminous United States land cover change patterns 2001-2016 from the 2016 National Land Cover Database.
ISPRS J. Photogramm. Remote Sens. 162, 184-199 (2020).

19. Theobald, D. M., Goetz, S. J., Norman, J. B. & Jantz, P. Watersheds at risk to increased impervious surface cover in the conterminous
United States. J. Hydrol. Eng. 14, 362-368 (2009).

20. Wickham, J., Stehman, S. V., Sorenson, D. G., Gass, L. & Dewitz, ]. A. Thematic accuracy assessment of the NLCD 2016 land cover
for the conterminous United States. Remote Sens. Environ. 257, 112357 (2021).

21. Lu, D. & Weng, Q. Use of impervious surface in urban land-use classification. Remote Sens. Environ. 102, 146-160 (2006).

22. Swanwick, R. et al. Dasymetric Population Mapping Based on US Census Data and 30-m Gridded Estimates of Impervious Surface,
Figshare, https://doi.org/10.6084/m9.figshare.20097086.v1 (2022).

23. Census, U. S. US County Codes. American National Standards Institute (ANSI) and Federal Information Processing Series (FIPS)
Codes https://www.census.gov/library/reference/code-lists/ansi.html.

24. Ager, A. A. et al. Wildfire exposure to the wildland urban interface in the western US. Appl. Geogr. 111, 102059 (2019).

25. Tellman, B. et al. Satellite imaging reveals increased proportion of population exposed to floods. Nature 596, 80-86 (2021).

26. Dillon, G. K. & Gilbertson-Day, . W. Wildfire Hazard Potential for the United States (270-m), version 2020 (3rd Edition) (2020).

27. FEMA. Risk MAP products. https://www.fema.gov/flood-maps/tools-resources/risk-map/products (2021).

28. Pickard, B. R,, Daniel, ]., Mehaffey, M., Jackson, L. E. & Neale, A. EnviroAtlas: A new geospatial tool to foster ecosystem services
science and resource management. Ecosystem Services 14, 45-55 (2015).

29. Huang, X., Wang, C., Li, Z. & Ning, H. A 100 m population grid in the CONUS by disaggregating census data with open-source
Microsoft building footprints. Big Earth Data 5, 112-133 (2021).

30. Zandbergen, P. A. Dasymetric mapping using high resolution address point datasets. Trans. GIS 15, 5-27 (2011).

31. Epa, U. S. EnviroAtlas Data download. (2015).

32. Balk, D. L. et al. Determining global population distribution: methods, applications and data. Adv. Parasitol. 62, 119-156 (2006).

33. Read, Q. & Hondula, K. qdread/dasypop: Pre-submission release, Zenodo, https://doi.org/10.5281/ZENODO.5750666 (2021).

34. US Census Bureau. Decennial Census. https://www.census.gov/programs-surveys/decennial-census/data.html (2020).

35. US Census Bureau. Tiger/line shapefiles. Bureau USC, editor (2013).

36. MRLC. NLCD 2016 Percent Developed Imperviousness (CONUS). https://www.mrlc.gov/data/nlcd-2016-percent-developed-
imperviousness-conus (2016).

37. MRLC. NLCD 2019 Developed Imperviousness Descriptor (CONUS). https://www.mrlc.gov/data/nlcd-2019-developed-
imperviousness-descriptor-conus (2019).

Acknowledgements

This work was supported by SESYNC under funding received from the National Science Foundation DBI-
1639145 and the University of Maryland Center for Environmental Science’s Integration and Application
Network, with financial support for America’s Watershed Initiative (AWI) from the Walton Family Foundation,
The McKnight Foundation, Community Foundation of Middle Tennessee, Ingram Barge Company, National
Corn Growers Association, Viking Cruises, Hanson Professional Services, The Nature Conservancy, Canal Barge,
HDR Inc., and Upper Mississippi River Basin Association. Williamson was supported by NSF Idaho EPSCoR
Program under award number OIA-1757324.

Author contributions

Steven Guinn designed the initial workflow. Rachel H. Swanwick worked with Quentin Read, Kelly Hondula
and Matthew A. Williamson to implement the workflow for the CONUS. All authors contributed to writing the
manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to R.H.S. or A.J.E.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International

License, which permits use, sharing, adaptation, distribution and reproduction in any medium or
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022

SCIENTIFIC DATA | (2022) 9:523 | https://doi.org/10.1038/s41597-022-01603-z 7


https://doi.org/10.1038/s41597-022-01603-z
https://www.census.gov/programs-surveys/acs/data.html
https://doi.org/10.6084/m9.figshare.20097086.v1
https://www.census.gov/library/reference/code-lists/ansi.html
https://www.fema.gov/flood-maps/tools-resources/risk-map/products
https://doi.org/10.5281/ZENODO.5750666
https://www.census.gov/programs-surveys/decennial-census/data.html
https://www.mrlc.gov/data/nlcd-2016-percent-developed-imperviousness-conus
https://www.mrlc.gov/data/nlcd-2016-percent-developed-imperviousness-conus
https://www.mrlc.gov/data/nlcd-2019-developed-imperviousness-descriptor-conus
https://www.mrlc.gov/data/nlcd-2019-developed-imperviousness-descriptor-conus
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Dasymetric population mapping based on US census data and 30-m gridded estimates of impervious surface

	Background & Summary

	Methods

	Overview. 
	Data sources. 
	Spatial processing. 
	Using impervious surface to identify potentially populated areas. 
	Dasymetric population density estimation. 
	Correction for anomalous counties. 
	Computational infrastructure. 

	Data Records

	Technical Validation

	Selection of counties for case study. 
	Data sources. 
	Initial raster processing. 
	Estimating population totals in each risk category. 

	Acknowledgements

	Fig. 1 Elements of the dasymetric population mapping workflow.
	Fig. 2 Per pixel distribution of a hypothetical 100-person census block group.
	Fig. 3 A comparison of the estimated population at risk due to environmental hazards using 4 different population maps, each expressed as the percent difference relative to a naïve method that assumes an even distribution of population across each Census 
	Table 1 Data sources used in U.
	Table 2 Data sources for technical validation.




