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Experimental Dataset on Eye-
tracking Activity During Self-
Regulated Learning
Vojtěch Juřík   1,2,3 ✉, Libor Juhaňák   1, Alexandra Ružičková2, Nicol Dostálová1 & 
Zuzana Juříková1,4

The cognitive processing of learning materials has been extensively studied within various cognitive 
theories. Self-regulated learning (SRL) is also recognized as a key factor in learning efficiency. 
However, evidence linking SRL to learning outcomes remains inconclusive, particularly regarding 
objective behavioral data during learning. This study presents an original empirical dataset on eye-
tracking activity during learning, examining the effects of metacognitive prompts and multimedia 
content on cognitive processing and learning outcomes. A controlled laboratory experiment with a 
2 × 2 mixed factorial design involved 110 university students, resulting in 84 complete recordings 
of eye-movement activity during learning. Participants studied scientific materials in text-only and 
multimedia formats, with one group receiving metacognitive prompts and the control group receiving 
general instructions. Learning performance was assessed via a post-test, and eye-tracking technology 
captured gaze patterns to provide insights into cognitive engagement and attention distribution. 
Applications extend to e-learning, virtual environments, and user interface design. While the dataset 
has some methodological limitations, it remains a robust resource for studying cognitive processes and 
optimizing educational technologies.

Background & Summary
The cognitive processing of multimedia materials that combine words and images—such as interactive simu-
lations, videos, or digital textbooks with accompanying audio recordings—has long been a subject of scholarly 
inquiry. A unifying cognitive theory of multimedia learning is based on the hypothesis that designing materials to 
align with the functional principles of the human mind can enormously enhance learning efficiency1. This the-
ory stems from traditional psychological approaches describing memory processes, including Paivio’s dual cod-
ing theory2, Baddeley’s working memory model, which distinguishes between channels for processing auditory 
and visual information3, and Sweller’s cognitive load theory4, which suggests limited capacity within Baddeley’s 
channels. Additionally, the cognitive theory of multimedia learning portrays people as active agents who select, 
organize, and integrate information to construct coherent mental representations.

The ‘self-regulation’ component of learning has garnered substantial attention, resulting in its fragmented, 
albeit convergent (in some respects) definitions. Most previous work portrays Self-Regulated Learning (SRL) 
as involving cognitive, metacognitive, affective, and motivational processes that enable comprehensive learn-
ing, deepen the adaptability of learning strategies, and set self-motivational goals5,6. Students who engage in 
SRL tend to be adept at managing their education and excelling in academic tasks, ultimately leading to their 
scholastic success7,8. However, the scientific support for establishing a solid relationship between self-regulatory 
processes and learning outcomes is insufficient and inconclusive9.

Possible explanations intersect factors related to the inability to employ appropriate regulatory strategies 
when studying and issues with the study materials themselves (e.g., cognitive overload arising from their 
multimedia content). A potential remedy comes in the form of guided studying and metacognitive prompts, 
which have been demonstrated to improve student learning outcomes10–15. Prompts do not provide additional 
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information but stimulate the cognitive, metacognitive, and motivational aspects of SRL16. They can prompt the 
learner to reflect on study materials, assess the knowledge gained using self-assessment checklists, or summarize 
what they have learned in their own words. Despite the clear benefits discovered by numerous studies, even this 
approach faces a replication crisis (e.g.17–19), underscoring the importance of future investigations.

A promising avenue for rigorously deciphering the mental processes behind these conflicting patterns of 
results is eye-tracking (ET) technology20. ET data provide various behavioral events, such as detailed insights 
into shifts in visual attention, known as ‘transitions,’ characterized by rapid eye movements, or saccades, into 
new visual field locations. Information about eye movements is highly advantageous when interacting with 
multimedia study materials that require constant shifts of visual attention, possibly influenced by metacognitive 
prompts. An illustrative example of the utility of ET technology in this field is Catrysse and colleagues’21 study, 
which found that eye movements during reading tasks could be used to differentiate between more and less 
strategic learners.

Contributing to the current body of knowledge, the present dataset offers a comprehensive collection of 
behavioral data on study performance influenced by metacognitive prompts supplemented by ET recordings 
that capture participants’ gaze throughout the entire study session. Participants were randomly assigned to two 
groups, studying text-only and multimedia materials on a scientific topic but differing in whether they received 
metacognitive prompts between study blocks. The dataset challenges previous findings on the usefulness of 
metacognitive prompts in learning outcomes.

Methods
The study employed a controlled laboratory experiment with a 2 × 2 within-between-subjects factorial design to 
evaluate participant performance with specific learning materials while recording eye-tracking data. Participants 
were randomly assigned to two equally sized groups in a between-subjects condition, with self-regulating 
metacognitive prompts in the study materials manipulated as the independent variable (first factor, two lev-
els). The experimental group received metacognitive prompts at three stages: before the first learning material 
(orientation and planning), midway (monitoring and regulation), and after the final material (evaluation and 
reflection). These prompts encouraged recalling prior knowledge, adjusting study strategies, and summarizing 
key concepts. The initial prompt, provided before the learning began, emphasized orientation and planning. 
Try to remember what you already know about the topic. Think about how you can make sure that you learn 
everything you need to know from the learning material. It also included basic guidance on how participants 
should approach each material or which questions to consider while studying (e.g., What points have I not yet 
understood? What concepts were not sufficiently explained?). The mid-session prompt focused on monitoring 
and adjusting one’s learning strategy. Summarize what you have learned so far. Would it be useful to change your 
current approach to studying the learning materials? The final prompt, presented after the session, encouraged 
evaluation and reflection. Repeat in your own words the most important things you learned from the materials 
presented. Could you explain the concepts and principles presented to someone else? The control group received 
only general instructions without metacognitive prompts. All prompts and instructions were presented in a stand-
ardized ppt-like format for the same duration across participants. More details on the experimental methodology 
can be found in a recent study by Juhaňák and his colleagues22.

Simultaneously, all participants engaged with two types of study materials in a within-subjects condi-
tion: plain text and multimedia content (text accompanied by two relevant images or diagrams) as the sec-
ond independent variable (second factor, two levels). Materials included four plain-text and four multimedia 
(text with images) resources, presented in a PowerPoint-like format on a desktop monitor. The study materials 
were sourced from the specialized optics domain, which was expected to be unfamiliar to the research sample 
of humanities and social sciences university students. Task sequencing was randomized to mitigate potential 
order effects. Participants were randomly allocated to two groups regarding the utilization of metacognitive 
prompts, reducing the likelihood of unintended transfer of prompt-based learning strategies to non-prompt 
tasks. Knowledge acquisition across the eight optics topics was assessed using a piloted didactic post-test, with 
each topic containing three pre-tested questions of varying difficulty, requiring a comprehensive understanding 
of the content. The experiment was conducted using the Experiment Centre 3.7.69 software provided by SMI 
(SensoMotoric Instruments). The experimental setup included an SMI RED 250 remote eye-tracking device 
with a sampling rate of 250 Hz. The stimuli were presented on a 22'' LCD monitor with a resolution of 1600 × 900 
pixels and a refresh rate of 60 Hz.

Participants.  The participant sample consisted of 110 neurotypical university students majoring in social 
sciences or humanities (63.7% identified as female) with normal or corrected-to-normal vision, aged between 19 
and 25 years (M = 20.7 years). Before the experiment, each participant was screened for potential medical limita-
tions, including visual or learning difficulties. It was assumed that participants had limited or no prior knowledge 
of advanced optics. Before the experimental session, participants were fully informed about the study’s aims and 
assured that they could withdraw at any time without consequences. Participants were recruited via email invita-
tions, posts on social and academic websites, and the snowball sampling method. To maintain sample homoge-
neity, only full-time bachelor’s students were invited. Additionally, only native Czech speakers were recruited, as 
the study materials were presented in Czech.

Ethics statement.  The study followed the ethical standards outlined in the Declaration of Helsinki. 
Participants were thoroughly briefed on the experiment’s purpose and provided written informed consent before 
the experimental session. They were informed that they could withdraw from the study at any time without facing 
any consequences. The research project, which includes this study, received approval from the Research Ethics 
Committee of Masaryk University (project identification number: EKV-2020-037).
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Procedure.  The whole study procedure is depicted in Fig. 1. Students in their 2nd and 3rd year of bachelor 
studies at Masaryk University were recruited via social media university groups and university information sys-
tem groups. Email invitations were sent to potential participants explaining the study’s purpose. Upon arrival at 
the laboratory, participants were welcomed, briefed on the procedure, and provided with an informed consent 
form, which they could sign. They were explicitly informed that they could withdraw from the experiment at 
any time and request that their recorded data be removed until data collection and anonymization were com-
plete. Participants first completed a questionnaire addressing demographic information, potential visual impair-
ments, and fatigue levels, and then a short battery of items measuring selected dimensions of SRL (a total of four 
dimensions of SRL were measured using four subscales of the Motivated Strategies for Learning Questionnaire 
(MSLQ) developed by Pintrich & De Groot23). These were intrinsic and extrinsic goal orientation, metacognitive 
self-regulation, and critical thinking. Additionally, they completed a pre-test assessing their prior knowledge of 
optics.

After completing the questionnaire, participants were seated in front of a computer screen, their heads posi-
tioned in a chinrest to minimize movement, and eye-tracking was calibrated for accurate recording of eye move-
ments. Instructions on the experimental tasks were provided orally and on the computer screen. The experiment 
was then initiated, with participants engaging in eight learning tasks involving reading texts and viewing images 
to acquire new knowledge. The time limit was set to 5 minutes for each task. Participants in the experimental 
group received materials with metacognitive prompts designed to stimulate self-regulated learning, while the 
control group received the same materials without prompts. Task sequencing was randomized to control for 
order effects, and participants were randomly assigned to conditions to prevent cross-task learning strategy 
transfer. All materials were presented using SMI’s Experiment Center software in a PowerPoint-like format. See 
the example of the multimedia Learning slide in Fig. 2.

The experimental session occurred in an isolated laboratory environment with consistent lighting and min-
imal ambient noise. Participants were seated in a height-adjustable chair, approximately 60–70 cm from the 
screen, and used a keyboard and mouse to navigate the experiment. During data collection, one research assis-
tant was present, and all equipment was disinfected between sessions. Participants were tested individually, with 
brief breaks to allow for air circulation in the laboratory.

Following the learning session, participants completed a post-test assessing their acquired knowledge and 
provided judgments of learning regarding their confidence in the learned content. The knowledge post-test 
was created in cooperation with the psychologist and comprised 24 items derived from the learning content 
presented in the study materials. To ensure balanced representation, three test items were assigned to each of the 
eight learning materials (8 × 3 items). These items varied in difficulty, with each material including one easy, one 
medium, and one difficult question. Prior to the experiment, all items were piloted to confirm their suitability.

Once all tasks were completed, participants were debriefed, thanked for their participation, and given a small 
gift (e.g., pen or mug) before leaving. For ethical reasons, participants with inadequate calibration were allowed 
to repeat the experimental procedure.

Data Records
The data is openly available on figshare24. Next to the Final dataset provided below, we also provide original raw 
dataset for potential analysis.

Basic information about the participants of the experiment is available in the file participants.csv with the 
following structure:

•	 part_ID - participant id
•	 experiment_condition - main experimental condition (“Prompt” vs “Non-prompt”)
•	 gender - gender

Fig. 1  Schematic diagram of the experimental design.

https://doi.org/10.1038/s41597-025-05304-1


4Scientific Data |          (2025) 12:967  | https://doi.org/10.1038/s41597-025-05304-1

www.nature.com/scientificdatawww.nature.com/scientificdata/

•	 age - age
•	 study_degree - degree of the study program (“bachelor,” “master,” “both”)
•	 study_form - a form of the study program (“full-time,” “part-time,” “both”)
•	 semester - semester studied
•	 fatigue_level - reported level of fatigue on a scale of 1-10.
•	 learning_disabilities - information about whether the participant has been diagnosed with a learning dis-

ability and, if so, what kind (“no,” “dyslexia,” “dysorthography,” “ADHD,” “possibly”). The “possibly” option 
refers to cases where the participant has not been diagnosed but has been convinced they have a learning 
disability.

•	 dominant_eye - dominant eye (“L” vs. “R”)

The data obtained through the SRL questionnaire are available in a questionnaire.csv file with the following 
structure:

•	 part_ID - participant id
•	 goal_orient_int (01 to 04) - intrinsic goal orientation from MSLQ
•	 goal_orient_ext (01 to 04) - extrinsic goal orientation from MSLQ
•	 self_regulation (01 to 12) - metacognitive self-regulation scale from MSLQ
•	 critical_thinking (01 to 05) - critical thinking from MSLQ

Data regarding the individual stimuli used during the experiment are available in the stimuli.csv file and the 
related Stimuli_pic folder. The folder contains images of all the stimuli that participants were exposed to during 
the experiment, i.e. the initial instructions (“Intro.jpg”), the first, second and third prompt/non-prompt stimuli 
(“Prompt_1.jpg” to “Prompt_3.jpg” and “Non-prompt_1.jpg” to “Non-prompt_3.jpg”), eight study materials 
(“Task_1.jpg” to “Task_8.jpg”) and the final instructions (“Outro.jpg”). The file has the following structure:

•	 part_ID - participant id
•	 stimulus_name - stimulus name (“Task_1” to “Task_8”)
•	 stimulus_type - stimulus type (“Text” vs. “Multimedia”)
•	 stimulus_time - time spent on the stimulus (in seconds)
•	 tracking_ratio - tracking ratio on the stimulus (%)
•	 Transitions_* - several variables containing information about the number of transitions between individual 

AOIs on the stimulus

The data obtained in the knowledge post-test are available in the posttest.csv file with the following structure:

•	 part_ID - participant id
•	 question_name - question name (“Question_01” to “Question_24”)
•	 question_score - an indication of the correct/incorrect answer (0 vs 1)

Fig. 2  The example of multimedia learning slide from the experiment.
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•	 question_time - time spent on the question (in seconds)
•	 stimulus - stimulus name (“Task_1” to “Task_8”)

The ET_event_data folder contains event-based eye-tracking data from the experiment. The folder contains 
a separate file for each participant and each study material. The naming of each file is uniform and always con-
tains information about the participant (part_ID) and the name of the stimulus (stimulus_name, i.e., “Task_1” 
to “Task_8”). Each file in the folder contains the following eye-tracking data:

•	 Trial
•	 Trial Start Raw Time [ms]
•	 Trial Start Time of Day [h:m:s: ms]
•	 Stimulus
•	 Export Start Trial Time [ms]
•	 Export End Trial Time [ms]
•	 Participant
•	 Tracking Ratio [%]
•	 Eye L/R
•	 Index
•	 Event Start Trial Time [ms]
•	 Event End Trial Time [ms]
•	 Event Start Raw Time [ms]
•	 Event End Raw Time [ms]
•	 Event Duration [ms]
•	 Fixation Position X [px]
•	 Fixation Position Y [px]
•	 Fixation Dispersion X [px]
•	 Fixation Dispersion Y [px]
•	 Saccade Start Position X [px]
•	 Saccade Start Position Y [px]
•	 Saccade End Position X [px]
•	 Saccade End Position Y [px]
•	 Saccade Amplitude [Â°]

The ET_data_raw folder contains raw eye-tracking data from the experiment. The folder contains a separate 
file for each participant. The naming of each file is uniform and always contains information about the partici-
pant (part_ID). Each file in the folder contains the following eye-tracking data:

•	 RecordingTime [ms]
•	 Trial
•	 Stimulus
•	 Export Start Trial Time [ms]
•	 Export End Trial Time [ms]
•	 Participant
•	 Tracking Ratio [%]
•	 Pupil Size Right X [px]
•	 Pupil Size Right Y [px]
•	 Pupil Diameter Right [mm]
•	 Pupil Size Left X [px]
•	 Pupil Size Left Y [px]
•	 Pupil Diameter Left [mm]
•	 Point of Regard Right X [px]
•	 Point of Regard Right Y [px]
•	 Point of Regard Left X [px]
•	 Point of Regard Left Y [px]
•	 AOI Name Right
•	 AOI Group Right
•	 AOI Scope Right
•	 AOI Order Right
•	 AOI Name Left
•	 AOI Group Left
•	 AOI Scope Left
•	 AOI Order Binocular
•	 Gaze Vector Right X
•	 Gaze Vector Right Y
•	 Gaze Vector Right Z
•	 Gaze Vector Left X
•	 Gaze Vector Left Y
•	 Gaze Vector Left Z
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•	 Eye Position Right X [mm]
•	 Eye Position Right Y [mm]
•	 Eye Position Right Z [mm]
•	 Eye Position Left X [mm]
•	 Eye Position Left Y [mm]
•	 Eye Position Left Z [mm]
•	 Pupil Position Right X [px]
•	 Pupil Position Right Y [px]
•	 Pupil Position Left X [px]
•	 Pupil Position Left Y [px]
•	 Mouse Position X [px]
•	 Mouse Position Y [px]

Technical Validation
Data was collected using established psychological experimental methodologies and state-of-the-art technolo-
gies for technical validation. This ensured rigorous adherence to best practices across the entire data lifecycle, 
including data collection, pre-processing, and post-processing.

Hardware and software specifications.  The eye-tracking experiment utilized the SMI RED 250 remote 
eye-tracking device, which operates at a sampling rate of 250 Hz. Stimuli were presented on a 22-inch LCD mon-
itor with a resolution of 1600 × 900 pixels and a refresh rate of 60 Hz. For software, Experiment Center 3.7.69 (by 
SensoMotoric Instruments, SMI) was employed for stimulus presentation, while SMI BeGaze software (version 
3.7) was used for data processing and analysis. The eye-tracking recordings and subsequent data processing were 
based on established methodologies20,25,26.

Pilot study for technical validation.  A pilot study was conducted as part of the experimental preparation 
to validate the technical setup. This pilot study aimed not only to ensure the correctness of the experimental pro-
cedure but also to identify and mitigate potential technical issues arising from the relatively complex multi-device 
setup.

Ensuring high-quality eye-tracking data.  Given that eye-tracking data are prone to signal loss and high 
mortality rates, several measures were implemented to maximize data quality:

	 1.	 Participant screening: Individuals with significant visual impairments were excluded from the study.
	 2.	 Calibration protocol: Each participant underwent an initial eye-tracker calibration before the experiment 

and an additional re-calibration at the session’s midpoint.

Data Pre-processing and quality control.  The collected data underwent systematic pre-processing and 
primary validation, which included:

	 1.	 Exclusion of participants with severe data distortions or signal loss: Recordings from participants whose 
signals were significantly distorted or wholly lost were removed.

	 2.	 Tracking ratio thresholding: Participants with a tracking ratio below 80% were excluded, as this threshold 
is typically considered insufficient for reliable analyses.

	 3.	 Manual correction of distorted data: The data were corrected and retained if distortion was identified but 
could be corrected manually using BeGaze’s “gaze offset correction” function. Otherwise, the recording was 
excluded.

All data processing was performed using SMI BeGaze v.3.7, allowing for the recorded data’s refinement and 
quality enhancement.

Eye-Tracking event detection and data cleaning.  Prior to statistical analysis, eye-tracking event detec-
tion was configured in BeGaze using high-speed saccade-based detection parameters:

•	 Minimum saccade duration: 22 ms
•	 Saccadic peak velocity threshold: 4°/s
•	 Minimum fixation duration: 50 ms

Subsequently, visual evaluation and data cleaning were conducted. Any recordings with a tracking ratio 
below 80% were excluded.

Expert validation and final data exclusion.  Each recording underwent independent visual inspection 
by two expert evaluators, following standard best practices for eye-tracking data validation.

•	 If systematic distortions were detected and could be corrected using gaze offset correction in BeGaze, the 
recording was manually corrected using the BeGaze function, and data was retained.

•	 If the distortion was irreparable, the recording was excluded from the dataset.
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Defining Areas of Interest (AOIs) and transitions.  For analysis, eight learning slides described above 
were used. Each slide contained four areas of interest (AOIs) corresponding to text paragraphs and images within 
the learning material (see Fig. 2). Size of each AOI was 359,550 px.

•	 Transitions, a core eye-tracking metric, were analyzed to assess gaze movement between AOIs.
•	 A transition is defined as a saccade from one AoI to another.
•	 The total number of transitions per learning slide per participant was calculated.

Exclusions and final dataset.  Out of 110 participants, 17 recordings were excluded due to severe sig-
nal distortion or complete data loss due to technical reasons. A total of 3 participants were removed from the 
dataset because they gave up/did not complete the assignment. Additionally, six more recordings were removed 
because their ET tracking ratio fell below 80%, resulting in 84 complete recordings. Such a final dataset represents 
high-quality eye-tracking data capturing visual processing during learning with metacognitive prompting and 
self-regulated learning. This dataset provides a robust foundation for investigating gaze behavior and its relation-
ship with cognitive and metacognitive processes in educational contexts.

Usage Notes
The Dataset24 is publicly accessible for research and development purposes, offering valuable opportunities for 
both academic institutions and commercial entities who can use it freely. As a rich source of eye-tracking data 
collected from an online user study, it presents numerous opportunities for exploration across disciplines such as 
cognitive psychology, engineering, human-computer interaction, and virtual environment design. The dataset’s 
detailed structure allows researchers to investigate various aspects of self-regulated learning, cognitive load, and 
attentional patterns. It is beneficial for studies focusing on learning sciences and instructional design.

One of its key strengths is its potential for analyzing visual attention allocation during different instructional 
(experimental) conditions. The data enable a detailed examination of how metacognitive prompts influence 
gaze behavior and learning outcomes and how different types of study materials, such as text-based versus 
multimedia content, impact cognitive engagement and follow-up performance. Moreover, the final didactic 
test, designed to assess learning performance, consists of three difficulty levels, reflecting varying degrees of 
comprehension. This layered structure allows nuanced analyses to account for how different cognitive demands 
shape learning processes.

At the level of eye-tracking data, the dataset provides an opportunity to explore the dynamics of study 
behavior in terms of both the quality and quantity of eye movements. Researchers can conduct detailed anal-
yses of various eye-tracking events, such as transitions between different quartiles of the learning slides27, and 
generate heatmaps that visualize patterns of search activity. This can be particularly useful for understanding 
how learners navigate and process educational content, shedding light on cognitive strategies employed during 
self-regulated learning.

Beyond educational research, the dataset offers valuable applications in human-computer interaction and 
virtual/online learning environments (OLEs). By analyzing gaze-based interactions, researchers can optimize 
interface designs, improve multimedia content, and develop adaptive e-learning platforms that respond dynam-
ically to user engagement. Furthermore, insights into fixation patterns and attentional shifts can inform the 
design of virtual and augmented reality applications, helping to create more intuitive and cognitively efficient 
digital learning experiences.

Despite its broad applicability, certain methodological limitations should be considered. The dataset does 
not include direct assessments of cognitive capacities, such as IQ testing, as balancing and randomization within 
the experimental design aimed to control for variability across participants. Additionally, the final dataset may 
be affected by previously discussed errors and signal inconsistencies in eye-tracking recordings, which should 
be considered when interpreting the results. However, the extensive demographic information included in the 
dataset enables researchers to test hypotheses related to individual differences, further enhancing its potential 
for exploring diverse research questions. The dataset represents a comprehensive resource for understanding 
human eye-tracking behavior during learning and provides a foundation for studying the interplay between 
cognitive processes, instructional design, and attentional mechanisms. By leveraging this data, researchers can 
develop more effective learning strategies, refine educational technologies, and contribute to the growing cog-
nitive and applied psychology field.

Code availability
No custom code was used concerning the presented data.
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