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Accurate identification and localization of cephalometric landmarks are crucial for diagnosing and
quantifying anatomical abnormalities in orthodontics. Traditional manual annotation of these
landmarks on lateral cephalograms (LCRs) is time-consuming and subject to inter- and intra-expert
variability. Attempts to develop automated landmark detection systems have persistently been made;
however, they are inadequate for orthodontic applications due to the unavailability of a diverse dataset.
In this work, we introduce a state-of-the-art cephalometric dataset designed to advance Al-driven
quantitative morphometric analysis. Our dataset comprises 1,000 LCRs acquired from seven different
imaging devices with varying resolutions, making it the most diverse and comprehensive collection to
date. Each radiograph is meticulously annotated by clinical experts with 29 cephalometric landmarks,
including the most extensive set of dental and soft tissue markers ever included in a public dataset.
Additionally, we provide cervical vertebral maturation (CVM) stage annotations, marking the first
standard resource for CVM classification. We anticipate that this dataset will serve as a benchmark for
developing robust, automated landmark detection frameworks, with applications extending beyond
orthodontics.

Background & Summary
Quantitative morphometry of human skull and cephalometric analyses of spatial relationships among teeth,
jaws, and cranium are considered to be the cornerstones of contemporary orthodontics, orthognathic treatment,
and other areas of oral and maxillofacial surgeries'. Such analyses are usually carried out using two-dimensional
(2D) radiographic images often referred to as cephalograms. In 1982, Thomas Rakosi defined 90 anatomically
relevant anchor points, i.e., landmarks, of which 29 have been widely used by orthodontists on a routine basis®.
A conventional cephalometric analysis involves the identification of anatomical landmarks, measurement of
various angles and distances between these identified landmarks, and qualitative assessment of anatomical
abnormalities from these angles and distances®. It assists clinicians in diagnosing the craniofacial condition
of a patient by providing clinical interpretation of bony structures of the skull and surrounding soft tissues. In
clinical practice, orthodontists usually map out contours of craniofacial structures on X-ray images manually
and then identify anatomical landmarks from various geometrical features. However, the process of manual
annotation is tedious, time-consuming and subjective®. Although cephalometric tracing is generally performed
by trained orthodontists, several reports have raised concerns regarding significant inter- and intra-observer
variabilities among them?® due to their diverse training and experience backgrounds. Since identifying anatom-
ical abnormalities of hard and soft tissues and subsequent treatment procedures are highly sensitive to precise
estimation of landmark locations, a poor manual cephalometric analysis might have severe repercussions

With advances in machine learning and computer vision over the past few years, it has become increas-
ingly clear that automatic detection of cephalometric landmarks could be a promising solution for improving
inter-rater and intra-rater reliability, reducing tracing time, and enhancing orthodontic diagnosis and treatment
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planning. Recognizing the significance of automatic landmark detection, IEEE International Symposium
on Biomedical Imaging (ISBI) hosted the challenge of Automatic Cephalometric Landmark Detection for
Diagnosis in Cephalometric X-ray Images in both 2014° and 2015’. Wang et al.? introduced the first cephalo-
metric landmark detection dataset, comprising of 400 high-resolution X-ray images of patients ranging in age
from six to 60 years. All images were obtained using the Soredex CRANEX Excel cephalometric X-ray machine
with spatial dimensions of 1935 x 2400 pixels, at a resolution of 0.1 mm/pixel in both directions. However, there
are several concerns regarding the generalizability and reliability of ground truth annotations. For instance,
the training dataset only includes 150 cephalograms randomly selected from 400 patients with a wide range of
ages. Furthermore, all cephalograms are obtained from a single X-ray imaging device. With this limited amount
of training data, an AI algorithm may struggle to generalize on such a diverse set of patients and be prone to
overfit’. Additionally, the mean intra-observer variability of the senior and junior orthodontists is 1.73 4 1.35
mm and 0.90 £ 0.89 mm, respectively, while the mean inter-observer variability between the two orthodontists
is 1.38 & 1.55 mm which produced a mean radial error (MRE) of 2.02 & 1.53 mm on test data. This degree of
variability is extremely large, considering the clinical precision range of 2 mm. Consequently, there is a high
probability that the trained model may contain unnecessary bias, suggesting that there is a limit to clinical
applications merely with this dataset!?. Despite these limitations, this dataset has served as a benchmark for the
comparison of various cephalometric landmark detection models and laid the foundation of a new era in the
field of dental X-ray imaging.

In 2020, Zeng et al.!! published the PKU cephalogram dataset, which consisted of 102 cephalograms from
patients of ages 9 to 53 years. These images were captured using the Planmeca ProMax 3D cephalometric X-ray
machine, with average spatial dimensions of 2089 x 1937 pixels and a resolution of approximately 0.125 mm/
pixel. While this dataset was not particularly comprehensive, featuring only 102 cephalograms with the same 19
landmarks, it was still a valuable addition to the field of automated cephalometric landmark detection. Several
other datasets containing large numbers of cephalograms annotated with an extensive amount of anatomical
landmarks have also been offered and used on occasion. For example, Qian et al.!? proposed a multi-head atten-
tion neural network, CephaNN, for cephalometric landmark detection and used a private collection of 400
cephalograms with varying features and properties from various devices. Kunz et al.'® created a dataset with
1792 cephalometric X-ray images acquired from Sirona Orthophos XG radiographic machine. On each image,
twelve examiners identified and marked a total of 18 radiographic landmarks. This dataset was the largest data-
set ever annotated following excellent marking protocols, but unfortunately, it was not made available, and the
research community was once again deprived of a sophisticated dataset. In the field of orthodontics, the soft
tissue paradigm'* has led to the consideration of facial soft tissue in all types of jaw and tooth movements. As a
result, cephalometric studies include various soft tissue parameters, such as facial convexity, nasolabial angle, the
position of upper and lower lips, mentolabial sulcus, position of soft tissue chin and lower anterior face height!®
etc. However, the publicly available datasets only include four soft tissue landmarks, which are insufficient for
most soft tissue cephalometric analyses. Additionally, these datasets do not include important occlusal land-
marks, which are essential for constructing the occlusal plane, an important factor in orthodontic diagnosis and
treatment planning that can change during treatment.

In addition to selecting the most appropriate treatment approach and biomechanics, the timing of treatment
delivery is also crucial for orthodontic treatment effectiveness. Accurate assessment of facial growth and quanti-
fication of skeletal maturation stage, particularly mandibular growth, plays a vital role in orthodontic diagnosis,
prognosis, treatment planning and outcomes. Several biological indicators, such as dental development and
eruption times'S, chronological and dental age'’, ossification of hand and wrist bones'®, and cervical vertebral
maturation (CVM) and morphology*®, have been proposed to assess skeletal maturity. Among these, the CVM
stage method is the most commonly used by orthodontists since it can be assessed using traditional lateral
cephalograms and avoids additional radiographic exposure of a second radiograph. Despite the widespread use
of the CVM stages method in assessing skeletal maturation and growth spurts, the process can be challenging
and time-consuming for practitioners, leading to sub-optimal intra-observer agreement®. Several research-
ers*!~26 have explored the promising applications of artificial intelligence (AI) to automate the process of CVM
assessment. For instance, Rahimi et al.? implemented two transfer learning models based on ResNet-101, which
were independently fine-tuned to determine CVM stage and pubertal growth spurt using lateral cephalograms.
Another study by Seo et al.?* aimed to evaluate and compare the performance of six advanced deep learning
models based on CNNs for CVM classification in lateral cephalograms. Despite these extensive studies, it is
surprising that there remains a lack of a standard dataset for CVM stage estimation.

Considering all these limitations, we propose a new benchmark dataset?” consisting of 1000 cephalometric
X-ray images acquired from 7 different X-ray imaging devices with varied resolutions. The dataset includes
annotations for two different cephalometric analyses: anatomical landmark detection and CVM stage classifica-
tion. A team of 6 clinicians, including 2 expert orthodontists, were responsible for the annotation process, which
was carried out in two phases. In the first phase, referred to as the labelling phase, two junior orthodontists inde-
pendently annotated all of the cephalograms with 29 most commonly used anatomical landmarks. In the second
phase, referred to as the reviewing phase, two senior orthodontists collaboratively reviewed and corrected the
annotations. For CVM stage classification, our senior orthodontists assigned each image to one of the six pos-
sible stages, and the images for which they disagreed, were referred to expert orthodontists. The salient features
of our dataset are summarized as follows:

o Our dataset boasts a diverse and extensive collection of 1000 cephalograms acquired from 7 different X-ray
imaging devices with varying resolutions, making it the most comprehensive cephalometric dataset to date.
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X-ray imaging CVM stage
Datasets Cephalograms Landmarks devices Available method
Wang et al.$ 400 19 1 v X
Zeng et al."! 102 19 1 v X
Qian et al.? 400 75 N/A X X
He et al>* 1005 37 N/A X X
Kunz et al."® 1792 18 1 X X
*Aariz 1000 29 7 v v

Table 1. A side-by-side comparison of cephalometric datasets. Our dataset stands out with its diversity,
featuring images acquired from various X-ray machines and annotations for both anatomical landmark
detection and CVM stage classification.

Resolution

No. Machine Manufacturer (millimetres/pixel) Cephalograms
1. ART Plus BLUEX 0.1 366

2. Veraviewepocs 2D J. Morita 0.144 177

3. Smart3D LargeV 0.1 59

4. ProMax 2D Planmeca 1.139 41

5. ProMax with ProTouch Planmeca 0.139 135

6. Hyperion X5 Myray 0.089 143

7. Rotograph EVO Villa 0.135 79

Table 2. A breakdown of the diversity in our cephalometric dataset, featuring the distribution of images
acquired from various X-ray machines along with their manufacturers and resolutions.

o The dataset features 29 most commonly used anatomical landmarks, with 15 skeletal, 8 dental, and 6 soft-tis-
sue landmarks, annotated by a team of 6 skilled orthodontists in two phases, following extensive labelling and
reviewing protocols.

o By annotating the CVM stages of each cephalogram in our dataset, we have also created the first standard
resource for automatic CVM classification.

We named our dataset’Aariz, which is an Arabic word meaning cheek. Since a cephalogram is an X-ray scan
of the craniofacial area (i.e. cheek), we have taken *Aariz in these terms. A thorough comparison of our dataset
against other available and non-available datasets is presented in Table 1, highlighting the unique features and
superior characteristics of our dataset. We believe that this dataset will not only derive forward research and
innovation in automatic cephalometric landmark identification and CVM stage classification, but will also mark
the beginning of a new era in the discipline.

Methods

The scarcity of high-quality cephalometric datasets for research purposes is primarily because of the difficulty
in obtaining access to medical images due to patients’ privacy concerns. Even if one is successful in obtaining
access to these images, the process of annotating them can be a costly and time-consuming endeavour. However,
the significance of such datasets cannot be understated, as they provide valuable resources for researchers seek-
ing to enhance automated Al systems used in cephalometric analysis. In an effort to address these problems,
we embarked on a research collaboration with Riphah International University in 2020. The main objective of
this research was to create a benchmark dataset that not only addresses the limitations of existing datasets but
also helps improve the performance of cephalometric landmark tracing algorithms. An ethical approval was
received from the Institutional Review Committee of Islamic International Dental College, Riphah International
University, Islamabad, Pakistan (IRB Number IIDC/IRC/2020/001/012). This approval includes consent for the
open publication of the anonymized dataset under a Creative Commons Attribution (CC-BY) license, ensuring
compliance with patient privacy and ethical standards.

Dataset Description. We have proposed a new benchmark dataset consisting of 1000 cephalometric X-ray
images, which were collected from 1000 patients ranging in age from 12 to 62 years, and acquired from 7 differ-
ent X-ray imaging devices with varying resolutions. Table 2 summarizes all of the X-ray imaging devices used
to obtain the cephalograms, as well as their respective resolutions and the number of cephalograms from each
machine. Each cephalogram is labelled with 29 cephalometric landmarks, which are most commonly used in
clinical settings and can be employed for a variety of cephalometric measurements. These landmarks are selected
from 3 fundamental categories of anatomical structures: skeletal, dental and soft-tissue. The skeletal structure
contributes 15 landmarks, whereas 8 landmarks are related to dental structures, and 6 landmarks are related to
soft-tissue structures, making it the most comprehensive dataset with the highest number of soft-tissue land-
marks in any publicly available data resource to date. In Table 4, we have compiled a list of the cephalometric
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Inclusion criteria Exclusion criteria

Only those images that met the following criteria were The images that had the following characteristics were excluded from the
included in the dataset: dataset:

® Radiographs adequately showing the area of interest i.e. | ® Radiographs with congenitally missing, extracted, impacted and
skeletal, dental, and soft tissue structures. supernumerary teeth.

© Radiographs having all permanent teeth erupted till the | ® Radiographs that had heavily restored teeth with restoration, crowns or
first permanent molars in the maxillary and mandibular | veneers involving cusp tips of first molars.

arch. ® Radiographs of patients with mixed dentition stage.
® Radiographs without any facial cleft, syndrome or ® Radiographs not showing cervical spine up to the fourth cervical vertebrae.
dentofacial deformity ® Radiographs with artefacts obscuring the interpretation of the image.

Table 3. The inclusion and exclusion criteria for selecting cephalometric radiographs to ensure high quality and
relevance in our data collection process.

landmarks that are included in our dataset, organized by their respective categories, and accompanied by their
clinical definitions to provide a clear understanding of their role in cephalometric analysis.

To ensure the accuracy and consistency of dataset annotations, we enlisted the help of a team of skilled clini-
cians from the Islamic International Dental College in Islamabad, Pakistan. Comprised of 2 expert orthodontists
with a combined clinical experience of 25 years, as well as 4 additional orthodontic professionals, this team was
responsible for deliberately annotating each of the 1000 cephalograms in the dataset. The expert orthodontists
also presided over the entire annotation process, occasionally participating in the labelling themselves to ensure
the highest level of quality and consistency. The overall dataset is divided into three subsets: training, validation
and testing, with 700, 150, and 150 cephalometric X-ray radiographs, respectively. The images from each of the
X-ray machines have different spatial dimensions and are uniformly distributed in each subset. This ensures
that our dataset is well-rounded and representative of the diverse range of images collected from various X-ray
machines.

Data Acquisition. The dataset consists of lateral cephalometric X-ray images collected from the archives
of patients undergoing orthodontic treatment at Islamic International Dental College, Riphah International
University, Islamabad, Pakistan. We obtained written consent from all patients for the use of their radiographic
records for educational and research purposes. For participants under 18 years of age, written informed consent
was obtained from their parents or legal guardians. The confidentiality of all patient records was strictly main-
tained by obscuring any identifying information. Table 3 features the inclusion and exclusion criteria that we
followed during data collection.

Among 3500 cephalometric radiographs, our junior orthodontists curated 1000 radiographs that fulfil the
inclusion and exclusion criteria. We matched the radiographs with their corresponding imaging machines and
assigned them anonymous identifiers to protect patient privacy. The final dataset was then expertly reviewed and
approved by senior orthodontists, marking the beginning of the labelling phase.

Dataset Annotation Process. Before diving into the annotation process, our team of expert orthodontists
conducted a rigorous training session, during which they emphasized the importance of adhering to standard
cephalometric terminology and highlighted the most commonly confused landmarks. All the clinicians were
required to annotate a set of preliminary test images, which were then reviewed by expert orthodontists. Any
annotations that did not meet the required standards were corrected and the clinicians received additional feed-
back and guidance. This process was repeated until all clinicians achieved the desired proficiency level in confi-
dently distinguishing between commonly confused anatomical structures. With such a solid foundation in proper
cephalometric annotation techniques and protocols, our team of clinicians was ready to embark on the metic-
ulous task of annotating the real dataset, which culminated in a series of reviews and corrections to ensure the
highest level of accuracy.

Cephalometric Landmarks. The annotation process of cephalometric landmarks was carried out in two
phases. In the first phase, two junior orthodontists independently marked all of the cephalograms, and in the sec-
ond phase, two senior orthodontists collaboratively reviewed and corrected the markings as needed. The average
of the markings by junior orthodontists and the average of the markings by senior orthodontists are provided
separately. The mean of these two averaged markings will be used as the ground truth for cephalometric land-
marks. The team utilized LabelBox! as a labelling tool to annotate the cephalograms. At the end of the annota-
tion process, inter-observer variability between junior and senior orthodontists was found to be 0.494 £ 1.097
mm in terms of mean radial error =+ standard deviation. Figure 1 features the landmark-wise distribution of
inter-observer variabilities between the two groups of clinicians.

Labelling Phase. The first phase of cephalometric landmark annotations, i.e. labelling phase, was accom-
plished in three rounds. Figure 2(a) illustrates the state of inter-observer variability with respect to each landmark
during all these rounds. To begin with labelling, two junior orthodontists with five years of clinical experience,
referred to as labellers, independently traced each cephalogram with 29 anatomical landmarks. This first round
of labelling was statistically reviewed and the inter-observer variability was determined to be 0.425 + 1.170 mm
in terms of mean radial error (MRE) =+ standard deviation (SD). However, as shown in Fig. 2(a) (top), it was
observed that the inter-observer variability between the labellers in terms of mean radial error was quite high
for some landmarks (e.g. Ramus, Gonion and Porion etc). Therefore, to further improve markings, a total of 601

1https://labelbox.com/.

SCIENTIFIC DATA|

(2025) 12:1336 | https://doi.org/10.1038/s41597-025-05542-3 4


https://doi.org/10.1038/s41597-025-05542-3
https://labelbox.com/

www.nature.com/scientificdata/

No. | Landmarks Symbol | Category Clinical Description

L A-point (Subspinale) A Skeletal ;l;l:cel Si;l:lte;:’x:ﬁ?t point on the contour of the pre-maxilla between the anterior nasal spine and the
5 Anterior Nasal Spine ANS Skeletal gilltzesiizr;t;;ii?lrt I(’)(f)i:}]lte orfl ;}:(eiliiseous anterior nasal spine in the median-sagittal plane i.e. furthest

3. B-point (Supramentale) B Skeletal The innermost point on the contour of the mandible between the incisor tooth and the bony chin.
4. Menton Me Skeletal The most inferior point on the mandibular symphysis-that is the bottom of the chin.

5. Nasion N Skeletal The anterior point of the intersection between the nasal and frontal bones.

6. Orbitale Or Skeletal The lowest point on the inferior margin of the orbit.

7. Pogonion Pog Skeletal The most anterior point on the contour of the chin.

8. Posterior Nasal Spine PNS Skeletal The tip of the posterior spine of the palatine bone, at the junction of the hard and soft palates.

9. Ramus R Skeletal The most convex point on the exterior border of the ramus along the vertical.

10. Sella N Skeletal The midpoint of the cavity of sella turcica.

1L Articulare Ar Skeletal E:en%?li’r;; :rf lLrllrtril;s&ection between the shadow of the zygomatic arch and the posterior border of the
12. Condylion Co Skeletal Most posterior/superior point on the condyle of the mandible.

13. Gnathion Gn Skeletal Point located perpendicular on the mandibular symphysis midway between pogonion and menton.
14. Gonion Go Skeletal The midpoint of the contour connecting the ramus and body of the mandible.

15. Porion Po Skeletal The midpoint of the upper contour of the external auditory canal (anatomic porion).

16. Lower 2nd PM Cusp Tip LPM Dental Buccal cusp tip of lower 2nd premolar.

17. Lower Incisor Tip LIT Dental Insical edge of the lower central incisors.

18. Lower Molar Cusp Tip LMT Dental Mesio-buccal cusp tip of lower 1st molar.

19. Upper 2nd PM Cusp Tip UPM Dental Buccal cusp tip of upper 2nd premolar.

20. Upper Incisor Apex UIA Dental Apical root tip of upper central incisors.

21. Upper Incisor Tip UIT Dental Insical edge of the upper central incisors.

22. Upper Molar Cusp Tip UMT Dental Mesio-buccal cusp tip of upper 1st molar.

23. Lower Incisor Apex LIA Dental Apical root tip of lower central incisors.

24. Labrale inferius Li Soft Tissue Most prominent point on the vermilion border of the lower lip in midsagittal plane.

25. Labrale superius Ls Soft Tissue Most prominent point on the vermilion border of the upper lip in the midsagittal plane.

26. Soft Tissue Nasion N° Soft Tissue Point on soft tissue over nasion.

27. Soft Tissue Pogonion Pog'’ Soft Tissue Soft tissue over pogonion.

28. Subnasale Sn Soft Tissue In the midline, the junction where the base of the columella of the nose meets the upper lip.

29. Pronasale Pn Soft Tissue Tip or apex of external nose.

Table 4. A list of annotated cephalometric landmarks in our dataset, including detailed clinical descriptions.

cephalograms were identified for which the mean radial error of critical landmarks was found to be greater than
a threshold (i.e. 50 pixels or approximately 5 mm). The erroneous landmarks were re-traced by labellers under
the supervision of expert orthodontists. As a result, mean inter-observer variability was significantly reduced
to 0.341 & 0.964 mm. Finally, we focused on reducing the standard deviation between landmark annotations.
Based on statistical analysis, it was revealed that the standard deviation for the lower incisor tip was significantly
large throughout the labelling phase, leading to the identification of 12 cephalograms with incorrect markings
for this landmark. These were subsequently corrected by expert orthodontists, resulting in a significant reduc-
tion in standard deviation for that landmark. Through this multi-stage labelling process, we aimed to reduce
inter-observer variability and ensure the accuracy and reliability of the labelling phase.

To calculate the intra-observer variabilities between the orthodontists, we randomly selected 100 cepha-
lometric images from the dataset, one image from every 10 images, as a representative sample. We then asked
the labellers to re-annotate the images in this subset, assuming that it reflects the characteristics of the entire
dataset. As a result, the intra-observer variability was estimated by comparing these new annotations to their
corresponding previous ones. Table 5 presents the mean intra- and inter-observer variabilities of both labellers
at the end of the labelling phase.

Reviewing Phase. 'The second phase of cephalometric landmark annotations, i.e. reviewing phase, was also
carried out in three rounds. In this phase, two senior orthodontists with clinical expertise ranging from 7 to
10 years, referred to as reviewers, reviewed the annotations by labellers at the end of the labelling phase and
corrected them as needed. Figure 2(b) illustrates the trend of inter-observer variability with respect to each
landmark during all these rounds. As described in the previous section, both labellers had annotated each ceph-
alogram separately, therefore, each reviewer was required to review a total of 2000 labelled cephalograms, which
was a daunting task. Therefore, the reviewers worked together, with one reviewing the markings of labeller 1 for
the first 500 cephalograms and the markings of the other labeller for the remaining 500 cephalograms, while
the other reviewer did the opposite. Through this collaborative approach, the reviewers were able to effectively
review all of the cephalograms and made necessary corrections. The reviewing phase followed a similar pattern
as the labelling phase, starting with a general review of the entire dataset, followed by the rounds focusing on
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Fig. 1 Uncovering the variability: A look at the inter-observer differences between junior and senior
orthodontists through the lens of mean radial error and standard deviation.

reducing radial error and targeting the reduction of standard deviation. To measure the intra-observer varia-
bility of reviewers, we used the same subset of 100 cephalograms that had already been annotated by the label-
lers. The reviewers then collaboratively reviewed and assessed these annotations, allowing us to calculate the
intra-observer variability. Table 6 presents the mean intra- and inter-observer variabilities of both reviewers at
the end of the reviewing phase.

Together, the rigorous labelling and reviewing processes ensured the accuracy and consistency of annota-
tions in our dataset. As shown in Fig. 3(a), a typical cephalogram annotated with all 29 landmarks exemplifies
the anatomical precision achieved, while (b) highlights the resulting cephalometric tracing used for downstream
analysis.

CVM Stages. During the labelling process, our clinicians apprised the fact that there is no standard dataset
available for automatic CVM stage classification. With this in mind, we decided to not only annotate cephalomet-
ric landmarks but also include CVM stage labels for each cephalogram in our dataset. However, identifying the
CVM stage is a challenging task; in certain circumstances, even senior orthodontists have to put in considerable
effort. Therefore, to ensure that the labellers were equipped with the necessary skills and knowledge to accurately
identify CVM stages, the expert orthodontists conducted a comprehensive training session, primarily focused
on the importance of following the standard CVM degree method in determining CVM stages. Unfortunately,
after the completion of the labelling phase, we found that the CVM agreement between the two labellers was only
36.3%.

Given the difficulties experienced by the junior orthodontists in identifying CVM stages, even with proper
training, we decided to have the senior orthodontists take on the task of CVM stage labelling. Through their
collaborative efforts, the agreement between the reviewers improved significantly to 96.6%. of the 1000 cephalo-
grams, the reviewers assigned the same label to 906 images, while differing in their assessment of the remaining
94. These 94 cephalograms were reviewed by expert orthodontists, and their markings were considered the final
labels. A visual representation of the distribution of CVM stages in our dataset can be seen in Fig. 4.

Data Records

The Aariz dataset?” has been deposited in the Figshare repository at: https://doi.org/10.6084/
m9.figshare.27986417.v1and is organized into three primary subsets: train, validation, and test. Each subset con-
tains lateral cephalometric radiographs (LCRs) along with corresponding annotations. The Annotations direc-
tory contains structured .json files divided into two main categories: Cephalometric Landmarks and Cervical
Vertebral Maturation (CVM) Stages. Landmarks annotations are further categorized into two sub-folders -
Junior Orthodontists and Senior Orthodontists - to provide multi-expert perspective. Since two orthodontists
individually labeled the data, we have provided the average annotations of both in the Junior Orthodontists
folder. Similarly, since the data was collectively reviewed by two orthodontists, their average annotations have
been provided in the Senior Orthodontists folder. Finally, the average of both the junior and senior annotations
for a specific patient is considered as ground truth. A visual overview of the dataset’s folder hierarchy and organ-
ization is provided in Fig. 5.

In addition to radiographs and annotations, the dataset includes a supplementary .csv file, which provides
metadata on the imaging devices used for cephalogram acquisition. This file contains the information corre-
sponds to the spatial calibration of each X-ray machine and is essential for clinical evaluation of automated land-
mark detection models. Since landmark detection accuracy is typically assessed in millimeters, this pixel-to-mm
resolution allows researchers to convert model prediction errors (e.g., Mean Radial Error or MRE) from pixel
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Fig. 2 A visual representation of inter-observer variability in landmark annotations. The graphs showcase
the precision of our annotation process across all rounds of the labelling and reviewing phases. (left) The top,
middle, and bottom rows show the variability among junior orthodontists during the three rounds of the
labelling phase. (right) The top, middle, and bottom rows depict the variability among senior orthodontists
during all the rounds of the reviewing phase.

Intra-observer Variability Inter-observer Variability
Labeller 1 Labeller 2 Labeller 1 vs. Labeller 2

MRE (mm) 1.473 £1.829 | 1.651 42.003 | 0.329 & 0.663

Table 5. Mean intra- and inter-observer variabilities of labellers in terms of Mean Radial Error (MRE) =+
Standard Deviation (SD) at the end of the labelling phase.

space into real-world units. Consequently, users of the dataset can evaluate AI-based models against clinically
meaningful thresholds, such as 2.0 mm, 2.5 mm, 3.0 mm, and 4.0 mm, which are commonly adopted in cephalo-
metric landmark detection literature to reflect various error margins. This added metadata enhances the dataset’s
reliability and distinguishes it from many existing public cephalometric datasets by enabling precise, clinically
grounded benchmarking across diverse imaging conditions.
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Intra-observer Variability

Inter-observer Variability

Reviewer 1

Reviewer 2

Reviewer 1 vs. Reviewer 2

MRE (mm)

1.214 £ 1.150

1.348 +1.268

0.425 £0.552

Table 6. Mean inter- and intra-observer variabilities of senior orthodontists in terms of Mean Radial Error
(MRE) = Standard Deviation (SD) at the end of reviewing phase.

(@

(b)

Fig. 3 A visualization of anatomical landmarks and cephalometric tracing (a) showcases a cephalogram from
our dataset with all 29 landmarks. (b) demonstrates the tracing of various cephalometric structures in a sample

image.
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Fig. 4 A visual breakdown of the distribution of CVM stages in our dataset.

Technical Validation

The creation of our cephalometric dataset involved a rigorous two-phase annotation process designed to mini-
mize inter-observer variability and ensure the highest possible accuracy of landmark identification. As detailed
in Section, this process was conducted across multiple rounds involving both junior and senior orthodontists.
In the first phase, two junior orthodontists independently annotated 1000 cephalograms with 29 anatomical
landmarks. This labelling phase underwent three critical review rounds, progressively reducing the mean radial
error from 0.425 £ 1.170 mm to 0.341 £ 0.964 mm. The team systematically addressed variabilities in landmark
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Fig. 5 Directory structure of the Aariz dataset.

annotations, paying special attention to critical landmarks and those with significant standard deviations. The
subsequent reviewing phase involved two senior orthodontists, who collaboratively reviewed the initial annota-
tions. They employed a strategic approach, dividing the 2000 labelled cephalograms between them to ensure a
comprehensive review while managing the substantial workload.

Despite the statistical rigor of our annotation process, the complexity of cephalometric landmark identifi-
cation presented unique challenges that could not be entirely captured by quantitative analysis alone. In one
critical instance, we observed a significant radial error between the markings when one of the labellers had
accidentally swapped two landmarks due to similar anatomical structures. Since the other labeller had correctly
marked these landmarks, the statistical analysis flagged this error and it was corrected. However, such errors
could have gone undetected if both labellers had made the same mistake. This was an alarming situation because
the presence of such errors is a regular occurrence owing to human involvement, and we had already faced such
a situation.

Consequently, we implemented an additional layer of validation, mandating that our expert orthodontists
conduct a comprehensive review of the entire dataset. Their primary objective was to verify that no landmarks
had been inappropriately interchanged. Our diligence paid off, as this thorough expert review uncovered 8
instances where both the labellers had accidentally swapped the locations of two landmarks. Illustrative
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(2) (b) ©

Fig. 6 A visualization of the perils of mislabelling caused by swapped landmarks, exemplifying how two
labellers accidentally swapped the locations of two landmarks, even though they were correctly marked in their
respective positions. (a) shows the case where gonion (Go) was swapped with gnathion (Gn) (b) illustrates
labrale inferius (Li) being switched with labrale superius (Ls) (c) presents posterior nasal spine (PNS) being
swapped with pronasale (Pn).

examples of these landmark swaps are presented in Fig. 6, demonstrating the importance of comprehensive,
expert-level review in maintaining dataset integrity.

The development of automated landmark detection systems has been hindered by a lack of reliable datasets.
In an effort to address this gap, we present a novel dataset of lateral cephalometric radiographs (LCRs) annotated
with 29 of the most commonly used anatomical landmarks, including 15 skeletal, 8 dental, and 6 soft-tissue
landmarks. Our dataset, which comprises 1000 radiographs obtained from 7 different imaging devices with
varying resolutions, is the most diverse and comprehensive cephalometric dataset to date. In addition to the
extensive annotation of landmarks, our team of clinical experts also labelled the cervical vertebral maturation
(CVM) stage of each radiograph, creating the first standard resource for CVM classification. A representative
sample of annotated cephalograms from each imaging device, along with their respective CVM stages, is illus-
trated in Fig. 7. Offering a diverse range of images acquired from different X-ray machines and providing a
comprehensive set of annotations, our dataset has the potential to greatly improve the accuracy and reliability of
automated cephalometric landmark detection systems, ultimately leading to more informed orthodontic treat-
ment decisions.

Evaluation of Baseline Model

To validate the clinical relevance and research utility of the our dataset, we introduced it to the international
research community by organizing the CEPHA29: Automatic Cephalometric Landmark Detection Challenge*
in conjunction with the IEEE International Symposium on Biomedical Imaging (ISBI) in 2023. The diverse
nature of the dataset quickly garnered attention, highlighting the community’s growing interest in robust,
real-world AT solutions for orthodontic imaging. The enthusiastic participation of 29 international teams from
across the globe stands as a strong testament to the success and applicability of the dataset. To further facilitate
researchers and benchmark performance, we developed a baseline model®, specifically, a novel two-stage cas-
caded convolutional neural network (CNN) architecture. In the first stage, a CNN is employed to localize and
extract the craniofacial region from the cephalometric image. This step ensures uniformity in feature representa-
tion across varying imaging conditions, thereby reducing potential biases caused by differences in acquisition
protocols or resolutions. In the second stage, the extracted region is passed to another CNN, which performs
heatmap regression to predict the precise locations of the anatomical landmarks.

The proposed model was evaluated on the test set of the Aariz dataset and achieved a mean radial error
(MRE) of 1.789 =+ 6.548 mm, well within the clinically accepted threshold of 2 mm. Furthermore, the model
demonstrated success detection rates (SDRs) of 78.44% within 2 mm and 94.44% within 4 mm, underscoring its
reliability for practical applications. To gain deeper insights into the design and robustness of our framework, we
also conducted extensive ablation studies, analyzing the impact of key components and pre-processing strategies.
The results affirm the effectiveness of our approach and highlight the strength of leveraging a multi-resolution,
real-world dataset to support automated cephalometric analysis. Overall, this baseline model-alongside the
Aariz dataset-lays a strong foundation for further research and development in AI-powered orthodontic diag-
nostics and treatment planning.

Clinical Relevance and Future Directions

The Aariz dataset has been carefully curated to support clinically meaningful training and evaluation of AI
models for cephalometric landmark detection. It was intentionally designed to capture diversity in imaging
sources by including radiographs from seven different devices with varying resolutions. Its utility has been fur-
ther demonstrated through a baseline two-stage CNN model, which achieved a mean radial error (MRE) within
the clinically accepted threshold of 2 mm-highlighting its potential to enable accurate and consistent landmark
detection across varied imaging conditions. However, despite these strengths, the dataset is currently positioned
as a robust foundation for developing and benchmarking AI models, serving as a research-enabling resource
rather than a ready-to-use clinical solution.
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CVM-s1

CVM-S3 ~ CVM-S5 CVM-S6
Fig. 7 A showcase of sample images from various imaging devices, annotated with cephalometric landmarks
and corresponding CVM stages.

To build on this foundation and extend its real-world applicability, we are actively planning an expansion
of the Aariz dataset. This includes incorporating radiographs from patients with orthodontic appliances (e.g.,
braces) and missing teeth-conditions that are clinically common but often underrepresented in existing datasets.
Additionally, we aim to broaden the dataset’s geographic and ethnic diversity by sourcing data from multiple
regions, thereby enhancing its generalizability across a wider range of clinical scenarios. Through this continu-
ous evolution, the Aariz dataset aspires to serve not only as a high-quality benchmark for AI research but also
as a stepping stone toward the development of clinically viable, globally relevant solutions in automated cepha-
lometric analysis.

Usage Notes

The dataset has been fully anonymized and is publicly available under the Creative Commons Attribution
(CC-BY) license via Figshare. All personally identifiable information has been removed in compliance with
ethical guidelines, and institutional approval for public data sharing has been obtained (IRB Number: IIDC/
IRC/2020/001/012). Although openly accessible, users must refrain from any attempts at re-identification of
individuals, in accordance with ethical standards for handling human data.

Code availability

To facilitate the use of our dataset and to provide a starting point for researchers, we have made the source code
for the data processing, transformations, and evaluation available on our GitHub repository: https://github.com/
manwaarkhd/cephalometrix. The repository includes scripts for reading the cephalograms and corresponding
annotations from their respective folders. We encourage researchers to use and modify our code as needed to
adapt to their research questions and needs, and to provide feedback and suggestions for improvements.
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