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A Multimodal Depression 
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The global surge in depression rates, notably severe in China with over 95 million affected, underscores 
a dire public health issue. This is exacerbated by a critical shortfall in mental health professionals, 
highlighting an urgent call for innovative approaches. The advancement of Artificial Intelligence 
(AI), particularly Large Language Models, offers a promising solution by improving mental health 
diagnostics. However, there is a lack of real data for reliable training and accurate evaluation of AI 
models. To this end, this paper presents a high-quality multimodal depression consultation dataset, 
namely Parallel Data of Depression Consultation and Hamilton Depression Rating Scale (PDCH). The 
dataset is constructed based on clinical consultations from Beijing Anding Hospital, which provides 
audio recording and transcribed text, as well as corresponding HAMD-17 scales annotated by 
professionals. The dataset contains 100 consultations and the audio exceeds 2,937 minutes. Each of 
them is about 30-min long with more than 150 dialogue turns. It enables to fill the gap in mental health 
services and benefit the creation of more accurate AI models.

Background & Summary
According to global estimates from the World Health Organization, approximately 350 million people world-
wide suffer from depression, highlighting its profound impact on public health1. In China alone, more than 
95 million individuals are impacted, with the condition significantly altering their thoughts, behaviors, emo-
tions, and overall quality of life2. Compounding this issue is the acute scarcity of mental health professionals in 
China, where the rate of depression recognition stands at a mere 21%, and the rate of diagnosis and treatment is 
even lower at 10%—substantially beneath the global average of 55.65%3,4. The diagnosis of depression typically 
relies on clinical interviews, where patients complete Patient Health Questionnaire (PHQ). Their responses are 
then evaluated using standardized depression rating scales to facilitate a quantitative and accurate diagnosis5. 
However, insufficient investment in mental health services and a shortage of well-trained professionals often 
hinder effective diagnostic practices6. Therefore, enhancing the diagnostic process for depression is crucial to 
ensuring more accessible and effective clinical care7. Ongoing advancements in Artificial Intelligence (AI), the 
integration of AI into mental health diagnostics offers a promising solution8–11. For example, given impressive 
performance on various tasks of Large Language Models (LLMs)12,13, some researchers attempt to employ LLMs 
for depression detection7,14,15, where LLMs can assist in predicting PHQ scores that can be used to provide an 
indication of depression. By automating pre-consultation tasks and expanding access to depression diagnosis, 
particularly in remote and underserved regions, AI can alleviate the burden on mental health professionals. This 
advancement creates new opportunities to tackle complex health challenges like depression more effectively. 
To achieve this goal, it is essential to collect real-world medical consultation data and annotate it meticulously, 
enabling the reliable training and evaluation of AI models.
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In recent years, several datasets have been developed for AI research in depression detection. Based on 
their data sources, these datasets can be broadly categorized into two types: 1) interview-based datasets, which 
are constructed from participant interview data, and 2) social media-based datasets, which are derived from 
user-generated content on social media platforms. For example, for interview-based datasets, DAIC-WOZ16 
contains 189 clinical interviews designed to support the diagnosis of psychological distress conditions such 
as anxiety, depression, and post-traumatic stress disorder. The data of the corpus is from Wizard-of-Oz inter-
views, which is conducted between participants and an animated virtual interviewer controlled by a human 
interviewer in another room. The dataset includes audio, video and transcribed text, along with clinical annota-
tions like PHQ-8 scores. The BlackDog Dataset17 includes data from 60 subjects, split equally between severely 
depressed patients and healthy controls. The data was gathered through open-ended interviews where partic-
ipants described emotionally significant life events, capturing nonverbal behaviors such as facial expressions 
and body language. Depression severity was measured using the QIDS-SR (Quick Inventory of Depressive 
Symptomatology-Self Report)18. The dataset is primarily used for binary classification tasks, distinguishing 
between severely depressed individuals and healthy controls. The MODMA (Multi-modal Open Dataset for 
Mental-disorder Analysis)19 dataset is designed for the study of mental disorders, particularly depression. It 
includes both EEG (electroencephalogram) and audio data from clinically diagnosed patients and healthy con-
trols. The 52 audio recordings are gathered during interviews, reading tasks, and picture descriptions. MODMA 
also includes the PHQ-9 total score. Audio-Visual Emotion Challenge (AVEC)20,21 is a competitive event estab-
lished with the objective of evaluating multimedia processing and machine learning techniques for auomated 
analysis of emotions in audio, visual, and audio-visual media. The dataset uses the Beck Depression Index 
(BDI)22, a self-reported multiple choice inventory. For social media-based datasets, Shen et al.23 construct two 
datasets of depression and non-depression users from Twitter. They collect the profile information of Twitter 
user and an anchor tweets to infer the mental state. For the depression dataset, the users are labeled as depressed 
if their anchor tweets satisfied the strict pattern. The dataset contains 1,402 depressed users and 292,564 tweets. 
For the non-depression dataset, the users are labeled as non-depressed if they had never posted any tweet con-
taining the character string “depress”. It contains more than 300 million active users and 10 billion tweets. The 
Weibo User Depression Detection Dataset (WU3D)24 includes more than 10,000 depressed users and more than 
20,000 normal users, each of which contains enriched information fields, including tweets, the posting time, 
posted pictures, the user gender, etc. The DepressionEmo dataset25 is designed to detect 8 emotions associated 
with depression by 6,037 examples of long Reddit user posts.

Although these datasets have promoted the development of using AI technology for automatically detect 
depression to some degree, these datasets are not from real clinical consultation scenarios. They lack authenticity 
and are only simulations of depression diagnosis scenarios. The AI model trained using such datasets is difficult 
to ensure the reliability of diagnosis. Therefore, the real-world data is urgently needed to train models and accu-
rately evaluate their effectiveness. In real diagnostic scenarios, doctors and patients usually have face-to-face 
communication and interaction. By asking some questions, doctors can determine the patient’s detailed infor-
mation on every aspect of depression, leading to the final diagnosis. Thus, in order to better promote automatic 
detection of depression, it is necessary to construct high-quality datasets according to real clinical consulta-
tion. By leveraging such data, researchers can tailor algorithms to better understand and predict the nuances of 
depression symptoms across varied populations, thereby enhancing the precision of initial screenings.

To alleviate the above limitations, this paper proposes a multimodal depression consultation dataset called 
Parallel Data of Depression Consultation and Hamilton Depression Rating Scale (PDCH). The dataset is con-
structed based on the real clinical consultation data. The valuable consultation data comes from Beijing Anding 
Hospital, a leading mental health hospital of China, thus the quality of consultations is guaranteed. The PDCH 
dataset encompasses paired data from patient consultations and their corresponding evaluations using the 
Hamilton Depression Rating Scale (HAMD-17)26. Collecting such detailed consultation data presents a signif-
icant challenge, necessitating capturing the nuanced interactions between patients and healthcare profession-
als. These interactions are then carefully transcribed into textual form, ensuring that the richness and nuance 
of the conversations are retained. During the consultation process, the patient’s emotions are also annotated. 
Then, each consultation is assessed by doctors with HAMD-17. In this way, PDCH provides a direct alignment 
between consultation and HAMD-17. The dataset contains 100 consultations and the audio length exceeds 2,937 
minutes. Each of them is about 30-min long with more than 150 dialogue turns. We analyze the characteristics of 
this dataset and validate the effectiveness of LLMs for depression detection on this dataset. By introducing this 
novel dataset into the research community, we aim to provide a foundational resource that supports the devel-
opment of more nuanced and accurate AI models. This can lead to more personalized and effective treatment 
plans, bridging the gap in mental health services in China.

Methods
Raw Records Collection.  Figure 1 illustrates the systematic process of dataset construction in this paper. 
The consultation data is collected from Beijing Anding Hospital, a leading mental health institution in China, 
which guarantees the professional quality of the clinical consultations. The research protocol has been formally 
approved by the Ethics Commission of Beijing Anding Hospital (Approval Number: 2021-research-102). Prior to 
data collection, written informed consent is obtained from all participants. To ensure the comprehensiveness and 
reliability of the dataset, we recruit a panel of 10 senior psychiatrists with diverse clinical expertise. These doctors 
conduct standardized face-to-face consultations with 100 inpatients diagnosed with depressive episodes in the 
Department of Psychiatry. The age range of the participating patients is from 18 to 65 years old, and there are no 
patients under 18 years old. During these clinical interactions, psychiatrists systematically evaluate patients’ con-
ditions based on their professional expertise and clinical experience. All consultations are audio-recorded with 
strict adherence to patient confidentiality protocols. The recorded data captures essential clinical interactions 
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and therapeutic communications, providing valuable insights into the dynamics of psychiatric consultations and 
patient-clinician interactions.

The recording device used in this study is specifically designed for high-fidelity audio capture in clinical 
settings. It is engineered to account for the subtleties of human speech and the ambient acoustic environment of 
psychiatric consultations, ensuring the clarity and integrity of the recorded conversations. To safeguard patient 
privacy, the devices are offline and incapable of connecting to the internet. Additionally, all audio recordings 
undergo rigorous post-processing to anonymize sensitive information. Following each consultation, the par-
ticipating doctors are asked to complete the Hamilton Depression Rating Scale (HAMD-17) for the corre-
sponding patient. Each dimension in the scale (totally 17 dimensions) is scored based on the doctor’s clinical 
judgment and observation of the patient’s symptoms, resulting in a cumulative score that reflects the severity of 
the patient’s depression. The HAMD-17 assessments are a critical component of the dataset, as they provide a 
standardized metric that can be correlated with the transcribed consultation data.

Fig. 1  The construction process of the proposed PDCH dataset.

Timestamps Role Dialogue Content

……

01:34-01:40 Doctor
Translation: Then you just talk about that, the emotional state at that time.

01:41-02:13 Patient Translation: It‘s just that I’m very, very depressed and then, uh, I‘m not interested in 

anything that I used to be interested in, and then I’m not very happy, and I‘m mainly 

depressed and sad and then, uh, I'm sad a little bit more.

02:13-02:25 Patient Translation: And then kind of my own behavior started to get out of control, and then the 

procrastination got worse and worse.

02:26-02:46 Patient Translation: I like to stay up late, but it may be caused by insomnia. Well, I play with my 

mobile phone until feel sleepy before going to bed, so I will gradually change from one 

or two o'clock to three or four o'clock.

02:46-02:49 Doctor
Translation: Is it getting late?

02:49-02:51 Patient
Translation: That's right.

……

Factor Score

Depressed Mood 2

Feelings of Guilt 2

Suicide 1

Insomnia: Early in the

Night
2

Insomnia: Middle of

the Night
1

Insomnia: Early

Hours of the Morning
2

Work and Activities 2

Retardation 1

Agitation 1

Anxiety Psychic 2

Anxiety Somatic 3

Loss of Weight 0

Genital Symptoms 2

……

Transcribed Text HAMD-17

Fig. 2  An example of the transcribed text and its corresponding HAMD-17 assessment.
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Data Transcription.  The transcription of audio recordings into textual data constitutes a critical phase in 
our research methodology, employing a rigorous three-stage annotation protocol to ensure data accuracy, con-
sistency, and compliance with ethical standards for anonymization. Our systematic approach is implemented as 
follows: 

•	 Pre-annotation Phase: 1) The recordings are partitioned into coherent segments based on mute detection, 
each of which is less than 2 minutes long, 2) The open-source end-to-end speech recognition toolkit WeNet27 
is utilized to transcribe each audio segment into text, 3) The transcribed segments belonging to the same 
recorded interview are reassembled into complete pre-annotated transcripts.

•	 Manual Verification Phase: 1) Each recording and pre-annotated text is carefully proofread and transcribed 
by two trained medical students who are well-versed in the nuances of psychiatric consultations, marking 
speaker identities and correcting transcription errors, 2) Discrepancies between annotators are resolved 
through discussions, ensuring clinical accuracy and terminological consistency.

•	 Temporal Alignment Phase: 1) The two medical students annotate the start and end timestamps of the anno-
tated text, ensuring complete alignment between the transcribed text and audio, 2) When they have different 
opinions, they discuss and reach a consensus.

This process is conducted on network-restricted devices, with strict prohibitions on the use of external stor-
age media to further ensure data security. Additionally, all personally identifiable information was meticulously 
desensitized during transcription, thus it allows the dataset to be used broadly for research purposes while 
adhering to ethical standards and privacy regulations. After data transcription, we align the consultation text 
with the HAMD-17 assesment. An example is shown in Fig. 2. This alignment is essential for developing and 
refining AI models that aim to recognize and assess depressive symptoms through natural language processing. 
The dataset contains 100 consultations, and the total length of the audio exceeds 2,937 minutes. Each audio 
is about 30-min long with more than 150 dialogue turns. The comparison between our dataset with existing 
datasets are shown in Table 1. Compared with existing datasets, our dataset PDCH exhibits several distinctive 
advantages over existing resources: 

•	 Clinical Authenticity: Collected from real-world psychiatric consultations in a tertiary hospital setting, pro-
viding real valid data.

•	 Comprehensive Annotation: Each consultation is annotated by certified psychiatrists using the standardized 
HAMD-17 scale, enabling fine-grained symptom analysis.

•	 Extended Duration: Longer consultation sessions compared to existing datasets, capturing more complete 
clinical interactions.

•	 Expert Validation: All transcripts are verified by medical professionals, ensuring clinical accuracy and ter-
minological precision.

The integration of HAMD-17 assessments, recognized as the important standard for depression severity 
measurement, provides clinically validated ground truth for model development. These characteristics make 
PDCH particularly valuable for advancing research in AI-assisted depression detection and severity assessment 
through natural language analysis.

Emotion Annotation.  Compared to textual transcripts, audio recordings preserve crucial paralinguistic 
features, including prosody, speech rate, and vocal intensity, which serve as important indicators of patients’ 
emotional states and their dynamic changes throughout the consultation. To systematically investigate emo-
tional expression patterns in clinical interactions, we conduct a fine-grained analysis of emotional states and their 
temporal dynamics using audio features and fluctuations of the recordings. Specifically, we randomly sample 
nearly half of the consultations from the 100 consultations, and employ the two medical students to annotate the 
nuanced emotional states. The categories for audio emotion labeling are based on GoEmotions28 that provides 
a comprehensive taxonomy for fine-grained emotion classification. During the annotation process, these two 

Datasets Language Modality #Inst. #Persons Length Scale Data Source

AVEC201320 German video, audio 150 292 — BDI-II human-computer interaction

AVEC201421 German video, audio 300 84 274 min BDI-II human-computer interaction

DAIC-WoZ16 English video, audio, text 189 193 2,756 min PHQ-8 human-computer interaction

E-DAIC35 English video, audio, text 275 351 4,282 min PHQ-8 human-computer interaction

BlackDog17 English video, audio, text 60 60 — DSM-IV answering open-ended questions

Mundt36 English audio 35 35 — HAMD-17, QIDS automated telephone interface

MODMA19 Chinese EEG, audio 53 53 431 min PHQ-9 real-world clinical consultation

DepressionEmo25 English text 6,037 — — Reddit posts

WU3D24 Chinese text — 30,000 — — Weibo posts

PDCH (Ours) Chinese audio, text 100 100 2,937 min HAMD-17 real-world clinical consultation

Table 1.  The comparison of existing depression detection datasets. "#Inst.” and “#Persons” denote the number 
of instances and participants, respectively. “Length” represents the length of all audio records.
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medical students independently annotate the voice emotions of each speech segment. When they have different 
opinions, they discuss and reach a consensus. We show 24 annotated instances in Fig. 3, which reveals a diverse 
range of emotional characteristics. Most patients maintain relatively stable emotions throughout their interac-
tions with doctors. With the doctor’s active guidance and communication, some patients gradually experience 
emotional improvement, displaying positive emotional changes. However, some patients remain in a low emo-
tional state even after communication, while others experience frequent emotional fluctuations between excite-
ment and depression. In our annotation, the number of positive labels is 19 and the number of negative labels is 
37. Such annotation is a new perspective on showing a patient’s emotional changes during the consultation. It can 
enhance AI models for depression detection by providing fine-grained, clinically validated features that capture 
nuanced emotional states and dynamic changes in patient interactions.

Data Records
The PDCH dataset29 is accessible via the Science Data Bank repository at https://doi.org/10.57760/sci-
encedb.27818. The dataset is organized into a directory called depression_instances, comprising one 
primary file and one main directory. The file, named HAMD_annotation.xlsx, contains detailed HAMD-
17 assessment results annotated by clinical experts, including individual item scores and the corresponding total 
scores for each patient. The main directory, titled wav_data, encompasses 100 subdirectories, each represent-
ing a complete consultation session for a unique patient. Within each subdirectory, the data is organized into 
four distinct file types: 

•	 X.wav: The anonymized audio recording of the consultation session that is tone converted through a speech 
processing tool to ensure patient confidentiality.

•	 X.txt: The pre-annotated transcript generated by an automated transcription model, where each conversa-
tional turn is prefixed with the speaker’s role (e.g., doctor or patient).

•	 X_correction.txt: The manually corrected version of the pre-annotated transcript, verified and refined 
by two trained medical students to ensure accuracy and consistency.

Fig. 3  The audio waves annotated with patient emotions. Green expressions correspond to the presence of 
positive emotions, while blue expressions reflect the occurrence of sadness or depressive tendencies.
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•	 X_correction_timestamp_emotion.txt: The timestamp-annotated file, derived from the cor-
rected transcript, which specifies the start and end times of each transcribed segment in the corresponding 
audio recording.

Due to the technical limitations of the recording device, which stores individual recordings at 25 minutes, 
each subdirectory may contain multiple instances of the aforementioned file types, sequentially labeled (e.g., 
1.wav, 2.wav, etc.). This structured organization ensures both the accessibility and integrity of the dataset for 
research purposes.

Technical Validation
To comprehensively characterize the annotated dataset, we systematically analyze its unique properties 
across three key dimensions: audio recording features, textual characteristics, and fine-grained annotation. 
Furthermore, we empirically validate the utility of the dataset through extensive experiments, demonstrating its 
effectiveness in both training and evaluating AI models for depression detection and analysis.

Recording Feature Analysis.  Figure 4 presents the distribution of the audio duration between doctors and 
patients across 100 consultations in the dataset, providing insights into the interaction dynamics captured in the 
audio recordings. From the results, we have the following observations:

1) In real scenarios, the duration of speech between doctors and patients is very unbalanced. In detail, for some 
cases, the patient spends most of the time speaking, and sometimes it is the other way around. For example in 
instance 3, the doctor’s speaking time is significantly longer than that of the patient. The reason may be that the 
patient is relatively quiet and introverted, and the doctor is constantly guiding him or her. It also causes that the 
duration of this sample is also longer than other samples. Meanwhile, this imbalance phenomenon may also 
have an impact on the predictions of AI models. Based on the proposed dataset, AI models can be evaluated 
more reliably.
2) The majority of consultations are less than 40 minutes in duration. Experienced doctors effectively capture the 
psychological state and symptoms of patients with depression, then conduct detailed diagnoses and treatment 
processes. Both overt and subtle emotions and symptoms expressed by patients during these interactions are 
recorded. The frequent interactions between patients and doctors indicate a well-established communication 
process. Doctors interact with patients based on their individual situations and characteristics, thus the distri-
bution of each sample is different, which also indicates that the proposed dataset is more realistic.

These findings underscore the dataset’s capacity to support the development of AI models that can accom-
modate the inherent variability and complexity of real-world psychiatric consultations.

Text Feature Analysis.  This section presents a quantitative analysis of the transcribed consultation texts, 
focusing on turn-level characteristics. Figure 5 illustrates the distribution of utterance lengths (measured in the 

Fig. 4  The distribution of communication time between doctors and patients, with the green section 
representing the doctor’s clinical consultation and the orange section representing the patient’s feedback. 
“Ins.X” denotes the instance index.
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number of characters) for both doctors and patients across all consultations. From the figure, we can observe the 
following phenomena:
1) The transcribed texts of doctors are relatively brief and concentrated, typically ranging from 10 to 30 charac-
ters. This suggests that doctors primarily use brief questions and feedback to guide patients, empowering them 
to describe symptoms and express emotions more fully.
2) In contrast, the length of transcribed texts of patients is relatively varied, ranging from 0 to 70 characters. This 
suggests that different patients have different styles of dealing with doctor inquiries. From these statistical char-
acteristics, we can further infer which patients are more willing to share their status and emotions, and which 
patients are more reticent. Compared to the results in Figs. 4, 5 can provide the extra statistical information 
about the imbalance in conversation length between patients and doctors.

Annotation Results Analysis.  To provide a detailed characterization of our dataset, we conduct a 
fine-grained statistical analysis of each item in the HAMD-17 scale, as visualized in Fig. 6. Male and female 
patients account for 48% and 52% respectively. Among these 100 participating patients, there were 13 normal 
patients, 27 mild depression patients, 13 moderate depression patients, 19 severe depression patients, and 37 very 
severe depression patients, respectively. Additionally, one patient was unable to evaluate HAMD-17 due to the 
short duration of symptoms. The annotation scheme follows the standard HAMD-17 scoring system: 1) Scores 
0-4 represent increasing symptom severity (0: none, 1: mild, 2: moderate, 3: severe, 4: extremely severe), 2) Score 
9 indicates either uncertainty or item inapplicability.

Fig. 5  The statistical result of the average length of transcribed texts per-round for each instance. The x-axis 
represents the length range, and the y-axis represents the corresponding quantity.

Fig. 6  The statistical information of the annotation results for each item on the HAMD-17 scale.
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From the figure, we can observe that: 1) Different HAMD-17 items exhibit distinct score distributions. 
For instance, the “depression” item spans all severity levels, while “insight” is limited to only three categories 
(none, mild, and moderate). 2) For “depression”, “feelings of guilt”, “work and interests”, “anxiety-psychic” and 
“anxiety-somatic”, the proportion of symptomatic patients in these items is high. However, for the “insight”, there 
are more people without this symptom. Therefore, our data annotation can reflect the frequency of each item in 
the HAMD-17 scale.

Large Language Models for Scale Completion.  Despite significant advancements in the application 
of AI to mental health diagnosis, there remains a critical gap in the authoritative evaluation of these technol-
ogies using real-world clinical data. To address this limitation, we develop the PDCH dataset, which enables a 
systematic assessment of LLMs’ capabilities in predicting depression. The concordance between model’s outputs 
and expert assessments provided an accurate measure of the LLM’s efficacy, thereby validating its potential as a 
reliable tool in mental health diagnostics.

Experimental Settings.  We evaluate three state-of-the-art multimodal large language models with text 
and speech processing capabilities: GPT4o-mini-audio-preview, Qwen2.5-Omni-7B30, and Qwen2-Audio-
7B-Instruct31. These models are specifically selected for their robust Chinese language support, a critical require-
ment for our study. We directly evaluate these three models on all instances without fine-tuning the parameters. 
It is important to design prompts for facilitating the HAMD-17 scale completion process. Prompts serve as 
instructions that guide LLMs in generating specific responses or performing targeted tasks. The designed and 
curated prompts for GPT4o-mini-audio-preview are as shown in Fig. 8. Given the discrete scoring system of 

Models Modality Precision Recall F1

GPT4o-mini-audio-preview

audio 0.383 0.375 0.379

text 0.405 0.400 0.403

text+audio 0.412 0.403 0.407

Qwen2.5-Omni-7B

audio 0.383 0.385 0.384

text 0.428 0.430 0.429

text+audio 0.431 0.433 0.432

Qwen2-Audio-7B-Instruct

audio 0.114 0.107 0.111

text 0.149 0.137 0.143

text+audio 0.130 0.122 0.126

Table 2.  The results of some representative LLMs on the proposed dataset PDCH. The bold denotes the best 
performance.

Fig. 7  The predictive results of LLMs for each item in the HAMD-17 scale.
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9Scientific Data |         (2025) 12:1577  | https://doi.org/10.1038/s41597-025-05817-9

www.nature.com/scientificdatawww.nature.com/scientificdata/

the HAMD-17 scale (ranging from 0 to 4 points per item), we employ standard classification metrics, including 
precision, recall, and F1 scores, to quantitatively evaluate model performance. This evaluation framework allows 
for direct comparison between the models’ outputs and expert clinical assessments.

Results and Analysis.  The experimental results, presented in Table 2 and Fig. 7, reveal several important 
findings regarding LLM performance in depression detection: 1) Our analysis demonstrates a significant 
discrepancy between LLM outputs and clinicians’ assessments. Even the most advanced model in our study, 
GPT4o-mini-audio-preview, achieves only modest performance (F1=0.407) in multimodal scenarios combin-
ing text and audio inputs. This substantial performance gap underscores the inherent challenges in developing 
AI systems for accurate depression detection. Due to being collected from real medical consultation scenarios, 
this dataset can provide a reliable benchmark for AI model evaluation. 2) The performance of the model using 
text as input is better than using audio as input. For example, the GPT4o-mini-audio-preview model demon-
strates a 6.3% improvement in F1 score (from 0.379 to 0.403) when using transcribed text versus raw audio 
input. This performance gap likely stems from current LLMs’ more mature text processing capabilities compared 
to their audio analysis functionalities. The significant performance improvement further underscores the value 
of data transcription. Notably, while text inputs show superior performance to audio alone, the combination of 
both modalities achieves optimal results (The Qwen2-Audio-7B-Instruct model is excluded because it processes 
shorter audio lengths.). This multimodal advantage suggests that audio signals contain complementary paralin-
guistic information, including prosodic features, emotional tone, and speech patterns, that enhances the model’s 
predictive capability beyond text-based analysis alone. 3) From Fig. 7, we can observe that the performance of 
LLMs varies greatly in each dimension of the HAMD-17 scale. Besides, the GPT4o-mini-audio-preview and 
Qwen2.5-Omni-7B achieve better predictive results in most dimensions of the scale.

The Performance Comparison of Large Language Models on Different Datasets.  To fur-
ther demonstrate the quality of the dataset, we compare the performance of LLMs on our dataset and another 
real-world clinical dataset MODMA. Since the MODMA is also a Chinese dataset and collected from real-world 
clinical consultation, we choose it as the comparison object.

Fig. 8  A prompt example used in the GPT4o-mini-audio-preview model for completing the HAMD-17 scale.

Models Input

Datasets

MODMA PDCH (Ours)

GPT4o-mini-audio-preview audio 0.423 0.303

Qwen2.5-Omni-7B audio 0.654 0.364

Qwen2-Audio-7B-Instruct audio 0.346 0.061

Table 3.  The results of some representative LLMs on the MODMA dataset and our proposed dataset PDCH.
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Experimental Settings.  The MODMA dataset does not contain transcribed text for audio, thus in order to make 
a fair comparison with our dataset, we only input the audio into LLMs for prediction. In addition, due to the use 
of different scales for these two datasets (PHQ-9 for MODMA, HAMD-17 for PDCH), we employ a doctor to 
map the results of HAMD-17 to those of PHQ-9.

Results and Analysis.  The experimental results are shown in Table 3. From the results, we can observe that 
LLMs achieve better performance on the dataset MODMA than on our dataset PDCH. This indicates that our 
dataset is more challenging for depression detection of LLMs. The reason is that the average audio length of each 
sample in our dataset is relatively long. Specifically, the average audio length of each sample in our dataset is 
29.37 minutes, while the length of the MODMA dataset is only 8.29 minutes. Therefore, our dataset can reflect 
more authentic medical consultations and provide more reliable data for training and evaluating AI models.

The Impact of Imbalance of Conversions Length.  In clinical practice, the length of doctor-patient 
conversations is uneven. To systematically examine how this imbalance affects LLM performance, we conduct a 
dedicated investigation.

Experimental Settings.  Based on the ratio of the length of the patient’s transcribed text to that of the doctor’s 
transcribed text, we divide the dataset into two subsets (Each subset contains 50 samples), namely Small and 
Large. For each subset, we divide the data into five parts and use the leave-one-out cross validation to evaluate 
the model. In this experiment, we adopt two settings: 1) Training, which fine-tunes the parameters of LLMs, and 
2) No_training, which prompts LLMs to make predictions without fine-tuning. We conduct the experiments 
on two advanced LLMs, including Qwen2.5-7B-Instruct32 and LLaMA3.1-8B-Instruct33. For the fine-tuning 
condition, the LoRA34 is leveraged to update the parameters of LLMs, which is a compute-efficient technique 
that freezes the model weights and injects trainable rank decomposition matrices into each layer of the model: 

= + Δ = +h W x Wx W x BAx, (1)0 0

 where W0 denote the pretrained weights that do not perform gradient updates. ΔW is an additional low rank 
weight matrix. The B d r∈ ×  and ∈ ×A r k  are trainable weights, and the rank �r d kmin( , ). ∈ x k and 

∈h d represent the input and output vectors, respectively.

Results and Analysis.  Table 4 presents the experimental results. From the table, we can observe that: 1) Our 
experiments demonstrate that conversation length asymmetry substantially affects model predictions. In the 
zero-shot (No_Training) setting, Qwen2.5-7B-Instruct shows markedly different performance between con-
ditions, achieving F1 scores of 0.429 (Large) versus 0.387 (Small). This performance discrepancy suggests that 
LLMs are particularly sensitive to the relative proportion of patient versus doctor speech. The superior perfor-
mance in the Large condition (where patients speak more) likely stems from richer patient self-reports contain-
ing more clinically relevant information about depressive symptoms. 2) Parameter adaptation through LoRA 
fine-tuning effectively improves model performance across both subsets. For instance, LLaMA3.1-8B-Instruct 

Models Imbalance Training Precision Recall F1

Qwen2.5-7B-Instruct

Large No 0.427 0.430 0.429

Large Yes 0.609 0.613 0.611

Small No 0.387 0.388 0.387

Small Yes 0.543 0.544 0.543

LLaMA3.1-8B-Instruct

Large No 0.448 0.451 0.449

Large Yes 0.584 0.588 0.586

Small No 0.396 0.397 0.397

Small Yes 0.571 0.571 0.571

Table 4.  The performance of LLMs under imbalanced length of doctor-patient conversations. "Imbalance” 
represents the ratio of the length of the patient’s transcribed text to that of the doctor’s transcribed text. 
“Training” indicates whether to fine-tune the parameters of LLMs.

Models Emotion Precision Recall F1

Qwen2.5-7B-Instruct
wo. emotion 0.407 0.409 0.408

w. emotion 0.410 0.412 0.411

LLaMA3.1-8B-Instruct
wo. emotion 0.422 0.424 0.423

w. emotion 0.425 0.427 0.426

Table 5.  The results of adding and ablating patient emotions for LLM prediction. "wo.” and “w.” denote 
“without” and “with”, respectively.
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shows consistent improvements after fine-tuning, with 30.5% (Large) and 43.8% (Small) improvement in F1 
score. These results highlight that utilizing our proposed dataset can help enhance the performance of depres-
sion diagnosis forLLMs, indicating the high-quality of the dataset.

The Impact of Patient Emotions on LLM Prediction.  In clinical practice, patients’ emotional expres-
sions serve as crucial diagnostic indicators for mental health assessment. Recognizing this clinical value, we have 
systematically annotate emotional states in the original consultation recordings. These annotations provide com-
plementary affective features that transcend the information contained in pure textual transcripts. Building upon 
this enriched dataset, we present a comprehensive investigation into how patient emotional states influence the 
predictive performance of LLMs in depression detection.

Experimental Settings.  The ablation study is conducted as follows: 1) “wo. emotion”, which denotes that the 
LLM only makes predictions based on transcribed text. 2) “w. emotion”, which denotes that the LLM combines 
transcribed text and annotated emotional information to make diagnostic predictions. We also conduct the 
experiments on two competitive LLMs, i.e., Qwen2.5-7B-Instruct and LlaMA3.1-8B-Instruct. To isolate the 
effect of emotional features from other variables, all experiments are performed in a zero-shot prompting setting 
without parameter fine-tuning.

Results and Analysis.  Table 5 shows the experimental results. From the table, we can observe that both eval-
uated models showed measurable improvements when augmented with emotional information. Specifically, 
Qwen2.5-7B-Instruct achieves an F1 score improvement of 0.7% (from 0.408 to 0.411), while LLaMA3.1-
8B-Instruct also showes a 0.7% increase (from 0.423 to 0.426). These consistent gains across architectures sug-
gest that emotional states provide complementary predictive signals beyond textual content alone. This finding 
aligns with clinical practice where affective states are known to be crucial diagnostic indicators for depression.

Code availability
In line with the philosophy of reproducible research, all codes used in this paper, including those for data 
preprocessing and technical validation, are accessible at https://github.com/Miraclemarvel55/PDCH. The usage 
instructions and parameter settings for all codes can be found at this link.
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