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. We introduce the Digitally Accountable Public Representation (DAPR) Database, an innovative archive

. that systematically tracks and analyzes the online communication of federal, state, and local elected

. officials in the U.S. Focusing on X/Twitter and Facebook, the current database includes 28,834 public
officials, their demographic information, and 5,769,904 X/Twitter posts along with 450,972 Facebook
posts, dating from January 2020 to December 2024. The database integrates three interconnected
datasets: metadata on elected officials, weekly aggregated X data, and weekly aggregated Facebook
data. These weekly aggregated datasets provide detailed insights into platform activity, capturing
officials’ posting volumes, engagement metrics, and content trends. Our framework ensures ongoing
database expansion by incorporating new officials and platforms, maintaining its relevance and
research utility for analyzing officials’ digital communication.

: Background & Summary
© What elected officials say online is important. For better or worse, social media is central to 21st century democ-
- racy. Individuals who directly follow elected officials online form a small, relatively ideologically extreme, and
. highly politically active portion of the population’. Nevertheless, the online communications of public offi-
: cials influence much larger segments of society through several indirect pathways. For example, officials’ online
: messaging shapes responses to public emergencies*?, acts as an information source for the news media*®, and
- facilitates interaction and deliberation with constituents and other stakeholders®=. The importance of online
© engagement is even greater for subnational officials, who seldom attract national media attention and face
: limitations in statewide media coverage'’. In understanding the effects of officials’ online rhetoric, consider,
° e.g., their online discussion of vaccination, which became a prominent and highly politicized topic during the
COVID-19 pandemic. Public dialogue and attitudes toward vaccination are shaped by prominent figures” online
dialogue, including elected officials'"'2.

We build the Digitally Accountable Public Representation (DAPR) database as a comprehensive resource for
data and measurement related to U.S. elected officials’ online communication, as well as their gender, race, and
demographic information. Our goal is to facilitate research and analysis by scholars but also journalists, activists,
regulators, and voters. We are building the DAPR database towards coverage of all federal and state level elected

. officials in the U.S., as well as elected officials at the 100 largest U.S. municipalities. Following a recent line of
- work focused on state lawmakers’ online communications>®*-17, we piloted the DAPR database project using
. the online communications of state lawmakers. Despite their substantial size as a population of elected officials
© and their important roles in U.S. politics and policymaking, there is relatively limited scholarly attention to state
¢ lawmakers’ digital communication, especially in comparison to research on members of the U.S. Congress. The
: DAPR database helps fill this gap.

We have collected comprehensive data from 2020 onward, covering 28,834 public officials at the federal, state
. and local levels, their demographic information, and 5,769,904 X/Twitter posts along with 450,972 Facebook
: posts. We are releasing officials’ metadata along with weekly aggregated data on their platform usage, as well as
. aggregated follower and following data for select officials. The weekly-aggregated data includes the total num-
. ber of posts per official by platform, weekly average engagement metrics, and term matrices capturing content
: trends in frequency of each word, #hashtag, and account mention within officials’ posts.
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A number of studies have used DAPR data to examine state legislators’ responsiveness, online connections,
misinformation dissemination, and discourse. Research analyzed X/Twitter posts from March 30 to October
25, 2020, and found that legislators’ attention to the COVID-19 pandemic correlates with state case numbers,
national death counts, and local policies—with Republicans focusing on economic concerns and Democrats
and Independents on public health®. Another study focusing on 300K interactions (following, retweeting,
and mentioning behaviors) on X/Twitter revealed that legislators’ online networks are influenced by parti-
san, gender, racial, and geographic factors, with variations across and within states'®. Other research using our
X/Twitter and Facebook data shows that Republicans share 20 times more misinformation than Democrats on
X/Twitter' and that legislators in more professional states are less likely to share misinformation on Facebook?.
A cross-platform analysis*! further indicated that sharing low-credibility content increases visibility on Facebook
but decreases it on X/Twitter, with Republicans benefiting on both platforms and Democrats penalized on
X/Twitter; also, uncivil language reduces X/Twitter visibility for both parties. Using DAPR data, these studies
yield novel insights into digital politics and communication by revealing how state legislators’ online behaviors
vary across partisan, demographic, and geographic lines, thereby deepening our understanding of elite political
discourse in the digital age.

In the following sections, we provide an overview of our data collection procedures by using state legislators’
data as an illustrative case study. We then introduce three separate datasets that include information about offi-
cials at different levels. Officials’ metadata were subsequently validated by collecting human annotations on a
small subset of the dataset to assess their reliability. We then outline procedures for data usage and integration
with external datasets. Finally, we discuss our model for expanding and sustaining the DAPR database, including
plans to incorporate new officials and platforms.

Methods

Data Collection. Official Data. Taking state legislator data as an example, Fig. 1 illustrates our official data
collection and processing workflow, broken down into four steps. In Step 1, we used Ballotpedia.org (https://
ballotpedia.org/) as a starting point. Ballotpedia is commonly used as a data source in political science?* %4,
According to Ballotpedia?, it provides unbiased information on elections, politics, and policy, which is neutral
and verifiable by its staff of writers, researchers, and election analysts. In addition, Ballotpedia employs a consist-
ent framework for presenting information about elected officials across states over various periods. For example,
legislators and their represented districts are listed on senate - and house-specific pages, from which individual
legislators’ pages can be accessed. The combination of neutral information and consistent structure makes it a
reliable and trackable source for our raw data collection.

In Step 2, from state chamber websites, we identified each legislator’s Ballotpedia webpage link. In Step 3, we
collected available data on Ballotpedia, including each legislator’s name, chamber, office name, office level, office
branch, district name, district type, partisanship, and their social media accounts. At the time of collection, legis-
lators’ accounts on X/Twitter did not provide any identifiers indicating whether the account is private, official, or
campaign, thus we collected all available account information associated with individual legislators. Legislators’
Facebook accounts provide account types, including private, official, and campaign. For office positions, we
adopted Open Civic Data Division Identifiers (OCD-IDs) as district identifiers due to their ubiquity, predictabil-
ity, and stability (https://open-civic-data.readthedocs.io/en/latest/index.html), which facilitates standardization
across datasets.
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To maximize the amount of available information, in Step 4, we carried out an extensive manual data entry.
We consulted multiple sources for legislators’ demographic information, election information, and social media
accounts from Google, Cook (2017)14, legislators’ official or campaign websites, and state chambers’ official
websites.

Party affiliation and position may change over time due to shifts in partisanship or transitions between
offices. For example, some individuals may move from serving as state legislators to holding local positions, such
as school district board members, while others may get elected as representatives to a different chamber than
where they initially served. To account for these changes, we manually verified their political party membership,
the year of their election, and the start date of their term for state legislators who held office at any point during
2020 and 2022. We determined their party affiliation and office based on the affiliation and position legislators
held for the longer duration during that period. When available from Ballotpedia, we included updated infor-
mation reflecting changes in office and/or party affiliation. In addition to state legislators, most other officials
who served at the federal or local level have their party and position information recorded through 2024. We will
update our data regularly with timestamps to track different time periods in future iterations.

After Step 4, we conducted a thorough cleaning process using both automated and manual methods to
remove noise from the scraped information and harmonize data that have been collected from different sources.
Ballotpedia does not provide legislators’ gender and race information. Therefore, we employed both an auto-
mated and a hand-coding approach to identify gender and race. Regarding racial coding, we manually identi-
fied each legislator’s race based on seven racial categories outlined in the Candidate Characteristic Cooperative
coding scheme?.

To identify legislators’ gender we applied the gender R package®, an algorithmic approach to inferring gen-
der based on a large panel dataset of names collected from the U.S. Social Security database, spanning from
1932 to 2012. We also incorporated 811 hand-coded entries from Nakka (2025)* and 1,714 entries from the
Center for American Women and Politics (CAWP) Women Elected Officials Database®”. However, a few gender
and race variables may still be missing for officials at the federal and local levels, and we will update these as the
project progresses. We also manually entered legislators’ districts, year of being elected, and vote share in the
latest general election.

We generated a distinct identification number for each legislator. This unique ID links the metadata of public
officials with content data from legislators’ X/Twitter and Facebook accounts. When combining our metadata
with data from external sources, we encountered challenges due to discrepancies in the names of legislators
and districts across different sources and over time. These inconsistencies, such as variations in the inclusion of
middle names or prefixes, posed a significant obstacle to optimizing our dataset. As a solution, we implemented
a comprehensive verification process that combined automated and manual coding methods. First, we pro-
grammatically merged datasets based on legislators’ names. This involved a fuzzy matching process where we
manually adjusted names in other datasets to match those in our primary dataset, ensuring they represent the
same individual. This automated matching process was repeated in multiple rounds for better accuracy. Next, we
manually reviewed and verified the identity of any entries that could not be automatically merged using either
full or fuzzy matching techniques in previous rounds.

Content Data from Social Media. Based on state legislators’ X/Twitter accounts, we collected legislators’ posts
by using X/Twitter’s Official API v2.0 before rate limitations were imposed around June 2023. To maximize
available data and reduce the effects of deleted posts afterwards, we collected the data, reaching back 7 days every
day. When the data was stored, we cleaned the data by removing duplicates. In addition to basic information of
posts, such as post ID, post time, and content, our raw data includes interactions such as the number of likes and
retweets received by each post. Since May 2024, following the changes in June 2023, we resumed collecting posts
under the new API terms. In this new round of data collection, we sampled posts of public officials at the state
and local levels rather than conducting a full census. The latest X/Twitter data was recorded in December 2024.
We also gathered state legislators” follower networks approximately four times between 2020 and 2023.

For Facebook data, we collected state legislators’ data using CrowdTangle’s official API by following their
terms of service. We collected publicly posted and available data in three rounds: April 2022, March 2023, and
April 2023. However, many campaign or official accounts were no longer accessible during these three rounds of
data collection. As with the X/Twitter data, metrics of interaction such as “likes”, “loves”, “haha’, and “angry’, as
well as essential details regarding each post, have been collected.

In the documentation on Dataverse®®, we present details on how changes in the APIs affect both our approach
to collecting the data, and the overall coverage in the data.

Based on the collected raw data, we computed the aggregated weekly total number of posts and the aver-
age interaction per post for each official on each platform. We also created a TF-IDF(Term Frequency-Inverse
Document Frequency)-weighted document-term matrix for weekly content using Python.

Since different preprocessing decisions could affect downstream inferences®', we intentionally omitted cer-
tain common steps—such as lowercasing, stemming, and lemmatization—when preparing our text data for the
term matrices. The stylistic nature of social media content informed this decision. For example, all-caps words
may convey emphasis or rhetorical intent. To preserve the original semantics and capture subtle cues often
found in political elites’ posts, we implemented the following preprocessing steps. We first expanded contrac-
tions (e.g., “can’t”) into their expanded forms (“cannot”) to ensure consistency and reduce variability caused by
different forms of the same word. We then translated emojis into corresponding descriptive words to capture
emotional and contextual meanings.

To reduce noise, we replaced URLs with a placeholder and removed HTML tags. Although URLs may occa-
sionally contain keywords or partial titles, they typically do not provide additional information beyond what
is already present in the text. Instead, they often introduce noise into the feature space. Replacing them with
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Type Column Header | Description Source

Unique ID official _id Unique identifier for each official Authors’ coding

Demographics name Name of the official Ballotpedia/Cook!*/Wikipedia/Official websites
Demographics firstname First name of the official Ballotpedia/Cook'*/Wikipedia/Official websites
Demographics lastname Last name of the official Ballotpedia/Cook!*/Wikipedia/Official websites
Demographics gender Gender of the official Nakka®? and Authors’ coding

Demographics race Racial or ethnic categorization of the official Nakka® and Authors’ coding

Demographics party Political affiliation Ballotpedia/Wikipedia/Official websites

Official position state State abbreviation Ballotpedia/Wikipedia/Official websites

Official position state_fips State Federal Information Processing Standards (FIPS) codes | United States Census Bureau

Official position office_name Office name Ballotpedia/Wikipedia/Official websites

Official position office_level Office level (e.g., State, Federal, Local) Ballotpedia/Wikipedia/Official websites
Official position office_branch Office branch (e.g., Legislative, Judicial, Executive) Ballotpedia/Wikipedia/Official websites

Official position district_name District name Ballotpedia/Wikipedia/Official websites

Official position district_type District type (e.g., State Legislative, Congress, State) Ballotpedia/Wikipedia/Official websites

Official position OCDID Open Civic Data Division Identifiers Open Civic Data Identifiers

Official position yr_elected Year in which the official was elected Ballotpedia

Official position vote_pct Vote percentage in the latest general election Ballotpedia

Official position yr_vote Year in which the latest election took place Ballotpedia

Official position bp_url Ballotpedia URL Ballotpedia

First post and Following data | first_post_fb Date of first Facebook post in the database for the official Authors’ calculation

First post and Following data | first_post_X Date of first X/Twitter post in the database for the official Authors’ calculation

First post and Following data | num_follower Number of followers on X, available for select officials Authors’ calculation

First post and Following data | num_following | Number following on X, available for select officials Authors’ calculation

Table 1. Overview of Public Officials’ Metadata Information.

a placeholder preserves their structural presence without emphasizing their content. HTML tags, as a markup
language, do not contribute to the semantic meaning of the text and were therefore removed.

We split concatenated words written in CamelCase (e.g., “CamelCaseText”) into individual words (e.g.,
“Camel Case Text”) for stylized text. After that, commonly used words were removed using the standard English
stopword list from the NLTK library. Before tokenization, we normalized whitespace, removed digits, and col-
lapsed exaggerated character repetitions (e.g., “s0000 coooool!”) to more standard forms (e.g., “soo cool!!”). We
transformed the cleaned text into numerical feature vectors using the TF-IDF vectorizer. This approach helps
capture the relevance of words while minimizing the impact of common, less informative terms. After gener-
ating the TF-IDF vectorized columns, we removed features (columns) that indicate corrupted or improperly
decoded text, or consist entirely of non-letter characters (e.g., punctuation, numbers, or symbols). This step does
not constitute full punctuation or number removal but filters out anomalous or uninformative features from the
vectorized data.

Our preprocessing approach prioritizes retaining the original semantics and nuance of the text, while also
ensuring reproducibility, allowing researchers and analysts to apply additional processing based on the specific
goals of their studies.

Apart from the content of posts from the social media accounts of lawmakers, data on the relationships, fol-
lowers, and accounts that legislators follow was also collected on X/Twitter. We aggregated the count of followers
and followings for select legislators.

Data Records

Current and future releases of DAPR dataset® can be accessed via the DAPR Dataverse page (https://doi.
0rg/10.7910/DVN/A9EPY]). Due to API restrictions, we cannot disseminate content data at the document
level. Instead, we provide weekly metadata for content data. There are three types of files available on the DAPR
Dataverse page:

o Metadata of Public Officials: Stored in a single CSV file, this contains detailed information about the public
officials from different levels included in the dataset. In addition to officials’ demographics and political posi-
tions data, we also record the dates of each official’s first post on X and their first post on Facebook, and aggre-
gate statistics on select officials’ followers and followings. The following and follower numbers are historical
and static, collected before June 2023, and will not be updated. Table 1 shows the structure and variables of the
officials’ metadata with variable types, column headers, data description, and source.

o Weekly Aggregated Data on X/Twitter by Public Officials: Thousands of CSV files store aggregated weekly data
for each official, including their unique ID, total number of posts, list of shared post IDs, the average atten-
tion metrics, and term matrices. The average attention metrics include the average counts of likes, retweets,
replies, and quotes received per post by week. TF-IDF-weighted document-term matrices track the relative
importance and distribution of each word, #hashtag, and account mention by officials each week on X/Twitter.
Table 2 illustrates variables of the weekly aggregated data with coressponding descriptions.
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Type Column Header | Description Source
Unique ID official _id Unique identifier for each official Authors’ coding
Weekly Aggregated Data | calendar_week ISO week and year (YYYY-WW) Authors’ calculation

The total number of posts made by the official in week XX of a

Weekly Aggregated Data | total_posts Authors’ calculation

givenyear YYYY
Weekly Aggregated Data | urls List of URLs to each post Authors’ calculation
Weekly Aggregated Data | avg_likes Average number of “Likes” received on the posts Authors’ calculation
Weekly Aggregated Data | avg_retweets Average number of “retweets” on the posts Authors’ calculation
Weekly Aggregated Data | avg_replies Average number of “replies” on the posts Authors’ calculation
Weekly Aggregated Data | avg_quotes Average number of “quotes” on the posts Authors’ calculation
Term Matrices #hashtagl TE-IDF representation of each words, #hashtag, and account Authors’ calculation
mentions based on content data by week
Term Matrices #hashtag? TF-IDF representation of each words, #hashtag, and account Authors’ calculation

mentions based on content data by week

TF-IDF representation of each words, #hashtag, and account

mentions based on content data by week Authors’”calculation

Term Matrices

TF-IDF representation of each words, #hashtag, and account

mentions based on content data by week Authors’”calculation

Term Matrices term1

TF-IDF representation of each words, #hashtag, and account

mentions based on content data by week Authors’”calculation

Term Matrices term2

TF-IDF representation of each words, #hashtag, and account

mentions based on content data by week Authors’ calculation

Term Matrices

Table 2. Overview of Weekly Aggregated Data on X/Twitter by Public Officials.

o Weekly Aggregated Data on Facebook by Public Officials: Thousands of CSV files store aggregated weekly
data for each official, including their unique ID, total number of posts, list of post URLS, the average atten-
tion metrics, and term matrices. The average attention metrics include the weekly average counts of interac-
tions such as likes, loves, angry, and care reactions, among others, received per post. These files also contain
TF-IDF-weighted document-term matrices that capture the relative importance and weekly distribution
of each word, #hashtag, and account mention by officials on Facebook. Table 3 displays an overview of varia-
bles of the weekly aggregated Facebook data.

Technical Validation
We performed a series of validation exercises for our officials’ metadata, updating and repeating these exercises
in future iterations of the resource.

We first examined the data types in the columns of our data to ensure that the entered data conformed to
the defined values. For example, the values in the yr_elected, vote_pct, and yr_vote column should be numeric.
When setting the column types in R, if any missing values appeared, we double-checked to ensure that string
variables from other columns were not mistakenly entered. We conducted the same test for columns containing
string variables, such as OCD-ID, which represents districts that may be named purely by characters or by a
combination of characters and numbers.

We also manually verified the value ranges. Regarding the time period range in the yr_elected and yr_vote
columns, given that we collected state legislators’ metadata at the end of 2022, the values in these columns
should not extend beyond that year. If any entries indicated a year of 2023 or later, we reviewed and corrected
those errors. Similarly, we checked the range of vote_pct to ensure no values exceed 100. We thoroughly checked
all columns containing time-related values and other specific ranges to confirm that all entries fell within the
appropriate limits.

Regarding state legislators’ names, state, partisanship, district type (state legislative (upper) and state legisla-
tive (lower)), and district name, we sampled 500 entries and verified this information using officials’ Ballotpedia,
Wikipedia, or official website pages. In this sample, we did not find any incorrect entries for names and states.
Both party and district name variables demonstrated high intercoder reliability (x = 0.99). The intercoder reli-
ability of district_type was also high (agreement = 0.98), and the disparity stemmed from the chamber changes
of nine legislators during the 2022 election. Since DAPR data is an ongoing project, these few mismatches will be
solved automatically when we update the time period identifier for legislators.

The race and gender variables in state legislators’ metadata are validated by human coders. To validate race
variables, we conducted a comprehensive process outlined in Nakka (2025)* for each legislator, in which cod-
ers cross-referenced legislators’ self-identification on personal and professional websites, social media bios,
Ballotpedia, as well as any racial or ethnic group memberships (e.g., the NAACP), photos, and name origins.
Based on 500 samples, the intercoder reliability of race variable was high (agreement = 0.96).

For the gender variable, the gender R package?” was verified against hand-coding using a dataset containing
legislators from ten randomly selected states, as described in Nakka (2024)2. According to that study, the gender
R package performs well with high precision and recall scores ranging from 0.93 to 1. Nakka (2024) also notes,
naming practices change over time, and many South/Eastern Asian, Middle Eastern, and North African names
are underrepresented in the package’s database. Given that state legislatures have become increasingly diverse
in the past decades, we hand-coded any missing values that the package could not identify. Specifically, miss-
ing values were checked independently and filled manually by human coders following Nakka (2025)’s gender
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Type Column Header Description Source

Unique ID official_id Unique identifier for each official Authors’ coding

Weekly Aggregated Data | calendar_week ISO week and year (YYYY-WW) Authors’ calculation

Weekly Aggregated Data | total_posts T_he total number of posts made by the official in week XX of a Authors’ calculation
givenyear YYYY

Weekly Aggregated Data | urls List of URLs to each post Authors’ calculation

Weekly Aggregated Data | avg_total_interactions OA;etf;g;:Sl:mber of total interactions (likes, comments, shares, etc.) Authors’ calculation

Weekly Aggregated Data | avg_likes Average number of “Likes” on the post Authors’ calculation

Weekly Aggregated Data | avg_comments Average number of “Comments” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_shares Average number of “Shares” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_love Average number of “Loves” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_wow Average number of “Wows” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_haha Average number of “Haha” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_sad Average number of “Sad” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_angry Average number of “Angry” reaction on the posts Authors’ calculation

Weekly Aggregated Data | avg_care Average number of “Care” reaction on the posts Authors’ calculation

Term Matrices #hashtagl TE-IDF representation of each word, #hashtag, and account Authors’ calculation
mention based on content data by week

Term Matrices #hashtag2 TE-IDF representation of each word, #hashtag, and account Authors’ calculation
mention based on content data by week

Term Matrices TF-I]?F representation of each word, #hashtag, and account Authors’ calculation
mention based on content data by week

Term Matrices term1 TE-IDF representation of each word, #hashtag, and account Authors calculation
mention based on content data by week

Term Matrices term2 TF-II?F representation of each word, #hashtag, and account Authors’ calculation
mention based on content data by week

Term Matrices TF-IDF representation of each word, #hashtag, and account Authors’ calculation
mention based on content data by week

Table 3. Overview of Weekly Aggregated Data on Facebook by Public Officials.

identification cross-referencing procedure?. This process involved the verification of public officials’ pronoun
usage and gender identification through legislators’ websites, Wikipedia pages, and/or Ballotpedia pages. During
this process, the gender variable was routinely spot-checked to ensure accuracy. After coding all legislators, we
sampled 200 entries and found no cases of mislabeling in gender.

Usage Notes

We present a comprehensive venue for studying public officials and politics across two mainstream platforms
since 2020. The goal of the DAPR project is to build publicly accessible data for a broad audience, including
average citizens, researchers, media, and NGOs, to promote transparency, hold public officials accountable, and
encourage civic engagement.

For users who are interested in understanding and analyzing the digital presence and behavior of U.S. elected
officials, our datasets can be merged seamlessly using the unique official_id included in each dataset. When
merging two weekly aggregated datasets, the time period identifier should also be used. The merged data allows
both the public and researchers to monitor and evaluate politicians’ actions and responsiveness.

For users interested in merging our data with external datasets on politicians, individual-level data can be
matched using politicians’ names, along with other demographic and political information from our metadata,
and institutional-level data can be linked using party affiliation (party), state, district type, and/or OCD-IDs.
Users should carefully select matching columns from our metadata, as different datasets often use inconsistent
naming conventions for politicians.

For text-level data, we have accessed data, and continue to access data, via the official Facebook and X/
Twitter APIs. The terms to which our access is subject to for both APIs prevent us from publicly disseminating
all data in its completely raw form. To comply with these terms, we are releasing weekly aggregated data, includ-
ing the number of posts, average engagement metrics, and term matrices. The weekly aggregated data includes
dehydrated data containing lists of links to the posts shared by public officials during each week. Using these
links, users can “rehydrate” this dataset to generate complete post objects containing the Facebook and X/Twitter
text, engagement statistics, follower and following information, and more. Note that, in the event that a post has
been deleted or is otherwise not publicly available, it will not be possible to access it using the URL.

While the DAPR project offers a valuable resource for studying public officials’ online behavior, it currently
has several limitations. First, the emphasis on X/Twitter and Facebook excludes niche social media platforms
with distinct user bases. Platforms like Parler or Truth Social might cater to specific political ideologies and
potentially reveal different discourse topics, polarization levels, and online community interactions compared to
mainstream platforms. Second, the current dataset has a temporal limitation regarding Facebook data. Facebook
data only covers 2020 and 2021. This period coincides with significant events like the COVID-19 pandemic and
the 2020 election, potentially influencing online political communication in a way not necessarily representative
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of broader trends. Given these limitations, users should interpret findings with caution, recognizing the dataset’s
platform scope and temporal coverage when drawing conclusions or generalizing patterns.

We are addressing these limitations. The DAPR project is ongoing, with continuous updates and improve-
ments. We are actively collecting posts from X/Twitter and Facebook and are expanding to include additional
platforms such as YouTube, Instagram, and LinkedIn. Moreover, we are incorporating both national and
local-level officials into the dataset. The compiled metrics of engagement and shared information from individ-
ual officials will be available for download in various formats on a daily and weekly basis to support research.
This continuous endeavor to develop a time-series dataset across diverse platforms holds immense potential for
scholars, fostering new perspectives on political research and the development of robust theoretical frameworks.

Code availability

The software tools used for data processing are described in the Methods and Technical Validation sections. The
Python code used to generate the weekly aggregate data and term matrices, along with the R code for generating
the gender variable, are openly available in our OSF repository®. Users can access the Python script titled scripts_
data_aggregation and the R script titled script_gender_coding under OSF Storage in the Files tab.

Received: 28 March 2025; Accepted: 20 August 2025;
Published online: 25 September 2025

References

1. Fisher, C,, Culloty, E., Lee, J. Y. & Park, S. Regaining control: Citizens who follow politicians on social media and their perceptions
of journalism. Digital Journalism 7, 230-250, https://doi.org/10.1080/21670811.2018.1519375 (2019).

2. Hagen, L., Neely, S., Scharf, R. & Keller, T. E. Social media use for crisis and emergency risk communications during the Zika health
crisis. Digital Government: Research and Practice 1, 1-21, https://doi.org/10.1145/3372021 (2020).

3. Rao, H. R,, Vemprala, N., Akello, P. & Valecha, R. Retweets of officials’ alarming vs reassuring messages during the COVID-19
pandemic: Implications for crisis management. International Journal of Information Management 55, 102187, https://doi.org/
10.1016/.ijinfomgt.2020.102187 (2020).

4. Broersma, M. & Graham, T. Social media as beat: Tweets as a news source during the 2010 British and Dutch elections. Journalism

Practice 6(3), 403-419, https://doi.org/10.1080/17512786.2012.663626 (2012).

. Kim, T. et al. Attention to the COVID-19 pandemic on Twitter: Partisan differences among US state legislators. Legislative Studies
Quarterly https://doi.org/10.1111/1sq.12367 (2021).

6. Barber4, P. et al. Who leads? Who follows? Measuring issue attention and agenda setting by legislators and the mass public using

social media data. American Political Science Review 113, 883-901, https://doi.org/10.1017/S0003055419000352 (2019).

7. Jorgens, H., Kolleck, N. & Saerbeck, B. Exploring the hidden influence of international treaty secretariats: Using social network
analysis to analyse the Twitter debate on the ‘Lima Work Programme on Gender’. Journal of European Public Policy 23, 979-998,
https://doi.org/10.1080/13501763.2016.1162836 (2016).

8. Payson, ], Casas, A., Nagler, J., Bonneau, R. & Tucker, J. A. Using social media data to reveal patterns of policy engagement in state

legislatures. State Politics & Policy Quarterly 22, 371-395, https://doi.org/10.1017/spq.2022.1 (2022).

. Russell, A. Senate representation on Twitter: National policy reputations for constituent communication. Social Science Quarterly
102, 301-323, https://doi.org/10.1111/ssqu.12904 (2021).

10. Darr, J. P, Hitt, M. P. & Dunaway, J. L. Newspaper closures polarize voting behavior. Journal of Communication 68, 1007-1028,
https://doi.org/10.1093/joc/jqy051 (2018).

. Hornsey, M. J,, Finlayson, M., Chatwood, G. & Begeny, C. T. Donald Trump and vaccination: The effect of political identity, conspiracist
ideation and presidential tweets on vaccine hesitancy. Journal of Experimental Social Psychology 88, 103947, https://doi.org/10.1016/
j.jesp.2019.103947 (2020).

12. Larsen, B. J. et al. Counter-stereotypical messaging and partisan cues: Moving the needle on vaccines in a polarized United States.

Science Advances 9, eadg9434, https://doi.org/10.1126/sciadv.adg9434 (2023).

13. Cook, J. M. Are American politicians as partisan online as they are offline? Twitter networks in the US Senate and Maine State
Legislature. Policy & Internet 8, 55-71, https://doi.org/10.1002/p0i3.109 (2016).

14. Cook, J. M. Twitter adoption and activity in US legislatures: A 50-state study. American Behavioral Scientist 61,724-740, https://doi.org/
10.1177/0002764217717564 (2017).

15. Guntuku, S. C., Purtle, J., Meisel, Z. E, Merchant, R. M. & Agarwal, A. Partisan differences in Twitter language among US legislators
during the COVID-19 pandemic: Cross-sectional study. Journal of Medical Internet Research 23, 27300, https://doi.org/
10.2196/27300 (2021).

16. Peterson, D. A., Tavanapong, W., Qi, L., Sukul, A. & Khaleel, M. The public-facing policy agenda of state legislatures: The
communication of public policy via Twitter. Policy Studies Journal. https://doi.org/10.1111/psj.12485 (2022).

17. Butler, D. M., Kousser, T. & Oklobdzija, S. Do male and female legislators have different Twitter communication styles? State Politics
& Policy Quarterly 23, 117-139, https://doi.org/10.1017/spq.2022.16 (2023).

18. Gopal, I et al. The national network of US state legislators on Twitter. Political Science Research and Methods, 1-13. https://doi.org/
10.1017/psrm.2024.52 (2024).

19. Tai, Y. C., Buma, R. & Desmarais, B. A. Official yet questionable: Examining misinformation in US state legislators” tweets. Journal
of Information Technology & Politics, 1-13. https://doi.org/10.1080/19331681.2023.2257682 (2023).

20. Tai, Y. C,, Lin, Y.-R. & Desmarais, B. A. Public officials’ online sharing of misinformation: Institutional and ideological checks. OSF

preprint, https://osf.io/preprints/socarxiv/c9qea_v1 (2025).

. Biswas, A, Lin, Y.-R., Tai, Y. C. & Desmarais, B. A. Political elites in the attention economy: Visibility over civility and credibility?
Proceedings of the International AAAI Conference on Web and Social Media, https://doi.org/10.1609/icwsm.v19i1.35814 (2025).

22. Motta, M. Political scientists: A profile of congressional candidates with STEM backgrounds. PS: Political Science & Politics 54,

202-207, https://doi.org/10.1017/S1049096520001031 (2021).

23. Treul, S. A. & Hansen, E. R. Primary barriers to working class representation. Political Research Quarterly, 76 (2023).

24. Wintersieck, A. & Keena, A. Ask and you shall receive: The effects of negativity and fundraising appeals on Facebook. Political
Research Quarterly 76, 1973-1986, https://doi.org/10.1177/10659129231186414 (2023).

25. Ballotpedia. Ballotpedia:About. Accessed 2024-10-08. https://ballotpedia.org/Ballotpedia: About (2024).

26. Fraga, B. L., Juenke, E. G. & Shah, P. Candidate Characteristics Cooperative (C3) 2018 Data. https://doi.org/10.7910/DVN/
VHAPHYV (2021).

27. Blevins, C. & Mullen, L. Jane, John... Leslie? A historical method for algorithmic gender prediction. DHQ: Digital Humanities
Quarterly, 9 (2015).

w

Nel

1

—_

2

—_

SCIENTIFICDATA|  (2025) 12:1556 | https://doi.org/10.1038/s41597-025-05857-1 7


https://doi.org/10.1038/s41597-025-05857-1
https://doi.org/10.1080/21670811.2018.1519375
https://doi.org/10.1145/3372021
https://doi.org/10.1016/j.ijinfomgt.2020.102187
https://doi.org/10.1016/j.ijinfomgt.2020.102187
https://doi.org/10.1080/17512786.2012.663626
https://doi.org/10.1111/lsq.12367
https://doi.org/10.1017/S0003055419000352
https://doi.org/10.1080/13501763.2016.1162836
https://doi.org/10.1017/spq.2022.1
https://doi.org/10.1111/ssqu.12904
https://doi.org/10.1093/joc/jqy051
https://doi.org/10.1016/j.jesp.2019.103947
https://doi.org/10.1016/j.jesp.2019.103947
https://doi.org/10.1126/sciadv.adg9434
https://doi.org/10.1002/poi3.109
https://doi.org/10.1177/0002764217717564
https://doi.org/10.1177/0002764217717564
https://doi.org/10.2196/27300
https://doi.org/10.2196/27300
https://doi.org/10.1111/psj.12485
https://doi.org/10.1017/spq.2022.16
https://doi.org/10.1017/psrm.2024.52
https://doi.org/10.1017/psrm.2024.52
https://doi.org/10.1080/19331681.2023.2257682
https://osf.io/preprints/socarxiv/c9qea_v1
https://doi.org/10.1609/icwsm.v19i1.35814
https://doi.org/10.1017/S1049096520001031
https://doi.org/10.1177/10659129231186414
https://ballotpedia.org/Ballotpedia:About
https://doi.org/10.7910/DVN/VHAPHV
https://doi.org/10.7910/DVN/VHAPHV

www.nature.com/scientificdata/

28. Nakka, N. An Evaluation of the Google Perspective API by Race and Gender. Proceedings of the 17th ACM Web Science Conference
2025, 522-527, https://doi.org/10.1145/3717867.3717901 (2025).

29. Center for American Women and Politics (CAWP). CAWP Women Elected Officials Database. New Brunswick, NJ: Eagleton
Institute of Politics, Rutgers University-New Brunswick, accessed Nov 22, 2022. https://cawpdata.rutgers.edu/.

30. Tai, Y. C. et al. Digitally Accountable Public Representation (DAPR) Data. https://doi.org/10.7910/DVN/A9EPY] (2024).

31. Denny, M. J. & Spirling, A. Text preprocessing for unsupervised learning: Why it matters, when it misleads, and what to do about it.
Political Analysis 26, 168-189, https://doi.org/10.1017/pan.2017.44 (2018).

32. Nakka, N. The racial and gender divide in toxic online messaging towards state legislators. OSF preprint, https://osf.io/md9f8/ (2024).

33. Tai, Y. C. et al. Supporting materials for “The Digitally Accountable Public Representation Database: Measuring Online
Communication by Federal, State, and Local Officials”[Code repository]. https://doi.org/10.17605/0sf.io/2HBA5 (2025).

Acknowledgements

Funding for this research was provided by NSF grant #2318460, NSF grant #2318461, and AFOSR. Any opinions,
findings, and conclusions or recommendations expressed in this material do not necessarily reflect the views of
the funding sources. We also thank Ching-Chung Chen and Ahana Biswas for their assistance in the early stage
of the data collection, and we are grateful to the anonymous reviewers for their constructive feedback, which
significantly strengthened the final manuscript.

Author contributions

All authors reviewed the manuscript at various points prior to submission. Conceptualization: Bruce A.
Desmarais, Kevin Munger, Yu-Ru Lin, Sarah Rajtmajer. Data curation:Bruce A. Desmarais, Yu-Ru Lin, Nitheesha
Nakka, Khushi Navin Patni, Yuehong Cassandra Tai. Funding acquisition: Bruce A. Desmarais, Kevin Munger,
Yu-Ru Lin,Sarah Rajtmajer. Writing - Original Draft Preparation: Nitheesha Nakka, Yuehong Cassandra Tai.
Writing - Review & Editing: Bruce A. Desmarais, Kevin Munger, Yu-Ru Lin,Sarah Rajtmajer. Resources: Bruce A.
Desmarais. Supervision: Bruce A. Desmarais, Nitheesha Nakka, Sarah Rajtmajer. Validation: Nitheesha Nakka,
Khushi Navin Patni,Yuehong Cassandra Tai.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to Y.C.T.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International

Y License, which permits use, sharing, adaptation, distribution and reproduction in any medium or
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons licence, and indicate if changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the
material. If material is not included in the article’s Creative Commons licence and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2025

SCIENTIFICDATA|  (2025) 12:1556 | https://doi.org/10.1038/s41597-025-05857-1 8


https://doi.org/10.1038/s41597-025-05857-1
https://doi.org/10.1145/3717867.3717901
https://cawpdata.rutgers.edu/
https://doi.org/10.7910/DVN/A9EPYJ
https://doi.org/10.1017/pan.2017.44
https://osf.io/md9f8/
https://doi.org/10.17605/osf.io/2HBA5
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	The digitally accountable public representation database: online communication by U.S. officials

	Background & Summary

	Methods

	Data Collection. 
	Official Data. 
	Content Data from Social Media. 


	Data Records

	Technical Validation

	Usage Notes

	Acknowledgements

	Fig. 1 The Pipeline of Legislators’ Metadata Collection and Cleaning.
	Table 1 Overview of Public Officials’ Metadata Information.
	Table 2 Overview of Weekly Aggregated Data on X/Twitter by Public Officials.
	Table 3 Overview of Weekly Aggregated Data on Facebook by Public Officials.




