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Aggregation algorithm based
on consensus verification
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Distributed learning, as the most popular solution for training large-scale data for deep learning,
consists of multiple participants collaborating on data training tasks. However, the malicious behavior
of some during the training process, like Byzantine participants who would interrupt or control the
learning process, will trigger the crisis of data security. Although recent existing defense mechanisms
use the variability of Byzantine node gradients to clear Byzantine values, it is still unable to identify
and then clear the delicate disturbance/attack. To address this critical issue, we propose an algorithm
named consensus aggregation in this paper. This algorithm allows computational nodes to use the
information of verification nodes to verify the effectiveness of the gradient in the perturbation attack,
reaching a consensus based on the effective verification of the gradient. Then the server node uses
the gradient as the valid gradient for gradient aggregation calculation through the consensus reached
by other computing nodes. On the MNIST and CIFAR10 datasets, when faced with Drift attacks, the
proposed algorithm outperforms common existing aggregation algorithms (Krum, Trimmed Mean,
Bulyan), with accuracies of 93.3%, 94.06% (MNIST dataset), and 48.66%, 51.55% (CIFAR10 dataset),
respectively. This is an improvement of 3.0%, 3.8% (MNIST dataset), and 19.0%, 26.1% (CIFAR10
dataset) over the current state-of-the-art methods, and successfully defended against other attack
methods.

With the advent of the era of big data, machine learning faces the problems of long training times and high
complexity. Researchers complete the task of processing large-scale training data through multiple computing
nodes, making distributed learning a mainstream solution'~ . At present, there are three common distributed
learning topologies: iterative MapReduce, AllReduce based communication topology®®, parameter server-based
communication topology>*!° and data flow-based communication topology'’. Among them, as one of the popu-
lar distributed learning system frameworks, the communication topology based on a parameter server has one
server and multiple computing nodes (i.e., n computing nodes) and adopts the distributed learning optimization
algorithm of synchronous random gradient descent. It stores the learning model to be trained on the server and
downloads the model from the server to the computing node before the training starts. In each round of training
iterations, first, the server distributes the global parameters to n computing nodes in the system. Each of the n
computing nodes trains the most recent gradient on various sample sets using the current model and uploads
it to the server for gradient aggregation. The server will aggregate the received gradient using a synchronous
algorithm and then start a new round of data distribution, calculation, and aggregation until the scheduled
training times are reached. Because of its flexible global parameter update mechanism, researchers can focus on
the design of distributed algorithms. And with the development and research of blockchain technology, some
researchers began to combine distributed learning and blockchain technology to make up for the shortcomings
of distributed learning!?-°. Because the distributed learning model is trained by multiple computing nodes, the
behavior of different computing nodes determines the quality of the training model. The Byzantine node has
seriously affected the accuracy of the model'>-'*'7. These Byzantine participants did not strictly abide by the
protocol, or unexpected exceptions occurred, such as communication errors, digital errors, or node collapse;
Out of hostility, Byzantine nodes can maximize their influence on the network through carefully designed output
data'®. Therefore, how identifying and clearing the Byzantine node value becomes a challenge to solving the data
security problem of distributed learning.

At present, there are two solutions: first, the Krum, Trimmed Mean, and Bulyan algorithms!?-*>that use the
difference of the Byzantine node gradient to clear Byzantine values; and second, using the incentive mechanism
of blockchain'-*! and trust value evaluation to force participants to only take corrective actions. Krum, Trimmed
Mean, Bulyan, and other algorithms try to recover the original mean value after clearing the Byzantine value
through the difference of the gradient between different calculation nodes. This method can show good results
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in dealing with large changes to one or more parameters. However, small perturbation attacks on multiple
parameters make the existing defense methods difficult to identify, greatly reducing the accuracy of the model;
Blockchain-based machine learning can force participants to only take correct actions through incentive mecha-
nisms and trust value evaluation, but not all participants need rewards. Some participants can achieve model
attacks by forging trust values. Therefore, small disturbance attacks will still affect them.The accuracy on the
MNIST dataset, the Krum decreased from 97.04 to 83.56%; Trimmed Mean decreased from 97.04 to 90.56%,
and Bulyan decreased from 97.04 to 89.81%'%. The accuracy on the CIFAR10 dataset, the Krum decreased from
61.64 to 29.88%; Trimmed Mean decreased from 61.64 to 40.89%, and Bulyan decreased from 61.64 to 36.89%'¢.
In response to this problem, we have studied the gradient descent method? (gradient calculation method), and
found that the core of the gradient descent method is gradient descent. Then, we can make a gradient descent
(loss descent) judgment of all gradient values and screen out effective gradient values for gradient aggregation,
so as to improve the security performance of distributed learning. Therefore, we propose a method to filter the
effective gradient value by using the sample data loss in the calculation node and introducing it into distributed
learning to transform the identification problem of the Byzantine gradient value into the consensus problem of
the effective gradient value?. To ensure the convergence of the model, we propose two views for the consensus
problem of effective gradient value in distributed learning:

Viewpoint 1: The gradient update value provided by the calculation node reduces the global loss, or the angle
between the gradient update value provided by the calculation node and the real gradient is not more than 90 o,
which is the effective gradient. Viewpoint 2: As long as the gradient update value provided by the computing
node can reduce the sample loss of most other computing nodes, or the angle between the gradient update value
provided by the computing node and the gradient update of most other computing nodes is not more than 90 o,
it is considered that it can reduce the global loss. Based on this, we propose a consensus aggregation algorithm,
and the contributions of this paper are as follows:

We determined an effective gradient value screening method based on the descent of the loss using sample
data; Based on the assumption of the same distribution of real sample data, we estimate the effectiveness
of the gradient values of the calculation nodes in distributed learning through consensus verification and
propose a consensus aggregation algorithm; We verified the proposed methods in this paper through
theoretical and experimental methods, and the results show that they are superior to existing common
aggregation algorithms (Krum, Trimmed Mean, Bulyan).

Symbols Connotation

n The total number of calculation nodes

The number of Byzantine

d The number of dimensions (parameters) of the model
pi Calculate parameters for ith worker training

(Pi)j jth dimension in p; parameter vector

P All calculate parameters

€ Constant variable

[ N-dimensional variable(p;)

< Vfi(61),0, — 61 >

Gradient from 6, to 6,

T

Training batch

t

tth batch

0't)

Model parameters for batch t

1:(6) Optimization function for batch ¢

K Sample size for one round of training (including batch T and batch size K;)
K; Batch size

Xk Characteristics of the sample

Yk Label of the sample

g(xi; 0) The model

L(g(xk; 0) The loss

min Zle L(g(xx; 0),yx) | Optimization problem of deep learning models

ST feM) The optimal loss of T batch model

min Zt’:lft ® Minimizing losses in training models

ST fe% Minimizing losses in training models with optimal parameters
a; Learning rate of batch ¢

3gt Training gradient for batch ¢

D The upper bound of any variable

G The upper bound of any gradient

Table 1. Accuracy of introducing backdoor under draft attack.
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Related work
For the rest of this article, we will use the following symbols in Table 1.

Existing attacks. The existing research on distributed learning attack and defense mainly includes two
aspects: the prevention of convergence and backdoor attacks'>!>!7*, Prevention of convergence means that
attackers can prevent the server model from achieving good accuracy by interfering with the process. Generally,
this type of attack will not benefit the attacker from the intervention and will be easily detected by the server. The
server can take corresponding measures to mitigate the attack. A backdoor attack, also known as “data poison-
ing is when an attacker manipulates the model when training it to produce the target selected by the attacker
during evaluation. Backdoor attacks can be a single sample, such as mistakenly classifying a specific person as
another person. It can also be a kind of sample. For example, setting a specific pixel mode in the image can lead
to malicious classification.

As shown in the Fig. 1.In scenario 1, the image can be correctly classified; in scenario 2, the model’s conver-
gence is disrupted due to malicious actors, leading to the image being classified into other categories; in scenario
3, a backdoor attack is introduced by malicious actors, causing a specific image to be classified into a category
designated by the malicious actors; in scenario 4, malicious actors implement a specific trigger (a square in the
upper left corner) as a backdoor attack, and when the trigger is encountered, the image is classified into a category
designated by the malicious actors.Gu et al. first proposed a backdoor attack model based on toxic data®. They
introduced a backdoor trigger by adding special labels on parking signs, and assumed that the server providing
the model was an attacker, successfully inserting backdoors into legitimate samples. Chen et al. used physical
objects present in the input image as backdoors in the face recognition model, making backdoor attacks based
on toxic data more covert®. Different from the above modification of training samples, Dumford et al. proposed
to insert the back door by directional perturbation to the weight of Convolutional neural network, and search
and select the size of the perturbation weight based on greedy thinking?. Rakin et al. proposed a bit flipping
attack strategy for inserting backdoors into deep neural networks (DNNs)?. They used bit flipping technology
to flip and identify several vulnerable bits, successfully inserting backdoors into the DNN model, and making
the insertion of backdoors more efficient in the deep learning model.

Moran Baruch et al. proposed the precise and small perturbation attack (Drift), which acquires the gradient
values by obtaining partial nodes, evaluates the distribution of the overall gradient values, and adds a multiple of
the variance perturbation to the mean original parameter to achieve a small perturbation attack. The median of
the gradient values of the calculation nodes is shifted in a certain direction, successfully overcoming the aggrega-
tion algorithm based on the gradient median, reducing model accuracy, and even lowering it below the summa-
tion method of the global model without defense'®. The attack range set by all malicious actors is (4 — zo, u + zo).

Existing defense. At present, the most advanced distributed learning defense is Bulyan'* , which combines
two early methods - Krum'?and TrimmedMean'’.in addition, researchers have also used k-means to cluster the
local models of participants, achieving the defense process of distributed learning internships-AUROR.

TrimmedMean: This kind of defense is called Mean - Around-Median'” or TrimmedMean. The Trimmed
Mean algorithm independently aggregates each model parameter. For the jth parameter of the model, the server
sorts the jth parameter of the n local models, and combines the parameters closest to the median ; into the
aggregate parameter of the jth parameter of the global model. The mathematical expressed by:

1

TrimmedMean(P) = v; = U
J

> (pj:jeldl

ieUj

Three variants exist, differing in the definition of U; :

1. Ujis the indices of the top — (n — m) values in {(p1);, ..., (Pn);} nearest to the median u;;
. Same as the first variant only taking top — (n — 2m) values;
3. Ujis the indices of elements in the same vector {(p1)} ..., (p);} where the largest and smallest m elements are
removed, regardless of their distance from the median.
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Figure 1. Possible malicious targets.
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Since the dependent gradient median is assumed to be taken from the range of benign values, all variants
designed by this defense method can be used to defend up to half of malicious nodes. Krum: Krum idea is to
try to find an honest participant in the next round among all computing nodes and discard the data of other
nodes. The selected node is the n — m — 2 nodes whose gradient is closest to the other nodes. Its mathematical
expressed by:

Krum(p) = (p;|argmin » _ [Ipi — p;II*)

ie[n] i—j
Where, i — j is the n — m — 2 neighbor nodes in p;, which is measured by Euclidean distance. Like Trimmed
Mean, Krum is designed to defend up to n/2 malicious nodes.

Bulyan: Bulyan proposed a new defense method against the vulnerability of Krum algorithm. They proposed a
“meta” aggregation rule, and another aggregation rule A was used as a part of it. In the first part, Bulyan iteratively
uses A (Krum was used in the original paper) to create a potentially benign candidate set, and then aggregates
this set through the second variable of Trimmed Mean. Bulyan method absorbs the advantages of TrimmedMean
method in filtering parameters of single dimension, overcomes the shortcomings of Krum’s convergence to an
invalid model. Because Bulyan aggregation rule A and TrimmedMean algorithm are combined, Bulyan algorithm
can only defend (n — 3)/4 error nodes.

However, these three methods all focus on using the difference between different gradient updates between
computing nodes to screen out the appropriate gradient and cannot well defend against the small disturbance
attack proposed by Moran Baruch et al.

AUROR:To identify this abnormal distribution, it clusters users based on their indicative features. A cluster
with a majority of participants is marked as honest, while another cluster is marked as suspicious. All users in
the suspicious group are suspected to be malicious, but it has not been confirmed. If a user in a suspicious group
experiences more than Then AUROR marks it as malicious®. As shown in the Fig. 2.

Consensus algorithm.  The consensus algorithm™® is a set of rules defined in digital form that determines
the effectiveness of transactions and blocks in the blockchain system and provides a trusted relationship for
participants who do not know each other on the network, ensuring that participants on untrusted networks can
cooperate. The consensus algorithm was determined at the beginning of the establishment of the blockchain,
controlling the flow of transaction data flow in the blockchain system, enabling the complex behavior of nodes
in the encapsulated distributed blockchain system to be realized, and promoting the application of blockchain
technology in various distributed systems.

With the development of technology, consensus algorithms in the blockchain system have evolved into two
categories: one is Byzantine fault-tolerant consensus algorithms, including Practical Byzantine Fault Tolerance
(PBFT)*!, Proof of Work (PoW)?, Proof of Stack (PoS)*, Delegated Proof of Stack (DP0S)™*, etc.; the other is non-
Byzantine fault-tolerant consensus algorithms, including Paxos®, Raft®, etc. The Byzantine tolerance indicates
whether the algorithm can be applied to low-trust networks. Generally speaking, the Byzantine fault-tolerant
algorithm is used in the public chain environment with low trust, and the selection in the alliance chain needs
to be made according to the trust level between the alliance participants.

In the attack and defense problems facing distributed learning, the participants of model training are inde-
pendent, diverse, and uncontrollable, belonging to a low-trust network. Therefore, this paper uses the Byzantine
fault-tolerant consensus algorithm for research.

Gradient descent. In the gradient descent, for the given data and model, calculate the gradient update
value gk of each data value under the current parameter value w;, average all gradient update values g¥, and then
take the opposite direction of the average value to obtain the iteration value g; of each round. However, due to
the appearance of the Byzantine computing node, the iteration value obtained in each round can be any value
provided by the Byzantine computing node (Byzantine value), rather than the real computing gradient. This
may lead to non-convergence of the model and even cause greater harm by introducing backdoors. According to
research, the most important significance of the gradient descent method is to ensure gradient descent and the
ability to converge to an optimal extreme value. However, some Byzantine values are not in the direction of the
real calculation of the gradient value and, to some extent, can ensure the gradient descent (the only difference
between the real gradient and the real gradient is that the convergence speed is slow).

In machine learning, we use the gradient descent method to minimize the loss value. Its essence is to ensure
that the loss value decreases in each iteration update, while some Byzantine values can ensure that the loss value
decreases (gradient descent). Therefore, in each iteration process, it is assumed that the gradient value provided

K-—means Count
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Figure 2. Possible malicious targets.
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is Byzantine value, and then by calculating the loss under the current gradient value and the gradient value after
iteration, when the loss under the gradient value after iteration is small, that is, loss;+; — loss; < 0, we believe
that the currently calculated gradient is the effective gradient value (viewpoint 1).

Aggregation algorithm based on consensus verification

In previous research, researchers used gradients sent from different computing nodes to the server, screened
suitable gradients by comparing the differences between different gradient updates, and used them for final
aggregation updates. We demonstrate that after a computing node calculates a gradient, it can verify whether
the gradient is valid without relying on gradients sent from other computing nodes to the server. In addition,
these defense methods can only be applied to synchronous stochastic gradient descent, and are not applicable
to asynchronous stochastic gradient descent that lacks gradients from other computing nodes. Our defense
shows that although other computing nodes’ relevant information is also needed to verify the correctness of
the computing node’s gradient, the valid gradient verified in this way does not depend on gradients uploaded
to the server from other computing nodes, which ensures that the gradients received by the server are all valid.
This result ensures that our defense method is applicable not only to synchronous stochastic descent, but also
to asynchronous stochastic descent.

As mentioned earlier, the research of all defense methods in the field of distributed learning is to screen the
correct gradient for gradient aggregation through the difference of gradient of all different computing nodes.
These defense methods can identify a variety of large disturbance attack modes but are not sensitive to such
small disturbances as a draft attack. Therefore, in the rest of this article, we hope to screen out a suitable gradient
for aggregation in any case.

The overview of this section is as follows: First, we give a range of gradient descent of single-node distributed
learning for the gradient descent method. All calculated gradient values in this range are effective gradients.
Then we will propose how to apply the range of gradient descent to multi-node distributed learning. Finally, we
show the implementation of the aggregation algorithm based on consensus verification.

One-node distributed learning. Before starting to prove, this paper puts forward the following assump-
tions: Assumption 1: When there is no Byzantine node, the iterative process of distributed learning model can
converge to the optimal solution. Assumption 2: The objective function is a convex function of , as follows:

fi(02) = f1(01)+ < Vfi(61),0, — 61 >
For the unit vector v in the non-gradient direction, 3¢ make the following formula true:
ﬁ(@z) Zﬂ(el) + e < Vft(91),92 -6 >,0<¢g< 7'[/2

Assumption 3:The bounded assumption of variables. Assumption 4:The bounded assumption of gradient. The
proof of this article begins as follows: The optimization problem of any depth learning model can be expressed as:

K
f=miny_ LgCxx: 0), yx)

k=1

Where, L is the specified loss function;g is the model to be optimized;xy, yx is the characteristic value and label
of the sample;K indicates the number of samples used for training. The global objective function of SGD can be
obtained by replacing K with batch T and batch size K; for training, expressed by :

T K

FO) =D Lglu: 0),y6) = th(@)

t=1 k=1

Therefore, the convergence discriminant function is defined as:

T T
R(T) = Zﬁw(”) — min Zﬁ(e)

When T — oo and R(T)/T — 0, the algorithm is convergent. At this time, the final iteration 6 “*Vvalue not
only tends to a certain value 0%, but also can minimize the objective function Zt Lf:(6). So:

T T
R(T) = Zﬂe(‘) — min Zﬁ(e)
t=1 t=1

T T
R =) [ = f(6")
t=1 t=1

T
R(T) =) 18" — fi(6")]

t=1

Introduce the Assumption 2,we have:
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T
R(T) < SZ < Vg, 6" — 6% >

t=1
For any model, the SGD optimization process is:

D = p® _ arVg;
oUFY —g* =9® —o* — g, Vg,
16D — 6% |15 =11 6 — 6" — a, Vg |13
16D — 0™ 113 =116 — 0™ |15 + || @ Vgr |13 —2a, < Vgt,é)“) -0 >

1
<ng,9“>—9*>=g[||9<” 0* 113 — |1 64D — 9*||2]+ Il Ve 113
t

so,we can get:

T T
& ea
R(T) <Y Sl — 071 — 110D — o713 + > 7’||Vgt||%

=1 “ =1
Compress the upper bound of R(T), and the first compression of is:

T
&
D LA F Rl Rl I
t

t=1

& & &
=160 —0*|13 — —116® —6*|3 + —1I6@
2a1|| 12 2a1|| 12 2a2||

& & &
—f* 2_79(3)_9* 2+...+79(T)_9* 2_70(T+1)_9*2
12 2a2|| I Il 12 2aTII 12

€
_ o) _ g* 2 oI+ _ g*12 4 0 _ g% 12
2 I Iz = || 112 § 2a, 2(1[ ) Il II2

According to the bounded assumption of variables,we get:

& &
o —6%|3 < —D?
2a, 2a;

a; represents the learning rate in the training process of the model, which is monotonic and non-increas-
ing(a;r > a4 > 0). With the assumption of bounded variables, we get:

£
—Ene(”“ —0*13<0

&
€ &
_ Q(t) _ * < D2§ :
; (Zat 2at—1)” Zat Zat 1

The second compression of R(T) is

2 T
zfnmzsz @=""%a
t=1

t=1

Therefore, the upper bound of R(T) is

e
R(T)<D2—+8T a
ar =1

Let a; be a function of t:a; = (¢). And polynomial attenuation is adopted: a; = zQP p > Owe get:

eTP sGZ Lc
R <D*—4+—) =
(T) Yol 2
<D28TP+8G2C 1+/'T dt
-7 2C 2 L th
<D2£+5Gzc L op_ P
- 2C 2 1-p 1-p

Therefore, R(T) = O(T™*®1=P)). When p = 1/2, the optimal upper bound is obtained. at this
time,R(T)/T = O(T/?) tends to zero when T — 0. under this premiseﬂ(H'l) can keep convergence. That is,
the vector with the direction of the real gradient no more than /2 can be used to converge to. In the process
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of sample training, the direction of the vector used for the iteration determines the increase or decrease of the
sample loss, so the direction of the vector can also be determined by the sample loss loss;+1 — loss; < 0 caused
by two adjacent

Multi-node distributed learning. With the effective gradient determination method in single-node dis-
tributed learning, it is natural to think that the effective gradient of multi-node distributed learning can also be
determined by comparing the loss under the current gradient value and the iterative gradient value. However,
multi-node distributed learning is more complex because it has multiple computing nodes, and multiple Byz-
antine nodes collude with each other to make the final estimated gradient update value seriously deviate from
its true gradient..Therefore, how to reduce the influence of Byzantine nodes on the gradient update value is the
focus of this section.

With the above proof, when the gradient update value of the Byzantine node is doped, the global average
gradient update value should fall within the included angle 77 /2 of the true gradient direction.

Assumption 5: All gradient update values provided by honest nodes are uniformly distributed, and uniformly
distributed between 0 and 7.

Due to the different principle from the general consensus algorithm, this paper determines whether the
verification node agrees with the gradient update value by expressing the loss of the gradient update value as
lossy1 — loss; < 0 or the angle between any two gradient update values< 6;,6; >< 7/2.

e.g. Fig. 3 describes the gradient update distribution. The gradient update value provided by the honest node
is uniformly distributed above the x-axis, while the Byzantine node can be arbitrarily proposed, as shown in the
dotted line direction in Fig. 1. n represents the number of summary points participating in model training, m
represents the number of Byzantine nodes, and a represents the number of nodes needed to reach consensus.
Therefore, the Byzantine node Nj, must bribe at least a-m honest nodes N, to allow the Byzantine value provided
by itself to successfully participate in the following aggregation. Therefore, this paper proposes the following
constraints:

a—m> >m
n—m
za—m
2
a —m > = > m shows that when the gradient update value provided by the Byzantine node and the honest

node is systematically selected together, according to the gradient update judgment condition, the Byzantine
value of the Byzantine node can only fall at 37 /4 of the true gradient direction, and the number of honest nodes
is more than the number of Byzantine nodes, so the Byzantine value can be corrected to 77 /2 of the true gradient

direction, meeting the convergence condition. “5™ > a — m shows that only when the Byzantine value provided
by the Byzantine node falls in the true gradient direction 5 ~ 37”, can its attack effect be achieved. If it falls in
the true gradient direction 0 ~ Z, the gradient update finally obtained no matter how aggregated is in the true

>
gradient direction 0 ~ 7, and can achieve the convergence of the model.so, we can get:

A
3:'
N X
N
AN
N
AN
AN
true value R
- — Byzantine value
Figure 3. The distribution of Gradient.
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Therefore, under the premise of Assumption 5, m < £ is the Byzantine node fault tolerance rate of the formula
aggregation algorithm, and a > 2?” is the basic consensus condition to be reached (can be adjusted appropriately
as needed). Since the updated values of real gradients belong to normal distribution, the vector distribution is
closer to the real gradient g, and if the Byzantine node Nb wants to be successfully selected to participate in
the final aggregation process, it will be closer to the real gradient g, making them equally applicable in normal
distribution.

Effective gradient screening based on loss. From the description in section 2.1, it can be inferred
that in distributed learning, the problem of filtering effective gradients can be transformed into the problem of
whether the gradient of a computing node can cause a decrease in the validation node sample loss. When the
number of times that the computing node gradient causes a decrease in the validation node sample loss reaches
a threshold (consensus condition), the computing node gradient achieves consensus on the overall sample loss
problem and is considered effective. In the method design, this paper does not consider the incentive effect of
the consensus mechanism, and adds a validation module in the consensus process. It not only considers whether
the node has received the gradient information, but also verifies whether the gradient information can cause a
decrease in the validation node sample loss. Only when two rules are satisfied, a true value is returned. When
the original computing node receives enough true values, consensus is reached and used for subsequent model
aggregation. In the entire algorithm process, to ensure the data is not tampered with during transmission, each
piece of data needs to be accompanied by a digital signature.The algorithm flow is shown in e.g.Fig. 4.

In the algorithm, a node can be either a calculation node or a verification node, but the calculation node itself
does not verify the gradient update value provided by itself. At the beginning of training, each computing node
obtains the training data from the server or its own private data and starts the following cycle:

1. Each calculation node N, calculates the local gradient update according to the model training process, and
then distributes the calculated gradient update to other verification nodes N, to verify its effectiveness;

2. Verify that node N, verifies whether the received gradient update is valid through loss; 1 — loss; < 0 on the
received gradient update;

3. The verification node Nv returns the verification result value (True or False) to the original calculation node
N

4. 'The computing node N, determines whether a consensus is reached by the number of correct verification
result values received. If a consensus is reached, the gradient update will be uploaded to the server. If not,
the current parameters will be lost;

5. The server aggregates gradient updates through synchronous aggregation method and distributes the aggre-
gated parameters to the computing nodes participating in model training.

According to the above process, the time for the verification node to verify N gradient update values is O(N);
For the D-layer neural network, the edge length of the output characteristic graph of the first layer convolution
kernel is Mj, the convolution kernel becomes Kl, the number of output channels is Cj, and the running time of
the node loss calculation process is O(b %: | M?K?C? | C?). Therefore, the single-node verification complexity
of this method is O(bN Zl Ml Kl Cl G

Server Node

2. Send gradient 3.V
1. Get data update to

and training verification node

0 0 9.9 0 0=

3] o
Ggﬂém

erify gradient
update
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Figure 4. The distribution of Gradient.
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Efficient gradient filtering based on vector.  The loss-based effective gradient filtering method needs to
calculate the sample loss again at the node end, so it has a high time complexity. Moreover, the effective gradient
filtering through the calculation node may cause its own data leakage. Therefore, in this section, the effective
gradient filtering process is moved from the calculation node to the server end, which increases the security of
data removal and reduces the time complexity to O(dn?). The algorithm flow is as follows:

Algorithm 1 Efficient gradient filtering based on vector.

Input: Gradient update sets P;Number of nodes 7;
Output: The set of effective gradients SelectionSet;

1: consensus = 0, SelectionSet = 0;
2: for V; — P do

3 for V; — P do;

4 if cos <V;,V; >> 0 then
5: consensus+ = 1

6 end if

7 end for

8 if consensus > 25—” then

9 SelectionSet = SelectionSet UV;
10: end if
11: end for

—

2: return SelectionSet;

Since the cosine value between two d-dimensional vectors needs to be calculated , the inner product V; x V;
between vectors and the module length of the vector itself V; Vi, the total time required O(3d). The number
of vectors to be verified that need to be verified is n, and the number of verification node vectors to evaluate the
vector to be verified is (n — 1), so the total time complexity is O(3dn(n — 1)) = O(dn?).

Experiments and Results

In our experiment, this paper uses PyTorch’s built-in distribution package®!, and uses synchronous logic to imple-
ment the server’s parameter update process. In this section, we compare the defense effects of different defense
models and analyze the possible problems. In view of the previous work, we consider two data sets: MNIST data
set and CIFAR-10 data set.

MNIST This paper uses a multi-layer perceptron with a hidden layer, and the input size is 784 dimensions
(28%28-pixel image), a 100-dimensional hidden layer using ReLU as the activation function, and a 10-dimen-
sional softmax output, and use cross-entropy loss for training. This paper sets batch-size to 83, and trains 250
iterations. When neither attacking nor defending, the accuracy of the model in the test set reaches 97.04%.

CATIA-10 The CATIA data set is relatively complex and contains multiple noises. Since the focus of this
paper is on how to reduce the attack effect of Byzantine nodes, the model structure in document is used as the
basic model structure, and the maximum accuracy of 61.64% similar to that in document'® is obtained without
attacking or defending. We use 7-layer CNN, whose layer is as follows: the input size is 3072 dimensions (32x
32x3)the convolution kernel size is 3x3, 16 channels, 1 step convolution layer; the maximum pooling layer of
3x3; the convolution core size is 4x4, 64 channels, 1 step convolution layer; the maximum pooling layer of 4x4;
the two full-connection layers of 384 and 192; and the output layer of 10. We use ReLU activation on the hidden
layer, softmax on the output, and train the network 600 times with cross entropy loss.

In this paper, the learning rate and momentum of the two models are set to 0.1 and 0.9, and L2 regulariza-
tion is adopted. The weight ratio is 104. The training data is divided into n = 20 = 5m calculation nodes, where
m = 4 Byzantine nodes.

Small disturbance attack(draft). In Section 2.2, we designed a consensus aggregation algorithm for dis-
tributed learning aggregation computation. However, this is not enough for testing experiments, and it is neces-
sary to define the attacks of Byzantine nodes on the consensus aggregation algorithm. Since the values transmit-
ted by Byzantine nodes can be arbitrary, we adopt the worst case: Byzantine nodes collude with each other and
set the judgment of the gradient values of Byzantine nodes to true, and set the judgment of the actual computing
node gradient values to false.

We applied all defense methods to the drive attack and verified their defense effects at MNIST and CIFAR10
dataset. Referring to the research in the paper'®, this paper sets the z value of the control perturbation range to 1.0,
and the Byzantine node rate to 20% (that is, m=4 Byzantine nodes). In order to highlight the effect of attack and
defense, this paper also draws the results when there is no attack. It can be seen from e.g. Fig. 5 that in this attack
scenario, the Krum method has the worst defense effect, followed by the Bulyan method. The TrimmedMean
method is less affected than the Bulyan method, and the k-meansz method achieves the optimal accuracy of the
model. In addition, over-training will lead to the decline of the overall accuracy of the model. The non-defense
method can achieve the highest accuracy, and also eliminate the problem of the decline in the accuracy of the
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Figure 5. Accuracy of model under draft attack. (a) is MNIST dataset, and (b) is CIFAR10 dataset. M = 20%, z
=1.0.

model, which is similar to the results obtained in the paper'® under the same structure. Compared with the above
defense methods, he proposed method achieves the optimal accuracy of the model with the accuracy of 93.3%
on MNIST dataset and 51.55% on CIFAR10 dataset. The optimal accuracy of each method is shown in Table 2.

Negative gradient attack. In this section, the defense effects of different defense methods will be verified
under the large negative gradient attack. In this experiment, the number of computing nodes is still set to n=20,
and the Byzantine node rate is set to 20% (m=4 Byzantine nodes). Therefore, all attackers set the gradient to at
least 4 times the negative gradient value (that is, the weighted average can reverse the direction of the aggrega-
tion gradient), which affects the normal convergence of the model. In order to leave error space, the attack gradi-
ent value is set to 5 times the negative gradient value. The experimental results are shown in e.g. Fig. 6.

In this scenario, the method proposed in this paper still successfully defends this attack mode. Because the
effective gradient screening achieved by the loss reduction consensus cannot completely eliminate the case of
selecting the Byzantine gradient as the effective gradient, the defense effect of the negative gradient attack mode
is not as good as that of Bulyan and other methods (which can completely remove the large negative gradient
value), and is equivalent to that of Krum method, which needs further research and improvement. In the face of
negative gradient attacks, the use of defenseless methods has great vulnerabilities, which also shows that although
the use of defenseless methods can achieve the best accuracy effect under Drift attacks, other malicious attack
methods can affect the normal convergence of the model, thus causing more serious vulnerabilities. Therefore,
in untrusted networks, defenseless methods cannot be a good aggregation method. The optimal accuracy of
each method is shown in Table 3.

Backdoor attack. Consistent with the literature'® , this section adopts the drive attack mode, and sets the
parameters n=20, m=4 (20%), z=1.0, and introduces the backdoor in this case. In the backdoor mode attack, the
attacker randomly extracts 1000 images from the data set each round, sets the upper left corner 5x5 pixels as the
maximum intensity, and trains all these samples under the condition of target=0, and successfully introduces the
backdoor attack. e.g. Fig. 7 shows the benign accuracy rate in the training process. Since the basic attack mode
used in this section is draft attack, the method proposed in this paper still achieves a high benign accuracy. In

MNIST (%) | CIFAR10 (%)
NoAttack 97.04 61.64
NoDefense 95.42 50.46
Bulyan 89.81 36.89
TrimmedMean 90.56 40.89
Krum 83.56 29.88
K-means 97.09 62.71
Loss_Baesd 93.3 48.66
Vector_Based 94.06 51.55

Table 2. The optimal model accuracy under draft attack.
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MNIST (%) | CIFAR10 (%)
NoAttack 97.04 61.64
NoDefense 10 10
Bulyan 95.73 58.23
TrimmedMean 96.46 68.76
Krum 93.55 50.86
K-mean 97.14 62.29
Loss_Baesd 92.39 51.78
Vector_Based 94.81 60.86
Table 3. The optimal model accuracy under negative gradient.
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Figure 7. Accuracy of model under backdoor attack. (a) is MNIST dataset, and (b) is CIFAR10 dataset. M =

20%, z = 1.0.
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the performance of backdoor hit rate, due to the over-training of the model, the backdoor hit rate will always stay
close to 100%. The possible reason is that when the benign accuracy rate of the model gradually stabilized, due
to over-training, the backdoor introduced 5x5 pixels will cause great differences in parameter values, gradually
dominate the learning process of the model, leading to a rapid increase in the hit rate of the back door when the
model accuracy tends to be stable, and successfully introduce the back door. In this regard, the method proposed
in this paper has a certain inhibition effect on this phenomenon, and is mainly reflected in the noisy CIFAR10
data set. When using K-means to cluster local model gradients, it can effectively distinguish benign inputs and
achieve a good effect in suppressing backdoor hit rates. Subheadings should not be numbered.The optimal accu-
racy of each method is shown in Table 4.

No attack. A good model defense method not only performs high model accuracy in resisting attacks from
malicious participants, but also maintains high model accuracy when no attacks occur. So, in this section, using
the same experimental conditions as sections 2.1 to 3.3 and adopting a non attack approach, the aggregation
effect of models with different defense methods will be verified.

In this scenario, using K-means to cluster local model gradients resulted in a significant decrease in model
accuracy. The reason for this is that when the number of given labels is higher than the actual number of labels,
K-means clustering often further decomposes one or more of them into more labels, resulting in data bias. In
a no attack scenario, it can be assumed that there is a category in the gradient update data value of the model.
However, K-means clustering provides at least 2 label books, which can result in a portion of benign samples
being misclassified and a large amount of sample information being lost, leading to a decrease in the accuracy
of the model. In e.g. Fig. 8, the Krum method that only screened one model parameter obtained the lowest
model accuracy, indicating that a large amount of sample data loss can cause a decrease in model accuracy.
Compared with them, the method proposed in this article does not reduce the accuracy of the model in non
attack scenarios, and is more suitable for real-world scenarios with fewer attacks.The optimal accuracy of each
method is shown in Table 5.

Accuracy Backdoor

MNIST (%) | CIFAR10 (%) | MNIST (%) | CIFAR10 (%)
NoDefense 96.69 60.83 100 87.65
Bulyan 91.95 50.19 100 100
TrimmedMean 93.97 56.3 100 100
Krum 84.55 48.83 100 100
K-means 97.05 59.59 153 12.8
Loss_Baesd 95.84 54.34 100 98.34
Vector_Based 96.71 60.48 100 81.62

Table 4. Accuracy of introducing backdoor under draft attack.
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Figure 8. Accuracy of model under no attack. (a) is MNIST dataset, and (b) is CIFAR10 dataset. M = 20%, z =
1.0.
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MNIST (%) | CIFAR10 (%)

NoDefense 97.07 61.26
Bulyan 96.99 61.17
TrimmedMean | 96.66 61.09
Krum 90.09 48.47
K-means 96.97 56.37
Loss_Baesd 96.64 62.2

Vector_Based 97.11 63.01

Table 5. Accuracy of model under no attack.

According to the above experiments, the vector-based effective gradient screening method is not only better
than the vector-based effective gradient screening method in time, but also better than the vector-based effective
gradient screening method in accuracy. The possible reason is that the vector-based effective gradient screening
method can better reflect the distribution of the actual gradient, resulting in a more accurate screening process,
which makes the final aggregated gradient closer to the real gradient, Achieve higher accuracy.

Conclusion

We propose a new defense algorithm to achieve the screening process of effective gradients by reaching con-
sensus on gradient updates of different nodes, and propose two methods suitable for consensus. The loss-based
aggregation method uploads gradient updates to the server after the gradient update filtering process occurs,
so it can be applied to asynchronous logic; The vector-based aggregation method has better data security and
time complexity. On the MNIST and CIFAR10 data sets, the method proposed in this paper achieves the best
defense effect on the drive attack, with the accuracy of 93.3%, 94.06% on MNIST data set and 48.66%, 51.55% on
CIFARI10 data set, respectively, which is 3.0%, 3.8% on MNIST data set and 19.0%, 26.1% on CIFARI10 data set
higher than the current best method, and successfully defends other attacks. In addition, this paper also found
that model over-training will improve the success rate of introducing backdoor, and the method proposed in
this paper also has a certain inhibition effect on this phenomenon. In our future work, based on the assumption
of independent and identically distributed model parameters, we will study the distribution characteristics of
model parameters, summarize the spatial patterns of model parameters, identify areas where real gradients may
occur, and enhance the model’s defense capabilities. Additionally, we plan to apply trust value calculation to the
proposed method to optimize its performance. Filter out reliable nodes through trust value calculation, thereby
further improving the defense effectiveness. These future works can further improve the proposed defense algo-
rithm and make it more suitable for practical application scenarios.

Data availability
The datasets generated and/or analyzed during the current study are publicly available. Everyone can get obtain
them from http://yann.lecun.com/exdb/mnist/ and https://www.cs.toronto.edu/~kriz/cifar.html.
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