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Relation extraction is one of the important steps in building a knowledge graph. Its main objective

is to extract semantic relationships from identified entity pairs in sentences, playing a crucial role in
semantic understanding and knowledge graph construction. Remote supervised relation extraction
aligns knowledge bases with natural language texts and generates labeled data, which alleviates
the burden of manually annotating datasets. However, the labeled corpus obtained from remote
supervision contains a large amount of noisy data, which greatly affects the training of relation
extraction models. In this paper, we propose the hypothesis that key semantic information within
the sentence plays a crucial role in entity relation extraction in the task of remote supervised relation
extraction. Based on this hypothesis, we divide the sentence into three segments by splitting it
according to the positions of entities, starting from within the sentence. Then, using intra-sentence
attention mechanisms, we identify fine-grained semantic features within the sentence to reduce the
interference of irrelevant noise information. We also improved the intra-bag attention mechanism
by setting a threshold gate to filter out low-relevant noisy sentences, minimizing the impact of noise
on the relation extraction model, and making full use of available positive semantic information.
Experimental results show that the proposed relation extraction model in this paper achieves
improvements in precision-recall curve, P@N value, and AUC value compared to existing methods,
demonstrating the effectiveness of this model.

Relationship extraction aims to identify the relationship between entity pairs in plain text sentences to obtain
structured knowledge information, i.e., triple information (Entity A, Relation, Entity B), which is an important
research hotspot in natural language processing' and an essential preparatory work for constructing knowl-
edge graphs?. Currently, machine learning methods for relationship extraction can be divided into unsuper-
vised learning?®, supervised learning?, semi-supervised learning®, and remote supervision learning® according
to whether the required training corpus is annotated. Although supervised learning methods for relationship
extraction have high accuracy and satisfactory overall performance, they require manual annotation of the dataset
before model training, which involves a significant amount of human, material, and financial resources. With
the continuous development of relationship extraction technology, Mintz et al.’ proposed the idea of remote
supervision in 2009, which automatically aligns the knowledge base with plain text to generate annotated data.
The main idea is based on a strong assumption that “if two entities have a certain relationship in the knowledge
base, then all sentences containing these two entities will express this relationship.” For example, (Huawei,
founder, Ren Zhengfei) is a triple relationship instance in Freebase, and all sentences containing these two enti-
ties will be labeled as founder relationship. However, the remote supervision method proposed by Mintz et al.®
still has flaws. The strong assumption they proposed for relationship extraction tasks leads to incorrect annota-
tion problems in the generated dataset, resulting in noise interference in the actual model training process and
affecting model performance.

One of the main research directions for distant supervision relation extraction is to develop denoising meth-
ods for the relation model, as proposed by Yang Suizhu et al.”. In recent years, scholars have proposed various
solutions for sample denoising. Surdeanu et al.® addressed the noisy label problem by adopting a multi-instance
learning strategy. Takamatsu et al.” designed a generative model to identify patterns of positive and negative
samples, discarding negative pattern samples and retaining positive pattern samples to improve the overall
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performance of the relation extraction model. Zeng et al.’® considered the limitations of traditional natural

language processing tools and proposed the use of convolutional neural networks for relation extraction, using
word vectors and word position vectors as inputs, which achieved better results than classical machine learning
models. Nguyen et al.!! proposed using windows of multiple scales to extract multidimensional features instead
of conventional lexical features, which achieved better results than traditional convolutional neural network
models. Zeng et al.!? designed a segmented convolutional neural network to extract sentence features and used
multi-instance learning to eliminate annotation errors in incorrect samples, reducing the impact of erroneous
samples on the overall model performance. Yan Xu et al.”* first proposed using Long Short-Term Memory (LSTM)
networks for relation extraction and extracted key information through the shortest dependency path, enabling
better extraction of sentence-level relations. Lin et al.'* improved the selection of training sentences in each bag
of multi-instance learning by designing a bag-level attention mechanism to score all sentences in the bag and
integrate all sentence information for relation extraction, achieving better results than the baseline model. Ji
et al.”® introduced entity description information and sentence-level attention mechanism for distant supervi-
sion relation extraction, further enriching entity information, reducing noise interference, and achieving better
results than previous baseline models. Zhou et al.! proposed using hierarchical selective attention for distant
supervision relation extraction, where coarse sentence-level attention was used to select relevant sentences,
word-level attention was used to construct sentence representations, and fine-grained sentence-level attention
was used to aggregate sentence representations as model inputs, demonstrating the superior performance of
their model through experiments. Jianzhou et al.'” proposed an improved attention mechanism for relation
extraction, in which the model found all positive instances that reflected the relation between the same entity
pair at the sentence level, then constructed a combined sentence vector to fully utilize the semantic information
of positive instances, achieving higher accuracy than the compared model. Yuxin et al.’® hypothesized that “the
label of the final sentence alignment is a noisy observation result generated based on some unknown factors.”
They learned the transition probability from noisy labels to true labels by training on automatically labeled data
for relation extraction, achieving better results than mainstream baseline models. From a focus perspective, the
sentence-level attention mechanism considers the overall context of a sentence, while the bag-level attention
mechanism focuses on multiple sentences within a bag. Both mechanisms may encounter interference from
irrelevant internal information when processing sentences. In terms of computational complexity, both the
sentence-level and bag-level attention mechanisms may result in higher computational complexity when deal-
ing with longer text sequences. To some extent, both mechanisms can improve the performance of the relation
extraction task. However, further enhancing the model’s performance could be achieved by identifying the posi-
tion of finer-grained semantic information that contributes more to the relation extraction task and allocating
more attention to that specific segment.

If there is too much noise interference within the positive corpus, the corpus may be considered false posi-
tive by the program due to its low weight after attention calculation. This is catastrophic for distant supervision
datasets with a large number of noisy sentences.

To accurately identify the relationship between two entities in a sentence, we need to focus on the semantic
information within the sentence. A complete sentence typically consists of components such as subject, predi-
cate, object, and adverbial. If a sentence can semantically express the relationship between two entities, it must
be related to the key semantic information in the sentence, while other information is considered irrelevant or
interfering noise. Liu et al’s study'® showed that in the classic dataset of distant supervised relation extraction,
NYT-Freebase, nearly 99.4% of sentences contain a large amount of noisy words. If the entire sentence is input
into the model for training without processing the fine-grained semantic features, it will inevitably be affected
by irrelevant noise within the sentence, thus affecting the overall performance of the model.

This paper proposes a remote supervision relationship extraction model based on fine-grained semantic
information piecewise convolutional neural networks (PCNN + FGSI). The main contributions of this paper are
as follows: (1) a new intra-sentence attention mechanism is proposed, which is different from the coarse-grained
attention mechanism established at the sentence level. It is used to process fine-grained semantic features within
the sentence, highlighting key semantic information and preventing irrelevant information and noise information
from participating in the construction of sentence feature vectors with the same weight; (2) Based on (1), after
obtaining sentence features that highlight fine-grained semantic information, a bag-level attention mechanism
is used to screen positive training sentences with threshold gates and discard noisy sentences, in order to better
distinguish positive and negative instances within all sentences containing the same entity pair and construct
a combination feature vector to train the relationship classification network; (3) Comparative experiments and
ablation experiments are designed to verify the performance advantages of the proposed relationship extraction
method.

Segmented convolutional neural network models based on fine-grained semantic
information

This paper proposes a fine-grained semantic information piecewise convolutional neural network model
(PCNN + FGSI) for remote supervised relation extraction. The entire model consists of four parts, namely the
text embedding layer based on fine-grained semantic information, the single-sentence feature output layer, the
multi-sentence combined feature output layer, and the relation classification layer. The overall structure of the
model is shown in Fig. 1.

In the text embedding layer based on fine-grained semantic information, the entire sentence is divided
into three parts based on the positions of the two entities, and then the intra-sentence attention mechanism is
applied to increase the weight of the part containing key semantic information and decrease the weight of the
part containing noise information. The resulting representation emphasizes fine-grained semantic information.
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Figure 1. Overall architecture of the PCNN + FGSI model.

After obtaining the semantic embedding representation that emphasizes fine-grained semantic information,
the single-sentence feature representation is formed through the encoding layer. The package-level attention
mechanism in the multi-sentence combined feature output layer is used to screen positive instance information
from the sentence feature representations containing the same entity pair. The weights of the positive instance
feature representations are obtained and then the feature vectors are recombined. The recombined feature vectors
are sent to the relationship classification layer to train the classifier, which improves the training performance
of the model.

Text embedding layer based on fine-grained semantic information. The proposed model relies
on neural networks to accomplish the task of relation extraction. However, natural language text cannot be
directly used by neural networks. Therefore, when completing natural language processing tasks with neural
networks, the first step is to convert the natural language text into a real-valued vector representation. The based
on fine-grained semantic information text embedding layer of this model processes natural language text in
three steps, namely word embedding, intra-sentence attention mechanism, and relative position information
embedding. The structure of the based on fine-grained semantic information text embedding layer is shown in
Fig. 2. After the training corpus is embedded by the word embedding part, the key semantic information part
is given a greater weight by the intra-sentence attention mechanism, and then the relative position embedding
information is concatenated to form the embedding vector representation of the sentence.

Word embedding. 'Word embedding is the process of transforming words into computable vectors, which are
low-dimensional distributed representations of each word. The effectiveness of word embeddings in many natu-
ral language processing tasks has been demonstrated by Socher et al.?’. Different methods have been proposed
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Figure 2. Structure diagram of the text embedding layer based on fine-grained semantic information.

to train word embeddings, such as those by Bengio et al.?! and Mikolov et al.*2. Currently, the most commonly
used pre-trained word vectors are LSA (Latent Semantic Analysis), Word2vec, and GloVe. LSA is an early count-
based word vector representation tool based on co-occurrence matrix. It uses matrix factorization techniques
based on singular value decomposition (SVD) to reduce dimensionality of large matrices. However, the compu-
tational cost of SVD is high. Word2vec’s major limitation is that it only utilizes the corpus within a fixed window
and does not fully leverage all the available corpus. GloVe combines the advantages of both methods. Figure 3
shows the distribution of the top 100 words with cosine similarity to the word “founder” in the semantic space
of GloVe.

In this model, we use the pre-trained word embeddings method from Stanford GloVe. Given a sentence
s = (wl, W2, W3, €h, W5, . o s W, €6 Wig2s -« - - wm), each word is represented as a k,,-dimensional real-valued vector
using the pre-trained word embedding matrix E € RIVI**» where e}, and e; represent the head and tail entities,
respectively. V is the size of the vocabulary (the number of words in the pre-trained word embedding corpus),
and m is the length of the sentence.

Intra-sentence attention mechanism. Assuming a sentence s = (wl, W2, W3, € Was o o s WL € W25 oy wm)
contains an entity pair (ey,, e;) and is labeled with relation r, the word embedding vector representation s/ of the
sentence can be obtained using “Word embedding” section, which is a matrix W™mxkw where m is the number of
words in the sentence and k,, is the dimension of the word embedding. In this paper, the word embedding vector
representation of the sentence s/ = {s;/, 52/, s3/} is divided into three segments based on the positions of the two
entities < ep, e; > in the sentence. If a sentence can express the semantic relationship between its two internal
entities, it must be related to key semantic information. After dividing the sentence into three parts according to
the positions of the entities, the contributions of different parts to the model’s ability to extract the correct entity
relation are different. To enable the model to better understand the key semantic information that expresses dif-
ferent entity relations, different weights are assigned to these three parts to reflect their contribution to relation
r. The equation for calculating the weight of each part is as follows:

exp(e;)

= —"—1<i<3
S1 expler) W

i

Scientific Reports |

(2023) 13:14075 | https://doi.org/10.1038/s41598-023-41354-4 nature portfolio



www.nature.com/scientificreports/

ceo

hsinist  Sinventor entrepreneur
laureate U
chemist designer
athlete #producer pioneers
nobel engineer
n
pianist #composer amos. "Poneer
comedian  gpainter
co
architect
musician formerly
playwright aphysician invented

)

singer t

owner

novelist

9
politician wbernard cdaidort predecessor
theodore birthplac founders

poet >
fournalist s chop * «fOUNAEF srenowned

Historian farmed member

born nded
joseph ‘

writer lawyer chief
creator

robert dr
named

author

Figure 3. Distribution of semantics in space.

where e; is the contribution of the i-th segment of the sentence to the relation label r after the sentence is divided
into three parts, and the calculation equation is as follows:

k / ’
Doy s X 1]

sper’
e = =
: 51f x 1! ko \2 ko N2 (2)
i () <2 (1)

where s,/ represents the embedded vector representation of the i-th part of the sentence after embedding, and
r/ represents the embedded vector representation of the relationship label r in the semantic space used by this
model. After calculating the contribution of each part, the formula for calculating the final embedded vector of
the sentence is as follows:

/

s = [ais]; apsh; assy] (3)

Position embedding.  Zeng et al.'® have shown through experiments the importance of positional features in
relation extraction tasks. Feng et al.'” also argue that when judging the relationship between entity pairs in a
sentence, words that are closer to the entities are usually key information. Therefore, in order to better capture
the structural information of a sentence, this paper introduces positional embeddings in the embedding stage,
using positional features to record the relative distances of each word to the two entities. An example of relative
distances is shown in Fig. 4.

\/ 2\/-3\/
The [director] has finished his new [film] and is hosting a celebration dinner.

Figure 4. Example of relative distance.
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The model looks up the relative distance of each word w; to the two entities, and then maps these two relative
distances to two ky-dimensional real-valued vectors (die ", d{"). For each sentence that needs to be trained in the
model, its word embedding and position embedding are concatenated to obtain the sentence vector representa-
tion matrix X = [x1,%2, - - ,xm] € R™*K where x; = [w;; dieh; die '], m denotes the length of the sentence, k is the

dimension after concatenating the word embedding and position embedding vectors, that is, k = ky, + k, x 2.

Single-sentence feature output layer. The effectiveness of the PCNN model for sentence-level feature
extraction has been demonstrated in the studies by Zeng et al.'” and G. Ji et al.'®. Therefore, in this paper, we
adopt the PCNN structure as the single-sentence feature output layer of our model, as shown in Fig. 5. After
obtaining the embedded representation of the sentence, the embedding vector is fed into the PCNN structure,
and the sentence’s feature vector representation is obtained through convolutional and piecewise max-pooling
computations.

Convolution. In the task of entity relation extraction, the length of each sentence varies. To address this issue,
sentence padding is applied to align the length of the corpus. The alignment standard is based on the longest
sentence in each batch of samples. Additionally, effective information for determining the relationship between
target entities may exist at different positions within a sentence. To capture such information from different posi-
tions, the model needs to extract local features at different scales to predict the relationship classification for the
entity pair. Dumoulin et al.”* conducted in-depth research on convolution algorithms in deep learning. In deep
learning, the convolution operation is often used to extract local features of different scales.

After the text is embedded with the fine-grained semantic information in the text embedding layer, the final
embedding vector representation of the input sentence is defined as s” = {b1,b,, ..., bs }, where b; denotes
the embedding vector representation of the i-th word in the sentence, and b; € RI¥l. In this paper, s/ is used to
represent the horizontal concatenation matrix of the embedding sequence [b,-, bit1,---, bj} in the sentence, and
w represents the length of the filter operator. The weight matrix of the filter operator is denoted as We R¥*¥, The
convolution operation is performed by filtering the embedding vector representation of the sentence with the
filter operator, and a vector ¢ € R =W+ g obtained, as shown in Eq. (4):

G =W @Sy i1y, 4)

In this formula,1 < j < |s” ‘ — w + 1. During the feature extraction process through convolution, different
filter kernels are needed to extract feature information at various positions in the sentence instance. Therefore,
n different filter kernels are used, and correspondingly, there are n weight matrices W = {W, W,,..., W,}. All
convolution operations during the feature extraction process can be represented by Eq. (5):

j=Wi® 5/(]/'—w+1):j (5)

Here,1 <i<mnandl <j < {s”| — w + 1. The convolution operation produces feature vectors for each sen-
tence, denoted as C = {c1,¢2,...,Cn}

Piecewise max pooling. ~ After the convolution operation in “Convolution’, the feature vector ¢; can be obtained,
which can be represented as ¢; = {c; 1,¢; 2,¢i 3} by dividing the sentence instance into three parts accord-
ing to the positions of the given entities. Based on this vector, the segmented max pooling operation is per-
formed, i.e., pij = max(ci_j), wherel < i < n,j = 1,2, 3. Then, the resulting vectors are concatenated to obtain
pi= [pil,piz,p,-3] (i=1,2,...,n), where peR>". This represents the feature vector of each sentence obtained
after being processed by the PCNN structure.

Vector representation Convolution Piecewise max pooling
l l l
The Word Position hV4 _\
director \
has ~ ]
his H »
oW .I.I.I.X.I. A | Sentence
film
and .. ! | Feature
is ) ! vector
a H —
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Figure 5. Network structure of PCNN.
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Multilingual sentence combination feature output layer. In order to automatically filter out noisy
sentences with significant differences from the labels in the task of remote supervised relation extraction, this
layer adopts a multi-instance learning strategy and an intra-bag attention mechanism. It filters out low-relevant
sentences within bags through a threshold gate after attention calculation and combines the features of all posi-
tive instances to form the training vector for the final classifier. The structure of this layer is shown in Fig. 6.
Using the associated query vector, attention calculation is performed on each sentence feature vector within the
bag, resulting in corresponding weights. Sentences with weights lower than the hyperparameter { are filtered out
using a threshold gate, forming a bag-level vector representation, which is then inputted into the classification
layer for training.

This paper includes all sentences that contain the given entity pair (e, e2) and have a relationship label
r into the set S. Assuming that there are ¢ sentences that meet the requirement, the set S can be represented
as S = {s1,$2,53,...,5}. After obtaining the feature vector representation p for each sentence in “Single-sen-
tence feature output layer” section, the vector set P corresponding to the sentence set S can be represented as
P = {p1,p2,p3»..., Pt }. Due to the noise problem in remote supervision, each sentence in this set expresses the
relationship label r differently. Therefore, an intra-bag attention mechanism is adopted to set a weight that can
express the relationship label r for each sentence through attention calculation. After filtering out low-relevant
sentences using the threshold gate, the weights (y1, ¥2, ¥3, . . ., ¥») calculation formula for the sentences that
contribute to the formation of the bag-level vector representation is shown as Formula (6):

)
LY expen)”

Here, ¢; represents the relevance degree of the i-th sentence in the set S to the relationship label r, and its
calculation formula is shown in Eq. (7):

<i<me=p (6)

_ pi- Qrelution
- >
” pi ” X ” Qrelation ”

e l<i=<t 7)

Here, p; represents the feature vector of the i-th sentence in the sentence set S, and Qyelasion is the vector
representation of the relationship label 7 in the semantic space, representing the weight of the relationship label
r in calculating each sentence.

After the calculation of intra-sentence attention, each sentence in the set S has obtained a weight that expresses
the relationship label r. This paper believes that different sentences in the same set have different degrees of
expression for the relationship label r, which can be reflected in the weight y accordingly. Therefore, positive
instances score high on weight i, while negative instances score low on weight y. Based on the above assump-
tions, by setting the hyperparameter 8, when forming the combination feature vector of multiple sentences, the
sentence vectors with weights lower than f are filtered out, thus avoiding noise sentences from participating in
the formation of combination feature vectors with low weights. Assuming that after filtering out noise sentences,
there are still n sentences left in the set S, the formula for generating the combination feature vector of the set
is shown in Eq. (8):

Bag-level Representation

[PcNN] [PoNN] --- [PONN ] [PONN ]

Figure 6. Multilingual sentence combination feature output layer.
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n
g=> vppl<j<n (8)
=1

Relation classification layer. For the set S in “Multilingual sentence combination feature output layer”
section, where the distant supervision relationship label is known, in order to compute the probability distri-
bution of the combined feature vector of the set for relationship classification, the softmax layer is applied to
the relationship classification layer in this paper. Assuming that the combined feature vector of the i-th set S is
denoted as g;, the probability distribution of the relationship obtained by passing the combined feature vector
through the softmax layer is shown in Eq. (9):

P(rilgi) = softmax(Wog; + bo) )

Here, W,,eRhX3”, where h represents the number of pre-defined relations.

Optimization. The model parameters to be optimized in this paper are 6 = (E, Dp1, D2, W, W,,), where
E represents the word embeddings, Dy, represents the position vectors of words relative to the head entity, Dy
represents the position vectors of words relative to the tail entity, W represents the parameters involved in the
convolutional operation, and W, represents the parameters of the relation classification layer. The cross-entropy
loss function used in this model is defined as shown in Eq. (10):

N
J(0) =Y logp(rilgi, 6) (10)

i=1

where N is the number of sentence sets, and g; represents the combined feature vector of the i-th sentence set.

During parameter updates, Li et al.** compared four common optimizers by performing parameter optimiza-
tion on the hand-written digit recognition MNIST dataset and the FASHION dataset. Among them, the Adam
optimizer performed well. Therefore, the Adam optimizer was used as the parameter update optimizer for the
model in this paper. The Adam optimizer combines the first-order moment of the gradient of SGD-M and the
second-order moment of the gradient of RMSprop, taking into account the mean and variance of the gradient,
and adds two correction terms on this basis. The formula is shown in Egs. (11)-(13):

[ = mt 11
LTl (11)
2 Vi
Vi = Tt 12
T 1-p2 (12)
m;
Wiy] = Wy — Ir x ? (13)
t

Here, m! represents the bias-corrected first moment estimate and v? represents the bias-corrected second
moment estimate, where 81, 8 € [0, 1]are the decay rates of the first and second moment estimates respectively,
and Ir denotes the learning rate.

Experimentation and evaluation

To demonstrate the effectiveness of the proposed method in this paper, comparative experiments and ablation
experiments were designed in this section to demonstrate the advantages of the proposed method from differ-
ent perspectives.

Dataset and evaluation metrics. The NYT-10 dataset was released by Riedel et al.'?, and many domestic
and foreign scholars have conducted research on distant supervision relation extraction based on this dataset?>*.
The dataset is aligned with relations in Freebase, and the sentences obtained from news corpus from 2005 to
2006 are used as the training set, while the sentences obtained from news corpus in 2007 are used as the test set.
The dataset contains 53 types of relations, including the special relation type “NA’, which indicates that there is
no relation between two entities. In both the training and test sets, the special relation type “NA” has the largest
proportion among all the training sentences. We set the maximum length of sentences in the dataset to 256, and
Fig. 7 shows the distribution of sentence lengths in the NYT-10 dataset. It can be seen that the maximum length
of sentences is concentrated within [20, 60].

We use the held-out evaluation method to evaluate the proposed relation extraction model, and evaluate the
performance of the model through the PR(Precision — Recall) curve and P@N(Precision@TopN).

Parameter settings. In this study, we tested the performance of the model on the test dataset by adjusting
parameters such as the maximum length of training sentences, polynomial decay learning rate, hyperparam-
eters, and batch size. The other parameters were the same as those used by Lin et al.”’. Table 1 shows the main
parameters used in the experiments of this study.
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Figure 7. Data distribution of NYT-10 dataset.

Parameter description Configuration
Convolutional kernel size 3,4,5

Number of convolutional kernels 200

Word embedding dimension 200

Positional embedding dimension 5

Batch Size 128

Dropout 0.5

B 025

Initial learning rate minimum learning rate | 1E-2

Initial learning rate minimum learning rate | 1E-6

Table 1. Parameter settings.

Comparative experimental results and analysis.

baseline methods are:

250

To evaluate the proposed method on the NYT-10
dataset, we selected several classic baseline methods for comparison through held-out evaluation. The compared

Mintz® Mintz first proposed the idea of distant supervision and combined the advantages of supervised and
unsupervised information extraction.

MultiR?: This model, proposed by Hoffmann et al., combines a sentence-level extraction model with a simple
corpus-level component for aggregating single facts.

MIMLE: This is a multi-instance multi-label learning method proposed by Surdeanu.

PCNN +MAX": This method, proposed by Zeng, trains instances with the maximum logistic regression
value.

PCNN + ATT (Sentence-level Selective Attention Model)*’: This is an improved model based on the PCNN
model, proposed by Lin et al., which uses sentence-level attention mechanism.

PCNN + MIL!: This method, proposed by Zeng, combines the advantages of multi-instance learning and
the PCNN model.

PCNN +RL%: This method, proposed by Feng et al., applies reinforcement learning to instance selectors to
choose high-quality sentences for training the relation classifier.

APCNNS': This is an extraction method that combines PCNN with entity information, proposed by Ji.
BGWA?: This method, proposed by Jat et al., uses word-level attention mechanism for relation extraction
tasks.

PCNN +ATT + N'8: Combining the noisy observation model with deep neural networks, the research focuses
on the noise distribution attention mechanism and denoising methods for imbalanced samples.

BERT + GCN®!: An external knowledge enhancement module has been added to the existing model, which
preprocesses and encodes the existing entity types and relations in the knowledge base. This provides the
model with external knowledge that is not present in the sentence-level text.

PARE?% This method improves the performance of the relation extraction task by integrating position feature
attention mechanism and relation enhancement mechanism.
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Precision

e PCNN +BATT®: This method proposes the combination of intra-bag attention mechanism and inter-bag

attention mechanism for distantly supervised relation extraction task.

From Fig. 8a,c, it can be observed that in the PCNN-based improved model, our proposed PCNN + FGSI
model maintains good performance across the entire recall range. It outperforms other models in the recall
range of 0-0.5. Compared to other PCNN-based improved models, our model is able to locate the position of
key semantic segments in the sentence through attention mechanism. It assigns higher weights to these segments
to contribute to the composition of sentence vectors. Additionally, when dealing with longer text sequences,
our model effectively decomposes them for computation, reducing computational complexity. Furthermore,
the intra-sentence attention mechanism proposed in this paper allows for local attention, effectively reducing
interference from irrelevant information and improving the accuracy of entity relation recognition.

From Fig. 8b,d, it can be observed that in comparison with other classic models, our proposed method also
exhibits excellent performance across the entire recall range. Our method divides the sentence based on the posi-
tions of entity pairs and calculates attention weights separately. This helps the model effectively align the semantic
information of the entities and capture local semantic information between entity pairs, thereby enhancing the
effectiveness of relation extraction.

Table 2 shows the comparison of P@N values between the proposed relation extraction method and baseline
models. As can be seen from the table, among all the baseline models, the BGWA model has the slowest precision
decline. Although the proposed PCNN + FGSI model does not perform as well as the BGWA model in terms
of the rate of precision decline, it performs the best within the scope of the indicators. The average precision
of PCNN + FGSI model is 8% points higher than that of the PCNN + ATT model, which further validates the
advantages of the proposed method. The experimental results demonstrate that our distantly supervised relation
extraction model outperforms other comparative models in terms of AUC value. This confirms the effectiveness
and superiority of our model in relation extraction tasks.
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Figure 8. Precision-recall curve.
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P@N (%)

Methods 100 | 200 |300 | Average |AUC (%)
Mintz 54.0 |50.5 |45.3 |499 10.7
MIML 709 | 628 |60.9 |649 -
MultiR 64.0 | 615 |53.7 |59.7 -
PCNN + MAX 733 | 703 | 653 |69.6 21.6
PCNN+ATT 81.1 |71.1 |69.4 |73.9 34.1
PCNN +MIL 743 |71.7 |66.1 |70.7 -
PCNN +RL 748 | 682 |61.9 |683 -
PCNN+BATT 769 |754 |729 |75.1 35.1
APCNNS 763 | 742 (694 |733 -
BGWA 752 |74.1 |714 |73.6 34.0
PARE - - - - 48.1
PCNN +FGSI 86.5 |82.7 |764 |819 49.6

Table 2. P@N. AUC comparison table of PCNN + FGSI and baseline model.

Influence of threshold setting in intra-bag attention mechanism on model effect. In “Multi-
lingual sentence combination feature output layer” section, this paper discusses the Multilingual Sentence Com-
bination Feature Output Layer of the model. Additionally, improvements are made to the bag-level attention
mechanism. By setting a threshold f, this paper filters out low-relevant sentences within a bag, preventing their
participation in the composition of bag-level vector representations. This further reduces noise interference
within the dataset.

The setting of the threshold p also has an impact on the performance of the relation extraction model. There-
fore, further experimental analysis is conducted on this aspect, and the results are shown in Table 3.

As can be seen from Table 3, with the increase of threshold f, the performance of the model does not continue
to increase. When threshold B reaches 0.25, the model achieves excellent results.

Ablation experiment results and analysis. In thisarticle, a series of ablation experiments were designed
in order to investigate the role of the fine-grained semantic information text embedding layer in model experi-
ments. In this experiment, the control group (CG) represents the model proposed in this article (PCNN + FGSI),
while the experimental group (EG) blocks the intra-sentence attention mechanism proposed in this article dur-
ing the text embedding stage. Figure 9 depicts the precision-recall curves of the experimental group and the
control group.

From Fig. 9, it can be seen that the control group performs the best on the PR curve. The performance of the
experimental group drops slightly when using a regular text embedding layer. This is because the text embedding
layer based on fine-grained semantic information can highlight the semantic information that expresses entity
relationships in positive instances, enabling the model to learn fine-grained semantic information that expresses
entity relationships, and thereby constructing more robust feature vectors.

This paper also uses P@N and AUC to compare the performance of the experimental group and the control
group, as shown in Table 4.

From Table 4, it can be observed that the experimental group with regular text embedding layer shows a
decrease in performance in the P@N (N =100/200/300) and AUC evaluation metrics compared to the control
group. This is consistent with the conclusion obtained from the PR curve analysis, indicating that the text
embedding layer based on fine-grained semantic information is helpful in improving the model performance.

P@N (%)

100 | 200 | 300 | Average
f=0.10 83.1 |80.6 |732 |79.0
B=0.15 835 809 |73.6 |793
$=0.20 843 |81.8 |74.7 |803
=025 86.5 |82.7 |76.4 |81.9
B=0.30 84.1 |81.3 |749 |80.1
B=0.35 835 |80.7 |742 |795

Table 3. The effect of B value on model effect. Significant values are in bold.
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Figure 9. PR curve of the control experimental group.

P@N (%)
Methods 100 | 200 |300 | Average | AUC (%)
EG 823 |784 |742 |783 44.1
CG 86.5 |82.7 |76.4 |81.9 49.6

Table 4. P@N comparison table of experimental group and control group. Significant values are in bold.

Conclusion

Summary. This study aims to explore the issue of noisy data in the task of distant supervision for rela-
tion extraction. To address this problem, we propose a distant supervision relation extraction method based
on fine-grained semantic information. This method segments sentences based on the positions of entity pairs.
By utilizing intra-sentence attention mechanism, it effectively locates the positions of key semantic information
segments within the sentences. Through attention calculation, greater weights are assigned to these key semantic
information segments, constructing a sentence feature vector highlighting the key semantic information, and
reducing interference from irrelevant information. Furthermore, this method improves the package-level atten-
tion mechanism and filters out low-relevant noisy sentences within a package through a threshold gate, further
reducing the impact of noisy sentences on the model’s performance and making full use of existing positive
semantic information. Experimental results on the NYT-10 dataset show that our method exhibits significant
advantages in accuracy and other aspects compared to traditional methods.

Prospect. The current research has considered the location information and entity pair description informa-
tion, showing certain effectiveness in improving relation extraction models. In future research, we will consider
selecting high-quality information that can express semantic relations from a linguistic perspective to partici-
pate in model training as external descriptive information. We will shift the research focus of relation extrac-
tion towards semantic studies, aiming to lay a certain research foundation and provide references for future
researchers to conduct open-domain relation extraction. We believe that this study is of significant importance
in addressing the issue of noisy data and promoting the development of the field of relation extraction.

Data availability
The data set used in this research work is publicly available and can be downloaded from the website below.
NYT-10: OpenNRE/benchmark at master thunlp/OpenNRE (github.com).
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