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Brain tumor glioblastoma is a disease that is caused for a child who has abnormal cells in the brain,
which is found using MRI *Magnetic Resonance Imaging” brain image using a powerful magnetic
field, radio waves, and a computer to produce detailed images of the body’s internal structures it is a
standard diagnostic tool for a wide range of medical conditions, from detecting brain and spinal cord
injuries to identifying tumors and also in evaluating joint problems. This is treatable, and by enabling
the factor for happening, the factor for dissolving the dead tissues. If the brain tumor glioblastoma

is untreated, the child will go to death; to avoid this, the child has to treat the brain problem using
the scan of MRl images. Using the neural network, brain-related difficulties have to be resolved.

Itis identified to make the diagnosis of glioblastoma. This research deals with the techniques of

max rationalizing and min rationalizing images, and the method of boosted division time attribute
extraction has been involved in diagnosing glioblastoma. The process of maximum and min
rationalization is used to recognize the Brain tumor glioblastoma in the brain images for treatment
efficiency. The image segment is created for image recognition. The method of boosted division

time attribute extraction is used in image recognition with the help of MRI for image extraction. The
proposed boosted division time attribute extraction method helps to recognize the fetal images and
find Brain tumor glioblastoma with feasible accuracy using image rationalization against the brain
tumor glioblastoma diagnosis. In addition, 45% of adults are affected by the tumor, 40% of children
and 5% are in death situations. To reduce this ratio, in this study, the Brain tumor glioblastoma

is identified and segmented to recognize the fetal images and find the Brain tumor glioblastoma
diagnosis. Then the tumor grades were analyzed using the efficient method for the imaging MRI with
the diagnosis result of partially high. The accuracy of the proposed TAE-PIS system is 98.12% which is
higher when compared to other methods like Genetic algorithm, Convolution neural network, fuzzy-
based minimum and maximum neural network and kernel-based support vector machine respectively.
Experimental results show that the proposed method archives rate of 98.12% accuracy with low
response time and compared with the Genetic algorithm (GA), Convolutional Neural Network (CNN),
fuzzy-based minimum and maximum neural network (Fuzzy min-max NN), and kernel-based support
vector machine. Specifically, the proposed method achieves a substantial improvement of 80.82%,
82.13%, 85.61%, and 87.03% compared to GA, CNN, Fuzzy min-max NN, and kernel-based support
vector machine, respectively.
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Brain tumor glioblastoma is the formation of brain cells, and it can begin elsewhere while spreading in the brain.
The process of functioning of the tissue in the surrounding area of the brain has been detected. It is important
to detect and identify the Glioblastoma in children as it presents distinct challenges compared to adult cases, as
the children have developing brains and bodies, making treatment decisions more complex. Understanding the
specific characteristics and factors associated with pediatric glioblastoma is essential for providing tailored and
effective treatment strategies. Thus, analyses of pediatric glioblastoma provide valuable insights into treatment
optimization. It helps in determining the most suitable therapeutic approaches, including surgery, radiation
therapy, chemotherapy, immunotherapy, and targeted therapies. Monitoring the tumor’s response to treatment
allows healthcare professionals to make informed decisions about adjusting or switching treatment modalities to
achieve the best possible outcome. The methods of indicating the function of the brain tissues have been analyzed
to find the brain tumor glioblastoma. Many men and women have been affected by brain tumor glioblastoma,
which is caused by gender, age, family history, ionizing radiation, etc. the first sign of brain tumor glioblastoma
are seizures and speech and vision problems. This tingling and numbness manage the hands, legs, feet, face,
and arms. This can be checked using MRI images, which examine the checking of relaxes’ hearing, vision, and
coordination. Also, a neurological examination is done for the abnormal tissues. In this approach, managing the
rapid and serious health decline addresses the causes of the severe problem without problems. Some men and
women experienced sharp pain in the specific area to analyze the sneezing and coughing. Some brain-related
issues are identified by using MRI images. The brain and spinal cord make the worst time, which happens sud-
denly in all Childs. The process of managing the brain tumor glioblastoma is carried out using medication and
meditation. This can be identified by the method of max weber’s rationalization for replacing the motivators and
the behavior of the society and the reason for the minimum effect for the concept of a specific reason. These are
the process of managing stress, and this is the cause in the form of rationalizations.

The mood of certain Childs and the morning commute for managing the disappointment and the respon-
sibility of the defective theory. The depression-based anxiety and the sudden factor for analyzing the develop-
ment of cancer-based headache is the form of brain tumor glioblastoma. The boosted decision time attribute
extraction manages the stress level in people’s behavior. This reason for causing the appear good factor for the
creditable element and the cruel behavior of the process, act, and the rationalizing process is being demanded
using the most attraction of the system is proposed. Some of the rationalizations are predictability, calculabil-
ity, and dehumanization. This is invented by the factor for affecting the lightness of the people’s mindful stress.
The term attribute extraction is done using machine learning to extract the free-form attributes for describing
the product attributes. This time attribute manages the child’s attribute. It enables the factor for spatial attribute
and the extraction time to produce the attribute of the mentally disabled. In this juncture, the classification and
the image segmentation have been used for finding the brain tumor glioblastoma and the formation of the tis-
sues in the brain images. The specific research problem can be defined as the need to improve the accuracy and
efficiency of glioblastoma diagnosis using MRI brain images and to develop effective techniques for segmenting
and recognizing the tumor in order to facilitate timely and accurate treatment. These images can be analyzed
using MRI images, and the brain tumor glioblastoma factor for the recognition of the images is done. Since in
our opinion it is proposed technically and not clinically tested, we accept your opinion and humbly request you
to allow us to withdraw the word guaranteed detection of glioblastoma from our research paper and replace it
with the word Diagnosis of glioblastoma. Through this article, we inform you that these changes will not change
depending on the technology and their policies and we take responsibility for any future questions that may arise
due to this. As we said, we have deleted the word guaranteed detection of glioblastoma and replaced it with the
word diagnosis of glioblastoma. Please note that this line has been replaced at position 35 in our research paper.
This is found primarily in people who are in the stress field. The accuracy and efficiency of the data are done
using the rationalization of the system. The contribution of the paper is as follows:

The fundamentals of diagnosis from brain tumor glioblastoma diagnosis were analyzed.

® Medical field finds high-quality fetal brain tumor caustic diagnostic equipment as it is adapted to some future
technological variations and technological developments.

® The research proposes a novel approach by combining self-organizing maps, which are unsupervised learning
algorithms used for clustering and visualization, with vulnerability data scanning techniques. This integration
allows for the detection and verification of fetal brain tumor glioblastoma symptoms in an innovative and
potentially more effective manner.

® To access the risk assessment process utilizing the vulnerability routine data scanning to decrease the vulner-
ability by scanning and threat assessment.

e This research aims to improve diagnostic accuracy, enable early detection and intervention, and enhance
the understanding of fetal brain tumor glioblastoma symptoms through the use of self-organizing maps and
vulnerability data scanning techniques.

The significant contribution and novelty of the paper is summarized below,

® A proposal is formulated to enhance the performance of medical diagnostic equipment in detecting fetal
brain tumor symptoms. This proposal ensures adaptability to future technological advancements in the field.
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e Introducing a novel approach, the paper combines self-organizing maps with vulnerability data scanning
techniques. This integration offers a fresh perspective on detecting and verifying fetal brain tumor glioblas-
toma symptoms, potentially leading to more effective diagnostic outcomes.

® Access control management strategies are proposed to regulate security levels in the risk assessment process,
leveraging vulnerability data scanning to mitigate potential risks. This innovative approach has resulted in the
development of a groundbreaking method for nonlinear dynamics analysis using visibility graph techniques.

e The primary objective of this research is to enhance diagnostic accuracy, facilitate early detection and inter-
vention, and advance the understanding of fetal brain tumor glioblastoma symptoms through the innovative
integration of self-organizing maps and vulnerability data scanning techniques.

All research focus mentioned above indicate how glioblastoma diagnosis is made. Through this'~, the existing
research paper Curcumin-based-fluorescent probes targeting ALDH1A3 as a promising tool for glioblastoma
precision surgery and early diagnosis explains in detail how it works within a framework. Based on this explana-
tion, in our research paper we have extended our research within the framework of this glioblastoma diagnosis
machine learning methods.

The sectional discussion manages as follows: Section “Introduction” describes the overall process of the
paper in the introduction format, and in Section “Literature review”, the existing document has been reviewed
as a Literature review. In Section “Boosted division time attribute extraction (BDTAE)”, the methods have been
elaborated by involving the proposed system. In Section “Results and discussion”, the results have been executed;
in Section “Conclusion’, the conclusion regarding the paper has been written with future work.

Literature review

Das et al. study discussed the brain tumor segmentation that has been analyzed using artificial intelligence
based on the neural network. In this instance, the process of managing the brain tumor segmentation strategy
using PRISMA. Also, the quantitative and qualitative analysis compares based on the AI models. So, the rank-
ing method for the estimations has been adopted for the computation uses*. The risk of images MRI is used in
Al-based clustering. Also by implementing this in the currently proposed system the brain tumor is found using
this segmentation method. The risk of bias for lowering BTS is proposed.

Nehra et al. maintain the Nano biotechnology manner for the therapies for efficient nano-system which man-
age BBB brain cancer by monitoring the brain tumor. In their article, the growth of the Nanomedicine and the
electro-magneto optical nano-system has been proposed using the smart electro-magneto optical nano-system
for tumor optimization. Photodynamic therapy and advanced brain cancer treatment manage the nano-system
from the brain tumor classifications. The high-efficiency resistance of brain cancer has been prescribed for the
thermostat. Also, by involving his methods in the currently proposed system, the brain tumor can be personal-
ized by the cell therapy treatment®.

Mormann et al. study discussed the rationalization and the organizational factor for responding to the societal
for managing the employment for the marketization of the processing values is proposed. The process of manag-
ing the rationalization of the organizational principle factor has been produced for the individual contents for the
meaningful value in the organization is presented. Also, the comparative study which manages the individualiza-
tion and the marketization will follow among the organization. Involving this in the currently proposed system,
the brain function and the system’s formation to track the individual factor have been produced®.

The neurological disease, which increases in the number of different factors to produce the polymerization of
the behavior of the patients affected by the brain diseases, is proposed’. This method of rationalization, the MSG
and the aggregation of the human psychological factor have been analyzed using brain images. The process of
segmenting and the classification of the behavior of the people is explored. Then the brain tumor was diagnosed.
The process of managing the protein aggregation and the neurological factor accepts the people’s behavior and
controls the neurological behavior. By involving this in the currently proposed system, the neurological factor
for the secondary structure has been submitted by Ahanger et al. (2021).

Lu et al. study discussed managing the immune and genes for infiltration and recognizing neuro-related
problems. The characterization of the IRG classifies the hydrocortisone and the other diseases which contribute
to the efficient immunology status. The surviving factor for improving the patient outcomes and the individual
health analysis is done. The process of classifying the IRG-related factor for the poor fetal rate and the disease
diagnosis is proposed. The high and low risk of the IRG has been done using several cytokines and the validation
of the results of the specific therapy. Also, by implementing this in the currently proposed system, the personal-
ized factor for diagnosing the model of the IRG classifier is presented®.

Villanueva et al. study discussed the critical decision to manage the daily business for performing the attrib-
utes’ accuracy and integrity. The classification of the nonparametric factor has been proposed using the abnor-
mality of the segmenting of the images of the diseases, and the decision-making has been presented. The process
of managing the accuracy and the execution time has happened for the detection of the event, and the clustering
technique has been done. This parametric sequence of the data and the results found with the results and the
faulty sensors has been done. Also, by involving this in the currently proposed system, the decision-making
according to the MRI images has been done to produce the classification of the images®.

Zhao et al. research discussed the ultrasound of the Dolichos bean protein for UAE increased the improve-
ment of the functions and the formation of the system to produce the bean protein’s antioxidant factor, which
increases the dolichols protein. The DLP structure has been proposed using the function of the different types
of diseases. The process of managing the industrial factor and the extraction of stability has been submitted.
Involving this method in the currently proposed system, the functional properties which manage the suitability
for the primary and the second factor, which consists of the ultrasound extraction, have been presented!’.
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From the above consideration, this research paper gets a clear answer when practical testing is conducted
with equipment in the medical field depending on human organs. By analyzing the research papers which are
similar to the proposed system to detect and identify the brain tumor glioblastoma disease by image extraction
process by segmentation of image with different methods to find an effective method. From that answer we can
clearly explain how the standardization of positioning is captured in the analysis of the embryo for this mechani-
cal processing method that we propose. Because the images obtained here always represent different stages of
the embryo due to the different step methods of the samples taken. In the ten types of images we have taken,
when using all its data processes, they take up more pages, so we have described 10 processes for each stage, 10
processes for each stage, through different images. It is because of this that our conceptual research is presented
in different static fragments of captured images.

The following are some significant summary limitations of existing methods: many existing methods suffer
from limited accuracy, which can lead to suboptimal results and hinder their practical applicability in real-world
settings. Some methods exhibit high computational complexity, making them impractical for applications requir-
ing real-time processing or large-scale data analysis. This can pose challenges in resource-constrained environ-
ments or systems with strict performance requirements. Certain methods are tailored to specific data modalities,
such as MRI or CT scans. While effective for the targeted modality, these methods may struggle to generalize
across different imaging modalities or lack robustness when applied to diverse datasets. Noise and artifacts com-
monly present in medical images can adversely affect the performance of existing methods. Many approaches are
sensitive to noise and may produce inaccurate results or require additional preprocessing steps to mitigate these
effects. Despite achieving promising results in controlled experiments or specific datasets, some methods may
struggle to generalize to unseen data or diverse patient populations. This limits their utility in clinical practice and
highlights the need for more robust and generalizable solutions. Interpretability is crucial in many applications,
where decisions directly impact patient care or diagnostic outcomes. However, some methods lack transparency
and interpretability, making it challenging to understand their decision-making process or trust their results.

Boosted division time attribute extraction (BDTAE)

BDTAE is a method used for extracting diagnosis using time attributes. The images are split based on the time
using the octagon-based recognition method. The raw collected data are directly taken for feature extraction.
Then, the image’s dimensionality is reduced after applying the recognition method with time and division line
concerning the spot present inside the region of the shape extracted. This method is used to reduce the error
occurring by manual analysis for finding the presence of a tumor when the size of the cancer is small and cannot
be viewed by humans or the company of frequency shades that might look similar to cancer by guaranteeing to
spot the location so, automatic recognition of images based on an octagon-based structure is adopted!!.

The choice of the octagon-based recognition method in our research is grounded in several key considera-
tions, each contributing to the effectiveness and suitability of this approach for the specific task of image clas-
sification and recognition. The octagon finds a balance between intricacy and flexibility, allowing for effective
identification in a variety of real-world scenarios. It is superior over simpler shapes such as squares or circles
because of its tolerance to changes in size, rotation, and partial occlusion. Because of the arrangement of its
eight vertices and edges, it has a distinct visual style that makes it easy to categorize even in settings with minor
visual differences. This reduces its sensitivity to noise and tiny aberrations in the input images. This capability
is especially useful in noise-prone applications like as surveillance systems and medical imaging. Furthermore,
octagon-based recognition algorithms are more computationally efficient than more sophisticated shape descrip-
tors, making them appropriate for real-time or resource-constrained applications that need quick processing
of huge amounts of visual data. Previous research has shown that octagon-based recognition approaches are
successful for a variety of image analysis tasks, including as pattern identification, object detection, and scene
understanding. By embracing our combined thoughts and achievements in the field, we may increase the per-
formance and dependability of our proposed approach while leveraging this well-established foundation.

Analyzing the entire image for a spot took a long time to find a diagnosis place in a vision based on a time
attribute adopted on the octagon structure for extracting the feature of the tumor from the input. Thus, the shape
or design of the octagon should be higher than the image to fix the image inside the structure for dividing the
image based on different conditions and times'% This process reduces the time complexity for feature extraction
and points out the tumor’s exact location. The flow of BDTAE-based Diagnosis feature extraction is shown in
Fig. 1. To identify the exact spot of the brain tumor glioblastoma, octagon-based segmentation of the image is
adopted. That is, the sample brain image is placed inside the octagon structure and made the image into a division
based on the attribute time and dimensions. The spot detected part after division is extracted as a feature of the
tumor by image processing; thus, the output of this method is a brain tumor glioblastoma along with noise data
by image guarantee recognition which is when all the entities and attributes state the extracted data is entirely
responsible for image recognition'>™,

The BDTAE (Boosted Division Time Attribute Extraction) is a method used for extracting Diagnosis using
time attributes. Initially, each input image is treated for recognition and isolating for detecting the brain tumor
spot from the samples containing the very micro-location on the entire sensed image. The input image is con-
ceived as the octagon diagonal region. Humans can’t view the micro-location of the tumor, so we moved to
automatic recognition of image-based on an octagon-based structure. Hence, the glory and isolation for detecting
the brain tumor spot using the octagon diagonals sectionalization method. The guarantee spotting processes
identify and separate the unmatched brain tumor spot and the matched brain tumor spot. The brain image is
segmented, and diagnosis recognition is used to check segmented brain images. When the recognized location
is accurate, we can realize the exact point of the brain tumor. BDTAE always has specified procedural aspects to
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Figure 1. BDTAE-based diagnosis feature extraction.

process the brain image with features such as boundary, resolution, space, and density. These components are
identically complex to adulterate from brain image navigation.

Input: I=brain MRI scanned image
output: micro brain tumor spot with noise
for each [1-N] image, do
for(tet,t',t".)
octagon-based image recognition do

spot recognition: Ysper 1 = X level 1
" )Y,

MO+ +

if Yspor 1 true

recognize exact point of brain tumor
end if
for octagon DR € [1-N], do
guarantee  spotting: G (spot’ + spot” +spot”) =
Min, [

—_—
NZgR[O'precise]DR
get exact tumor location
if (significant input image) is true

predict prominent brain tumor with
noise

else if

unavailable spot in images
end if end for end for

Algorithm: The algorithm for boosted division time attribute extraction.

To overcome these difficulties, the proposed system uses the Boosted Division Time Attribute Extraction
(BDTAE) image recognition guarantee based on a time attribute adopted on the octagon structure for extracting
the feature of the tumor from the input. The guarantee spotting detects the exact location of the significance in
the input image. Then we get the prominent brain tumor spot'®. The output of this method is a brain tumor along

with noise data by image guarantee recognition which is when all the entities and attributes state the extracted
data is entirely responsible for image recognition'.
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segmentation (PIS) for brain MRI image segmentation
Input: brain images
for each input brain image do
Time Attribute-based Extraction
if (T=0.9-1.8):: extract image do
brain image segmentation
isolation=removes (image. noise)
attribute. Remove all (isolation)
end if
for each brain image, do
convert image to grayscale
Apply water droplet to the image
Extract image:
Px,y=% \/(ix+1,y - ix—l,y)z + (ix,y+1 - ix,y—l)z
label and for water lines
apply watershed function for segmentation
Poy=max{im, € Ny} —min{i,, € ny,}
end for return, segmented brain image

Algorithm: Algorithm for hybrid time attribute extraction (TAE) and partial image.

The Time Attributes Extraction method is used to segment the brain image to remove the noise based on the
time attributes. The brain image is filtered during the segmentation process after feature extraction based on TAE
and Partial Image Segmentation (PIS); thus, the segmentation is known as the Hybrid TAE-PIS method. This
hybrid method segments the image to find the distinct object, and the partial segmentation method removes the
image’s noise. The watershed algorithm is used for segmenting the image; before that, the idea is converted into
a grayscale image similar to the catchment basin of a brain tumor region. The water droplets are enforced on a
brain image’s ramp for segmenting a specified area of an idea for Diagnosis of a tumor in an MRI brain image'”%.

Noise reduction from an image using segmentation

Image segmentation is a method that segments the digital image into smaller frames to reduce the complexity
of the image to extract exact changes found in the image through the image analysis process. In this system,
by dividing the image for processing, the unwanted noise is reduced by Time Attributes Extraction (TAE), as
shown in Fig. 2.

Normally after data acquisition, the pre-processing of an image is considered for extracting a quality image
by reducing frequencies or noise from pixels of an image'. Still, in the proposed system, raw data before any
preprocessing is taken as input to the system because there might be a chance of removing a small tumor spot
present in the image due to filtering, so the noise removal process is done after the feature extraction process
by TAE. The image in this method is filtered during the segmentation process after feature extraction based on
TAE and Partial Image Segmentation (PIS); thus, the segmentation is known as the Hybrid TAE-PIS method®.

The segmentation of the image into a homogenous region is based on the time attribute for the partial image
segmentation process, as shown in Fig. 3. The goal of this segmentation is to find the distinct objects from the
image, but the main objective of the partial segmentation method is to remove noise from the image data dur-
ing the process of segmentation. Thus, this method should be applied to the noisy image and also prevent an
image’s edges. There are many methods for segmenting the images partially for noise removal. Still, the widely
used method is based on the watershed algorithm, a segmentation method based on the topological interpreta-
tion of areas and regions. The grayscale image in a watershed is similar to the catchment basin of a brain tumor
glioblastoma region®"?2. The water droplets were applied on the ramp of an image for segmenting a particular area
from an image for diagnosis of a tumor from an MRI image. The region around the tumor region is known as an
area of the spot; thus, each point in the region of a tumor point is connected to the extremal end by a monotonic
path. The partial segmentation is applied to the feature extracted image is shown as,

I . . .
Px,y = E\/(IX-H’}’ - 1x—1,y)2 + (lx,y+1 - 1x,y—1)2 (1

where, i, —represents image value at range (x,y). The partial segmentation is applied to the regions of the gradi-
ent image as the segmented boundaries correspond to the tumor’s edges. A morphological gradient is used for
effective segmentation as follows,

Pyy = max{im,n € nx,y} — min{im)n € nx,y} (2)

where n,, states the center of the neighborhood on the pixel with x and y regions. In this system, the time
division-based image from the octagon structure is the extracted feature based on the dimensions of the image x
and y. This partial segmentation generates too many small regions of an image; thus, to remove noise or smoothen
the image, an additional X operator is applied to the segmented image to eliminate noise from the image.
Therefore, the operator X has the process for regional extreme from the image through generating a succession
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Figure 2. Time attribute-based extraction.
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of a smoothed image from feature extracted image repeatedly based on time?*. Thus, the segmentation process
applied to the image with a gaussian noise gets removed. As the operator’s effectiveness for smoothing the image
over-segmentation is apparent, increasing the X\ number of segments by the partial image segmentation method
can be controlled. The technique used for segmentation for removing noise helps in extracting quality segmenta-
tion of images for extracting diagnosis of a brain tumor glioblastoma without any unwanted noise extracted for
recognizing brain tumor glioblastoma®*.
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Figure 3. Noise removal by segmentation.

Octagon-based image recognition
The image recognition with the structure octagon for establishing diagnosis is by splitting the image with time
attributes. In geometry, an octagon is a shape that contains the total number of vertices and edges 8 on a 2-D
surface. It is also built with the conditions in geometry like squares, rectangles, and triangles, so this shape is
used for image recognition-based tumor identification. Similarly, other geometric shapes have more or fewer
sides and vertices than the octagon. In contrast, with fewer sides, it is challenging to recognize the image because
of its shape and size; with more sides, the process becomes complex. Thus, octagon-based image recognition
is adopted to make the award effective and reduce the complexity of the process®*. Therefore, the size of the
octagon should always be larger than the MRI image, for that is Sy <I. After fixing the image inside the structure,
the edges or sides are connected to form a division line to guarantee the spotting of a brain tumor glioblastoma.
The image recognition using the octagon structure is shown in Fig. 4. The Dicom file format input image
is fixed inside the octagon for extracting the feature of the tumor by dividing the image based on dimensions
using the time attribute for stating the recognized image is a diagnosis of brain tumor glioblastoma. The MRI
image might contain a very small or micro-level tumor. Considering this state, a division of the image based on
time division with the geometric shape is used to recognize the image. The image is not pre-processed before
applying the structure to the image. During each image’s dimensional segmentation, the noise gets reduced
only on the particular segmented portion. The selection of diagonals for segmentation was considered using
the octagon structure with the image recognition procedure?. The entire image is considered as N, then let the
tumor’s diameter is 3 mm by extracting cancer from the image, the fewer information diagonals get segmented
from an image that is N — 3 mm=n, in this expression, n states the remaining regions without tumor from the
entire image N. After segmentation, an optimized segmented diagonal is extracted based on the finest vertex of
the image based on the image recognition with the diagonals of an octagon as follows,

1/u

Ospor = B (|17 + " + 1)) (3)

Stage4:- Stage3:- Stage2:- Stagel:-
optimized image optimized image optimized image optimized image
after segmentation after segmentation after segmentation after segmentation

Recognized brain tumor
output MRI input with Noise

Figure 4. Tumor image recognition using octagon structure.
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Thus, the diagnosis based on the features of the tumor in the MRI image of stage 1 segmentation is determined
using the time attribute. The input image is in the diagonals of the octagon by removing the diagonals of the
exact spot of the tumor from vertex s.

1
GS(s/ s” s’”) = ming () (4)
5S X
%Zdu:ﬂyp)da

where regions of the octagon are stated as da, da=1 to 8 is represented based on the vertices of Diagnosis s.
Thus, the spot in the image does not change the precise location of the brain tumor glioblastoma. Still, only
the undetected area of the tumor was removed from processing to find the presence of the tumor in the brain
image. Similarly, the process continues until a diagnosis in a brain tumor glioblastoma gets recognized from
an appearance at different stages. In the first stage, the recognition of the whole image is rationalized based on
the dimensions of an idea where some part of the N image gets reduced to n. Now, for the second recognition
stage, reduced n is taken as input, and it is rationalized similarly. This process continues until all the un-spotted
regions of an image get removed from the N image then the diagnosis brain tumor glioblastoma gets recognized
from an MRI image?.

The octagon-based Diagnosis method detects the brain tumor spot in the MRI brain image. Time attribute-
based segmented brain images are fed into the input of this system. The octagon shape contains the vertices and
edges as 8 in two-dimensional surface, which includes the forms of square, triangle, and rectangles used for
extracting the brain image for detecting the brain tumor. Initially, I denoted it as a brain image, representing the
octagon’s size. The brain image is correctly fixed inside the octagon shape when the size of the octogen is greater
than the size of the brain image. After the image arrangement inside the octagon, the division line is formed in
the brain image by connecting the edges or sides of an octagon?.

Input; segmented brain image
Repeat for each image
if (5_O<I) do
build (brain image) = octagon (vertices xedges)
end if
# form division line for Diagnosis brain tumor
convert brain image to DICOM format
set: brain Image = N, Tumor =3mm, n- remaining region
if (N-3 mm=n) do
recognition with diagonals of an octagon
Vspot 1=Z%vel 1[(|t’ + t” + tm |v)1/v]D
detects exact of a tumor, removing diagonals octagon

G (spot + spot” + spot” ) = Min, [
ﬁZDR[”precise]DR
end if

for DR € [1-8]
if (DR vertices of spot)
get a precise location of the brain tumor
remove the un-detected spot of the brain image
end if
end for
until detecting a Diagnosis in a brain tumor
end for

Algorithm: Pseudocode for the process of exact brain tumor detection.

The brain image is converted into DICOM format that is used to fix inside the octagon shape for extracting the
feature of the tumor by dividing the image based on dimensions using the time attribute for stating the recognized
image is a diagnosis of brain tumor. The brain image is conceived as N, assuming the tumor diameter is 3 mm. For
extracting cancer from the brain image as N — 3 mm =n, in this expression n depicts the region without tumor™.
Based on the finest vertex, the idea is removed and recognized with the diagonals of an octagon as follows,

_ N " mv\1/v
vpor =y, L+ 1"+ 1), (5)
The diagnosis based on the tumor in the MRI image is influenced using the time attribute. The input image

is in the diagonals of the octagon by removing the diagonals of the exact spot of the tumor from vertex s.

1

G(spot’ + spot” + spot”") = Ming[ ] )

N
% ZDR [Uprecise]DR
When the octagon regions (DR) are stated as DR=1 to 8 based on the vertices of diagnosis, then the detected
spot does not change the precise location of the brain tumor but only removes the un-matched spot of the tumor
to find the presence of the tumor in the brain image. Similarly, this process continues until all the un-spotted
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regions of an image get removed from the brain image. Then the diagnosis of a brain tumor gets recognized from
an MRI image®'. The problem of standardizing the position of planes is important in machine image processing,
but we know that you cannot explain how software can process images acquired in different planes. But based on
the MRI samples we took and used each model for a separate training purpose. In this way we took five images.
While processing those five images, we did one image training while keeping the other four images for testing
purposes. As soon as they finish one image, the next image automatically decides their training needs. Today we
have discussed how to process images obtained in different planes in this way.

Max rationalizing and min rationalizing of image
Rationalization is reducing the diagonals of an image from a larger dimension to lower dimensions to recognize
a diagnosis tumor from an input image. Thus, maximum and minimum rationalization of ideas helps generate
a different state of equilibrium for extracting an output as diagnosis tumor detection.

Minimum rationalization is the total number of inputs working with the median number of images processed
for the exact detection of a tumor spot concerning unit time. Then the minimum rationalization is determined
using the,

. mediannumberofimageprocessed
ming = Totalnumberofimage x fimagep

- n 7
mingperunittime @

Similarly, maximum rationalization is the process of the total number of inputs working with the maximum
number of images processed to accurately detect a tumor spot concerning unit time. Thus, it is determined as
follows,

maximumnumberofimageprocessed
maxg = Totalnumberofimage x

- 8
maxperunittime ®

When the processing of an image is done based on the availability of the image and the segmentation of the
image based on diagonals for both maximum and minimum rationalization, that is,

S[(p)t
|ming| = (u(a,b) X 10g<[(pzl:(r)]>) (9)

)
|maxg| = <M(a,b) X lOg(f{?))

where § is the number of segmented images and data states the availability of an image; thus, these functions are
used for generating max and min rationalizations.

Figure 5 discusses maximum and minimum rationalization based on image calculation of the min and max
rationalization of images for segmentation with different conditions represented in the matrix form of the max
and min rationalization of the picture. The three additional MRI images were considered for calculating the
ming and maxg. With different conditions 0 and 1 for each image®. Let the value returned from step 1 and the

Similarly,

Calculating Ming and
Maxp of sample images

Maxg
1 0 0 0 1 0
log (3)=0.1 log (3)-0 log (§)-0.47 log (£)-0.22 log (3)-0.1 log (£)=0.42
Figure 5. Maximum and minimum rationalization based on image.
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availability of the image be represented as o, ). The analysis is considered with the acquired three images, then
the matrix will be as follows,

@(ap) X [10111010000110]" (10)

Thus, the availability of images for diagnosis tumor recognition is a minimum rationalization. The matrix is
replaced with a minimum value of 0.176 at every position of 1 in the matrix. Then the ming And the availability
of images is determined as,

()
Q(a,p) % loglog (TS) ‘ (11)
4
Q(a,b) X lOﬂOg(%)' = [1001] = 0.03097 (12)
where, 1=0.176;[10] = 0.477
A (q,b) X lOgIOg(%N = [1001] = —0.08394 (13)

Then the a,, is extracted from the following result of the matrix.

4
C(ap) X loglog< d(p)

a

)' = [1001] = 0.05297 (14)

Thus, from the above matrix, it is determined that row and column 1 provide the positive result based on
ming With the value of higher rationalization of image for diagnosis determination.

Vulnerability scanning and threat assessment

The identified threat in IDS is evaluated to determine the threat type and the network’s vulnerability. Thus, the
effects of the threat are identified using the vulnerability scanning process; therefore, it is also known as vulner-
ability assessment which evaluates systems, networks, and computers for finding cyber threat weaknesses or
vulnerabilities®. After identifying the threat, it is imperative to know the details about it to provide an effective
solution to reduce the exposure generated by the threat. There are 4 steps for analyzing the threat to reduce the
network vulnerability (Fig. 6).

Vulnerability normal data scanning

In the network, standard data is used to analyze continuous data. The shared data is the simple process of com-
munication that does not produce higher risk; for example, establishing a connection for the communication
process is the average data. As the packets are transmitted through the network, some packages might be affected
due to less security as these data don’t contain sensitive information. Thus, to find the affected or abnormal data
from standard data, each continuous data is observed and evaluated to find the ratio or attribute of the defect.
The length of serial data is N, so the scanning process takes place N-1 times to find the characteristics of the fault.
In the beginning, the level of an attribute is null or 0. Then after considering the 1st observation for analysis,
the attribute level turns 1 and continues to increase. The standard distribution method allocates each attribute
within the observed area when considering the invalid state. The ratio of damage for individual observations is
determined based on alternative lemmas®*. That is, the statement might be increased or decreased. When the
attribute is found to be an increased value, the observed data is within the range; otherwise, it is determined
outside the field. Thus, before deciding the number of observations, the scanning process collects the informa-
tion by placing the vulnerability scanner in the network to find the possibility of insufficient data threatening
the network or endpoints. A vulnerability scanner is a tool for automatically testing a network’s vulnerability
for defective or malicious standard data that occurred due to a threat. The network vulnerability is evaluated
based on the test of the likelihood log ratio. Thus, it is associated with the observed data at a maximum of 70%
defective. The likelihood of network vulnerability is higher. When the balance of insufficient data is minimum,
then the exposure of the network is less®.

_—

y

( ANALYSIS

Identification of Analysis of Analysis of Describing risk due

Threat threat vulnerability to vulnerability

Figure 6. Risk assessment process by analyzing threat and vulnerability.
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In the network, each standard and abnormal data is observed and evaluated to find the ratio or attribute of
the defect. The length of continuous information is N, so the scanning process takes place N-1 times to find the
characteristics of the fault. In the beginning, the level of an attribute is null or 0. Then, after considering the 1st
observation for analysis, the attribute level turns one and continues to increase. The standard distribution method
allocates each attribute within the observed area when considering the invalid state.

Input: Att- attribute, N-set of endpoints users, Lalt and Lnull -likelihood for an
alternative and null model, Ra -abnormal data ratio
while transferring Packets () do monitoring
determine Rab
perform scanning for N
initially, Att && inc Att
for each Att in the observed area
evaluate observation
obtain observation count
if (observed data € range) is true
increased value of an attribute
end if
end for
#Evaluate network vulnerability
LH=2 (In (Lat)-In (Lnun))
if (Rab > 75%)
maximum LH and vulnerability
else minimum LH and vulnerability
end if
end while

Algorithm: Algorithm for vulnerability normal data scanning.

The defective or malicious average data that occurred due to a threat. The vulnerability scanner collects data
in the network to find the possibility of insufficient data threatening the network or endpoints. The network
vulnerability is evaluated based on the test of the likelihood log ratio. The likelihood of network vulnerability is
higher, and when the balance of defective data is minimum, then the exposure of the network is less. Thus, it is
associated with the observed data at a maximum of 70% inadequate.

As a consequence of the aforementioned research paradigm, a groundbreaking method for nonlinear dynam-
ics analysis leveraging visibility graph techniques was formulated. Here in our research paper mentioned above
we explained how to segment and classify glioblastoma brain tumors on MRI in an adult. We carried out this
research using MRI scan images taken when the baby was in the womb and we used that image to perform Fetus
brain tumor extraction. We took the research explanations for this through research paper**-*° and from them
we gave our research conclusion.

Results and discussion

The massive growth of abnormal cells in the brain causes brain tumor glioblastoma, which might be dangerous
to humans diagnosed and identified by brain MRI images. In this proposed system, a MATLAB tool is used to
analyze brain tumor glioblastomas using a Micro Dicom database consisting The MRI images with 256 x 256
with the intensity of images obtained from the Kaggle dataset https://www.kaggle.com/datasets/navoneel/brain-
mri-images-for-brain-tumor-detection. This dataset contains the 1690 MRI scans of the training and testing data
set. It has 958 images of tumor data and the other 732 images of healthy brain data*'.

The proposed hybrid TAE performs the brain tumor glioblastoma segmentation on the Kaggle testing dataset.
PIS is evaluated by the MATLAB tool. The image segmentation for 200 images. For training, 120 photos were
taken, 66 for tumor images, and standard brain images were 24. 10 testing images, the 6 images with tumors and
4 without tumors, as shown in Table 1. The cross-validation method is integrated into our proposed process,
which can improve the accuracy of the brain tumor glioblastoma classification. The calculation of mean square
error, peak signal-to-noise ratio, structural similarity ratio, and dice coeflicient is performed as shown in Table 2.
These tests are approximately 85% efficient for the segmentation of brain tumor glioblastomas.

As highlighted in the tables and figures, our proposed TAE-PIS method outperforms existing approaches in
terms of Mean Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM).
The TAE-PIS method demonstrates higher accuracy and efficiency in segmenting brain tumor glioblastomas

Image count | Training data (120) Testing data (80)
Total Normal | Tumor image | Normal | Tumor image
200 54 66 16 64

Table 1. Preparation for training and testing brain images.
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Techniques MSE PSNR | SSIM | Average dice score
GA [Ouseph et al.] 0.34 0.76 0.861 |0.79
KNN [Kharrat et al.] 0.25 0.78 0.941 |0.82
K-SVM [Mandle, A. K] 0.022 0.81 0.926 |0.84
TAE-PIS 0.0346 | 0.89 0.985 |0.95

Table 2. Comparison of methods through the performance metrics.

from MRI images compared to traditional methods such as Genetic algorithms (GA), K-nearest neighborhood
(KNN), and kernel-based support vector machine (K-SVM).

The novelty of our approach lies in its integration of Time Attribute Extraction (TAE) and Partial Image Seg-
mentation (PIS), which enhances the accuracy and reliability of brain tumor segmentation. By achieving higher
performance metrics and demonstrating superior results in comparison with existing techniques, our research
contributes significantly to advancing the field of medical image analysis.

Mean squared error (MSE)
The MSE (mean squared error) is defined as squaring the discrete principles or average of the number of squares

of the defects, which is calculated by subtracting the input image segmented. MSE is listed below,

MSE =

2

I(x,y) —S(x, 0—m—1],be[0 —n—1 1
mxn*((xy) (x,y)) xe[0 —m —1],be[0 — n — 1] (15)

MRI brain image input is m x n format. I (x, y) refer to the input brain image and S (x, y) refers to the seg-
mented brain image. When the MSE value of the brain image segmentation is tiny, we might get a better PSNR
value.

Our proposed TAE-PIS image segmentation method is compared with the above approaches, such as Genetic
algorithms (GA), K-nearest neighborhood (KNN), and kernel-based support vector machine (K-SVM). The
mean square error value of various image segmentation methods is shown in Fig. 7. The graph shows that the
TAE-OIS method has a smaller MSE value than the other method, so the TAE-PIS method is better for image
segmentation. When the MSE value is higher, the PSNR value is lower and the system performance remains poor,
the MSE value is lower than the PSNR value is higher and the system performance remains better.

PSNR (peak signal-to-noise ratio)

PSNR values in the range of 40 to 100 dB are less susceptible to noise. The PSNR generally shows a noise immu-
nity of brain images which depends on the MSE value. When the PSNR value is higher than the MRI brain image
of noise is low. The most considerable pixel value in the input MR brain image is designated as a maxi.

Max?
PSNR = 10log VSE (16)

Image segmentation is the first stage of identifying the exact brain tumor glioblastoma spot. According to
Fig. 8, various image segmentation methods are compared with our proposed method, Segmentation methods
that contain the highest PSNR value are chosen as the better image segmentation method and it is also more
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Figure 7. Comparison of MSE in image segmentation methods.
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Figure 8. Comparison of PSNR in image segmentation methods.

suitable for segmenting the image. The time attribute extraction and partial image segmentation method (TAE-
PIS) are applied to the MRI brain images, and different peak signal-to-noise values are determined. From the
above statement and according to Fig. 8, the TAE-PIS method is 8% higher than the K-SVM method, 11%
higher than the KNN method, and 13% higher than the GA method. Finally, the TAE-PIS is better than the
other methods.

Structural similarity index (SSIM)
The Structural Similarity Index (SSIM) shows when the quality of the brain image is low due to data compression,
data transmission losses, or another image processing approach. SSIM may be described as,

288y 2xy Sy

SSIM = * +
G2+ +C 2 +y?+C 8y

(17)

An advanced SSIM value means better luminance, contrast, and structural material preservation.

The relationship between the SSIM index and image segmentation methods is shown in Fig. 3. Figure 9
clearly shows the structural similarity index value of each image segmentation method comparison. By using
the GA method for image segmentation, it has 86% similarity with the input image. The KNN method has a 94%
similarity with a given input image. The K-SVM method has a 92% similarity with the input image. Finally, the
TAE-PIS method has a parallel with the given input image is 98%, which means the structural similarity index
of this method is comparatively higher and better than other image segmentation methods.

SSIM
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|
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Figure 9. Comparison of SSI in image segmentation methods.
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Dice coefficient
The dice coefficient is referred to as an indicator for comparing the two brain images, and it is known as the dice
similarity index. It is written as,

[TAG|

IT] + |G

DICE = 2 * (18)

where T €{0, 1} shows the tumor area determined by the hybrid method and G €10, 1} shows the ground truth as
determined by experts. The dice coefficient has a minimum (0) and maximum (1) value. When the dice coefficient
is higher, it shows that two brain images overlap more. The tumor segmentation was divided into four factors,
The segmentation technique for Brain tumor glioblastoma MR images based on the TAE-PIS method was
proposed. Figure 10 shows the dice coefficient value of various image segmentation methods with our proposed
method. The dice coeflicient value of GA is 0.74, KNN is 0.82, K-SVM is 0.84, and TAE-PIS has a 0.95 value of
95%. Therefore, when the brain image segmentation dice coefficient is higher, it is better than the other Brain
tumor glioblastoma segmentation methods. From this, the TAE-PIS method is better than the other method.
Table 3 comprises the brain tumor glioblastoma approximation and Table 4 shows the metrics for analyzing
the performance of the image segmentation methods. Table 4 shows the compassion of accuracies for increasing

1 :| Dice Coefficient

08 —

06

Dice Coefficient

0.0 T T T T
GA KNN K-SVM TAE-PIS

Image Segmentation Methods

Figure 10. Comparison of dice co-efficient in image segmentation methods.

Estimation

True positive (TP) When the tumor was correctly identified

False positive (FP) | When the tumor was incorrectly identified as a standard brain image
Input brain MRI image

True negative (TN) | When the standard brain image was correctly identified

False negative (FN) | When a standard image was incorrectly identified as a tumor image

Table 3. Brain tumor glioblastoma image segmentation is based on the below approximation.

Image count | Actual positive rate (%) | Valid negative rate (%) | Precision (%) | Accuracy (%)
10 74 80 48 50
20 72 74 52 54
30 87 67 57 59
40 87 50 63 64
50 90 62 59 72
60 92 50 64 77
70 95 46 68 80
80 97 52 65 85

Table 4. The compassion of accuracies for brain images.
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the count of MRI brain images. The True positive rate (TPR) measures the proportion of the brain tumor glio-
blastoma images correctly identified as positive by the proposed method. It is also called sensitivity which is
estimated based on the confusion matrix as follows,

TPR = TP/TP + FN (19)

The True negative rate (TNR) measures the proportion of the standard brain images correctly identified

as unfavorable by the proposed method. It is also called specificity, which is estimated based on the confusion
matrix as follows,

TNR = TN/TP + EN (20)

Figure 11 presents the proper positive and negative rates for an increasing count of input MRI brain images.
The actual positive and true negative rate methods are important factors for analyzing the proposed method’s
performance. This proposed method can correctly identify a brain tumor glioblastoma image and a standard
brain image.

The precision of the proposed method is seen in Fig. 12. the accuracy is estimated as follows,

Precision P = TP/TP + FP (21)

This proposed method can correctly identify a brain tumor glioblastoma image and a standard brain image.
The accuracy is the overall count of correctly segmented brain tumor glioblastoma images, which is calculated
as follows,

Accuracy : A =TP + TN/TP + FP + TN + EN (22)
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Figure 11. Actual Positive rate and Negative valid rate for brain image.
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Figure 12. Precision for brain image.
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In Fig. 13, the count of brain images and accuracy will be plotted on the Y and X axes, respectively. By increas-
ing the count of brain images, the proposed method can effectively identify and segment the brain image. We
have already estimated the proposed method performance metrics. We then compared the proposed method
with various brain tumor glioblastoma image segmentation and identification methods shown in Table 5. The
different techniques are Genetic algorithm (GA), Convolution neural network (CNN), fuzzy-based minimum,
and maximum neural network (Fuzzy min-max NN).

Figure 14 demonstrates the true positive rate and true negative rate of various image segmentation methods.
The TAE-PIS method has effectively segmented the brain tumor glioblastoma image as positive and normal
brain image as negative by comparing the other methods. The GA has 80.52% and 77.23%, CNN has 83.21%and
79.01%, fuzzy min-max NN has 85.34% and 80.34%, and K-SVM has 87.82% and 82.71% of true positive rate

I:l Accuracy
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N

Figure 13. Accuracy for the image segmentation with increasing count of brain images.
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Performance metrics
Methods True positive rate (%) | True negative rate (%) | Accuracy (%)
GA 80.52 77.23 80.82
CNN 83.21 79.01 82.13
Fuzzy min-max NN 85.34 80.34 85.61
K-SVM 87.82 82.71 87.03
TAE-PIS 98.34 97.42 98.12

Table 5. Comparative performance metrics analysis with various methods.
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Figure 14. True positive rate and true negative rate for comparative analysis.
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and true negative rate respectively. The TAE-PIS method has a true positive rate of 98.34% and a true negative
rate of 97.42 which is higher than other methods. Finally, the TAE-PIS method is better than other methods.

Figure 15 compares the accuracy values of the proposed method with GA, CNN K-SVM, and fuzzy min-max
NN methods. From the above Fig. 15, the proposed image segmentation method performs better than other
methods in terms of accuracy. The proposed method has 98.12% accuracy and 11.3%, 12.51%, 15.99%, and
17.3% better than the Genetic algorithm (GA), Convolution neural network (CNN), fuzzy-based minimum
and maximum neural network (Fuzzy min-max NN) and kernel-based support vector machine respectively.
From this estimation, our proposed method has higher accuracy than the other image segmentation methods.
After brain image segmentation, the octagon structure is established for image recognition and diagnosis to the
exact brain tumor glioblastoma spot from the rain images. The octagon method can split the brain image until
all un-spotted regions of an image get removed and find the brain tumor glioblastoma spot. Rationalization is
reducing the diagonals of an image from a larger dimension to lower dimensions to recognize diagnosis tumors
from an input image. Thus, maximum and minimum rationalization of ideas helps generate a different state
of equilibrium for extracting an output as diagnosis tumor detection. Table 6 shows the possibility of finding
the brain tumor glioblastoma in the MRI brain image before and after applying the maximum and minimum
rationalization with the octogen structural methods.

Figure 16 shows the image identification time during the increasing count of brain images before and after
applying the minimum and maximum rationalization methods. Response time is the time taken for the pro-
cess to complete. From the graph, we can see that, before applying the maximum and minimum rationaliza-
tion methods, the proposed techniques for tumor spot identification gives approximated results of the exact
tumor-diagnosis. Still, after using the maximum and minimum rationalization methods, the proposed system
produces an actual tumor-diagnosis location from the brain image. The proposed system with maximum and
minimum rationalization methods takes a lesser response time than the one without maximum and minimum
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Figure 15. Comparison of accuracy values of the proposed method with GA, CNN K-SVM.

Before applying maximum and minimum After applying maximum and minimum

rationalization rationalization
Iteration count | Accuracy (%) | Identification error | Response time | Accuracy (%) | Segmentation error | Resp time
1 56 2.37 0.65 68 1.62 0.51
2 63 3.96 0.54 70 3.45 0.46
3 50 4.28 0.72 59 0.87 0.22
4 64 2.25 0.70 72 2.26 0.62
5 59 9.05 0.72 65 7.56 0.68
6 70 4.54 0.74 74 321 0.32
7 78 4.23 0.75 82 321 0.56
8 72 5.56 0.76 78 4.32 0.57
9 80 6.50 0.77 89 4.90 0.64
10 85 4.34 0.78 92 321 0.72

Table 6. Comparison of brain tumor glioblastoma spot identification before and after applying the
rationalization.
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Figure 16. Response time vs. no. of iterations.

rationalization methods. So, applying these methods gives a better result regarding quick responses for brain
tumor glioblastoma identification.

Figure 17 shows the image identification error during the increasing count of brain images before and after
applying the minimum and maximum rationalization methods. From the graph, we can see that, before using the
maximum and minimum rationalization methods, the proposed techniques for tumor spot identification gives
approximated results of the exact tumor-diagnosis. Still, after applying the maximum and minimum rationaliza-
tion methods, the proposed system produces an actual tumor-diagnosis location from the brain image. During
this process, an identification error may occur. Still, a proposed design with maximum and minimum ration-
alization methods has lesser error than the proposed system without maximum and minimum rationalization
methods. So, applying these methods gives a better result in terms of reduction in error.

Figure 18 depicts the accuracy graph. The vertical axis is the accuracy that represents the before and after
applying the minimum and maximum realization for the image segmentation process based on the increasing
count of iterations. The horizontal axis represents the growing counts of iteration. In our proposed system, before
applying minimum and maximum rationalization, we only get an approximate spot of a brain tumor glioblastoma
in the brain image. Still, we might get an accurate diagnosis after using this minimum and complete rationaliza-
tion method. Based on these results, we can say the accuracy after applying min and max rationalization methods
in the system are comparatively higher than before using these methods for image segmentation.

The MRI brain image might contain a very small or micro-level tumor. Considering this state, a division of
the image based on time division with the geometric shape is used to recognize the image. The whole brain image
is regarded as N, then let the tumor’s diameter be tiny. The area of the brain tumor glioblastoma is determined
by enumerating the count of tumor pixels. And then, the location of the normal brain portion is determined by
computing the count of normal brain pixels. The brain tumor glioblastoma ratio is calculated as follows,

[IBefore applying Max and Min rationalization
—a— After applying Max and Min rationalization
104

Identification Error
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Figure 17. Identification error vs. image segmentation iteration.
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. At
Ratio = —7 _ 4 100% (23)

Aormalbrain

The calculation of average error value of the brain tumor glioblastoma area and normal brain area is com-
puted as follows,

Mentionedtumorvalue — Estimatedtumorvalue
E= - (24)
Mentionedtumorvalue

The error testing of tumor extent is used to test how effective the identification of brain tumor glioblastomas
has been. Table 7 shows the average error in identifying the brain tumor glioblastoma area.

Figure 19 shows the average error during the brain tumor glioblastoma identification by increasing the count
of brain image iteration using these methods. Compared to other methods, our proposed system has fewer errors
for segmenting and identifying the brain tumor glioblastoma spot. Keeping in mind that our research will help
the medical field if we find caustic diagnostic equipment for high-grade fetal brain tumors, and as you said, the
average patient with glioblastoma of the brain is incurable for about 1.5-2 years. We propose this research with
the intention that our concept may be useful in the future by conceptually leaning on the processes of invented
equipment.

Conclusion

In this study, we employed enhanced division time attribute extraction and max- and min-rationalizing tech-
niques for image analysis. Specifically, we applied these methods to identify glioblastoma, a type of brain tumor,
in MRI images, aiming to enhance treatment effectiveness. Our emphasis on machine image processing under-
scores its significance in understanding fetal development, with potential implications for brain diagnosis in
adults using MRI images in future research. We are committed to addressing limitations, incorporating diverse
datasets, and integrating advanced techniques to contribute to the field of brain tumor detection and diagnosis.

Iteration count Ratio= g‘::m;zz # 100 (%) Mentioned value of tumor (mm?) An estimated value for tumor (mm?) Error (%)
1 366 346,828 319,823 7
2 56 28,068 24,723 11
3 243 78,055 74,092 5
4 5 11,893 10,623 10
5 76 12,725 11,432 10
6 25 78,055 73,232 6
7 83 68,289 65,234 4
8 385 11,277 10,273 9
9 213 2584 2413 7
10 72 1445 1173 18
Table 7. An average error in the identification of brain tumor glioblastoma area.
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Figure 19. An average error of a brain tumor glioblastoma area in brain image.

To support our findings, we referenced various research articles focusing on brain tumor detection and clas-
sification, highlighting the role of engineered biomimetic nanoparticles in targeted therapy against glioblastomas.
Notably, our utilization of Self-Organizing Maps (SOMs) for verification resulted in significant improvements,
achieving an accuracy of 96.5% and reducing response times to 7.5 seconds. Furthermore, our adaptation of
image segmentation techniques resulted in a significant enhancement in accuracy to 98.12%, further demon-
strating the effectiveness of our approach. Looking ahead, we plan to extend our research to brain diagnosis in
adults, leveraging MRI images for comprehensive analysis. Our commitment to advancing this field of medicine
underscores our dedication to improving diagnostic accuracy and treatment outcomes for patients.

As we move forward, one promising direction for future research is the exploration of deep learning tech-
niques for brain tumor diagnosis. By leveraging convolutional neural networks (CNNs) and recurrent neural
networks (RNNs), we aim to develop more sophisticated models capable of detecting subtle patterns in MRI
images with higher accuracy and efficiency. Additionally, incorporating multi-modal data fusion approaches,
such as combining MRI with other imaging modalities or clinical data, holds promise for enhancing diagnostic
capabilities and advancing personalized medicine in neuro-oncology. Through these efforts, we anticipate further
advancements in brain tumor diagnosis and treatment, ultimately benefiting patients worldwide.

Data availability
The datasets used during the current study are available from the corresponding author on reasonable request.
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