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The artistic image processing
for visual healing in smart city

Guangfu Qu'™, Qian Song? & Ting Fang?**

This study investigates the processing methods of artistic images within the context of Smart city
(SQ) initiatives, focusing on the visual healing effects of artistic image processing to enhance urban
residents’ mental health and quality of life. Firstly, it examines the role of artistic image processing
techniques in visual healing. Secondly, deep learning technology is introduced and improved,
proposing the overlapping segmentation vision transformer (OSViT) for image blocks, and further
integrating the bidirectional long short-term memory (BiLSTM) algorithm. An innovative artistic
image processing and classification recognition model based on OSViT-BiLSTM is then constructed.
Finally, the visual healing effect of the processed art images in different scenes is analyzed. The results
demonstrate that the proposed model achieves a classification recognition accuracy of 92.9% for
artimages, which is at least 6.9% higher than that of other existing model algorithms. Additionally,
over 90% of users report satisfaction with the visual healing effects of the artisticimages. Therefore,
it is found that the proposed model can accurately identify artistic images, enhance their beauty
and artistry, and improve the visual healing effect. This study provides an experimental reference for
incorporating visual healing into SCinitiatives.
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Research background and motivations

Although the rapid development of Smart city (SC) has provided urban residents with abundant data for
daily life and work, the pressures from employment and living conditions continue to pose challenges to their
mental health. For example, the accelerated urban pace has compounded these pressures, resulting in increased
psychological stress among residents'~. Therefore, there is a growing emphasis on mental health and social
well-being in SC development. Consequently, exploring artistic image processing technology with visual healing
effects in SC construction holds significant practical implications for residents’ mental health.

Visual healing employs color, shape, and line from artistic images to improve people’s mental health?. Research
increasingly supports its efficacy in alleviating stress, fatigue, and anxiety among urban populations®~. By
processing and designing artistic images in urban environments, comfortable and pleasant urban spaces can be
created that help relieve residents’ anxiety and stress®. Moreover, integrating art image processing technology with
visual healing in SC development can provide residents with personalized and intelligent visual healing services,
thus enhancing urban residents’ quality of life and well-being®!. Hence, the art image processing technology of
visual healing in SC has vital application necessity and development prospects.

Research objectives

The main purpose of this study is to discuss the artistic image-processing technology of visual healing in SC and
propose strategies and schemes based on the SC vision. The innovations of the study are multifaceted. First, the
relevance of visual healing in SC is expounded by analyzing current urban residents’ mental health challenges
and existing issues. Second, the application of art image processing technology in visual healing is introduced,
presenting a model for art image processing and classification recognition based on Overlapping Segmentation
Vision Transformer (OSViT)-Bidirectional Long Short-Term Memory (BiLSTM). Lastly, aligned with the SC
development vision, the study proposes an implementation scheme for visual healing in SC and assesses its
feasibility. This study offers experimental reference direction for the research on residents’ mental health within
the SC vision.
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In recent years, with the development of SC and increased attention to health, mental health healing has gradually
become a research hotspot. Freeman et al.'! evaluated a meditation-based mental stress relief plan using the
Center for Disease Control framework, offering mental healing for veterans’ hospital employees. The findings
suggested that the program prominently mitigated anxiety and depression levels while enhancing employee
well-being and responsible behavior. Hass-Cohen et al.'? discussed the efficacy of painting as a visual healing
method for patients with chronic diseases. They believed that art therapy effectively reduced patients’ pain,
depression, and anxiety and improved the quality of interpersonal relationships. Bowen-salter et al.'* applied
art visual healing to patients with Post-Traumatic Stress Disorder (PTSD). They demonstrated that as a trauma
treatment intervention, it could be paired with psychotherapy, including humanistic therapy and family
therapy, to achieve good treatment outcomes. Lee et al.'* designed a multimodal food art therapy program,
discovering that it had therapeutic effects on individuals with mild cognitive impairment and mild dementia.
Juliantino et al."” introduced the virtual healing environment developed on virtual reality platforms, focusing
on virtual environment design and technical implementation to provide an immersive therapeutic experience,
with potential applications in psychotherapy. Skorburg et al.’® paid attention to the ethics of mental health
research, discussing the ethical issues and participatory turn of artificial intelligence (AI) in this field. Mitro
et al.'” proposed an Al-based smart bracelet to monitor physiological indicators and stress levels in real-time.

Artistic image processing and classification are pivotal in visual healing, attracting significant attention from
domestic and foreign scholars. Ayana et al.'® proposed a novel multi-stage transfer learning method for classifying
breast cancer ultrasound images, demonstrating superior accuracy and reliability compared to traditional
methods. Maniat et al.'? utilized a deep learning (DL)-based method to visualize crack detection using Google
Street View images, achieving high detection accuracy. Wang et al.*® proposed a microcapsule self-healing
mortar object state recognition method based on an X-ray Computed Tomography image, effectively identifying
microcapsule conditions. Batziou et al.*! developed a neural style transfer method based on CycleGAN for art,
enabling style transfer through adaptive information selection. Tehsin et al.”> proposed a scalable DL-based
method for satellite image classification. demonstrating robust classification performance across multiple satellite
image datasets.

In summary, the analysis of previous studies reveals that while many studies have involved psychological
healing through vision, the connection between visual healing and artistic image processing remains the current
research gap. Meanwhile, in the domain of image processing, DL methods have predominantly been applied
to medical and satellite image classification, such as Ayana et al.'¥, Wang et al.?’, and Tehsin et al.?. However,
there is a noticeable scarcity of research on art image processing. Therefore, this study addresses this gap by
employing DL techniques for art image processing and evaluating their efficacy in enhancing the impact and
treatment efficiency of visual healing within SC environments. This contribution aims to advance the health and
well-being initiatives within SC.

Research model
Visual healing analysis
Visual healing is a psycho-emotional approach to exploring and understanding emotional and cognitive issues
through visual media. This approach involves viewing and analyzing visual media, such as artworks, photography,
video, and images®***. Vision therapy can help people understand their emotional and cognitive state. Moreover,
it can be used to treat various mental health problems, such as anxiety, depression, and PTSD?-?. The effects of
visual healing are presented in Fig. 1.

Figure 1 highlights the potential role of vision therapy in providing emotional support and guidance,
aiding individuals in coping with issues like anxiety, depression, and PTSD. In the process of treatment, visual
therapy offers an intuitive and perceptual communication way through artistic image processing, enabling
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Figure 1. Schematic diagram of the role of visual healing.
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individuals to better understand and express their emotional and cognitive states. Artistic expressions can evoke
emotional resonance and facilitate exploration, understanding, and management of internal emotional and
cognitive challenges. However, obstacles to effective visual therapy may include resistance or difficulty adapting
to art forms, hindering individuals from deriving therapeutic benefits from images. In addition, individuals’
understanding and feelings about specific images are subjective, and there may be differences in interpretation,
which may also affect treatment effectiveness.

Research supporting visual healing primarily draws on case studies and observations in treating anxiety,
depression, and PTSD. Visual therapy encourages individuals to confront and express their emotional issues,
fostering better psychological coping mechanisms. While the effectiveness of visual therapy can vary individually,
it generally holds promise for providing emotional support and guidance.

DL and its application to art image processing and analysis

DL is a machine learning method based on artificial neural networks, which has made breakthroughs in many
fields, including natural language processing, computer vision, and speech recognition?>?*. Unlike convolutional
networks, self-attention models can efficiently capture and process long-distance dependencies between
sequences, leading to robust classification outcomes>’.

The standard Transformer framework structure comprises two main components: encoder and decoder. The
encoder consists of M layers stacked sequentially, each encompassing two sublayers: a multi-head self-attention
mechanism layer and a feedforward neural network layer®'-3. These layers incorporate residual connection and
layer normalization, as shown in Eq. (1).

Sublayer, = LayerNorm (x + Sublayer(x)) 1)

x refers to the input of any sublayer; LayerNorm means the layer normalization operation, Sublayer(x)
represents the function operation performed by the sublayer; Sublayer, denotes the final result of the output of
the sublayer.

When normalizing, the mean u and variance o are calculated by entering the data. The inputs for each
dimension are transformed by the same standardized operation, as expressed in Egs. (2-3).

1 H
,Uv:ﬁ;xi @)

H stands for the number of nodes in the hidden layer of a layer; x; refers to the input sequence of the layer-
represented vector on the ith image block.

The decoder is similar to an encoder and also requires residual connection and layer normalization of the
sublayer®.

In the context of artistic image processing, the Vision Transformer (ViT) model uses a Transformer encoder
structure to decode collected art image information, generating descriptive features to recognize art image
content®>*. The framework for applying the ViT model to the analysis of artistic image processing is displayed
in Fig. 2.
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Figure 2. Schematic diagram of the framework of ViT model applied to art image processing analysis.

Scientific Reports |

(2024) 14:16846 | https://doi.org/10.1038/s41598-024-68082-7 nature portfolio



www.nature.com/scientificreports/

Figure 2 reveals that in the ViT model, the Transformer encoder performs a trainable linear projection
by introducing a convolution operation. Here, the three sub-images in Fig. 2 are simultaneously input into
the network as a single input, effectively capturing the global information and local details in the image, thus
enhancing image processing outcomes. The sequence of sub-images can significantly influence the results of
artistic image processing. Altering the sequence may highlight different local features, thereby impacting the
networK’s interpretation and processing of images. For instance, certain sequences might emphasize texture
information more prominently, while others prioritize color distribution. Moreover, different sub-image
sequences may affect the network’s perception of the overall image structure. Some sequences may be more
conducive to the overall organization and layout of images captured by the network, while others might lead it
to focus excessively on local details at the expense of the global structure. In addition, rearranging the sequence
sub-images can yield varying classification outcomes. The specific ordering may either facilitate or hinder the
network’s ability to identify specific artistic styles or objects, thus affecting the final image classification results.

Each image block is mapped into a vector with dimension size P? x C while keeping the number of image
blocks N constant. Then, N can be expressed as:

N:Vl—l-2p P+S+IJX{w+2p P+S+IJP2><C @
P—s P—s

C means the number of channels; P x P indicates the size of the image block; s refers to the overlapping
width of adjacent picture blocks; p stands for the fill size of the input preprocessed picture; w and h denote the
convolution operation’ sliding step size. N and P represent the number of blocks.

However, ViT models often suffer from feature loss at the boundaries between adjacent image blocks. To
address this challenge and enhance the recognition and classification accuracy of artistic images, an improved
ViT model called OSViT is proposed. OSViT integrates overlapping recognition and classification strategies,
specifically designed for the processing and classification of artistic images.

Construction of art image processing and classification recognition model based on DL
Under the vision of SC, to preserve the sequence information in artistic images, this study improves the ViT
model and designs the OSVIiT algorithm. OSViT comprises five main modules: image block embedding,
learnable embedding, position embedding, Transformer encoder, and layer perceptron. At the same time, the
BiLSTM algorithm is integrated to enable the model to capture the sequence information from the image during
processing and classification. while OSVIT is responsible for processing the information of the image block.
The BiLSTM algorithm plays a crucial role in this process. The order of image blocks in artistic images often
carries important semantic information, such as the arrangement order of objects and contextual information.
This capability allows the model to accurately understand the semantic structure of images. By leveraging the
BiLSTM algorithm, the enhanced model effectively utilizes temporal sequence information within images,
thereby improving the accuracy and robustness of image recognition and classification. The model’s overall
framework is depicted in Fig. 3.

Figure 3 shows that in this model algorithm, the image block sequence is divided into a fixed number of
patches to facilitate the model’s standardized processing and training. A learnable classification vector 28 = Xclass
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Figure 3. Schematic diagram of art image processing and classification recognition model based on OSViT-
BiLSTM.
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is added to the sequence of image blocks. The final feature of this vector output by the Transformer encoder is
used as a representation of the image category. Vector zJ can be regarded as the category information that all
other image patches are looking for. The added learnable category embedding equation is:

el 27 LN
Zy = [xclass’ xpE7 xpE7 te ’XP E (5)

Xclass represents the vector of the classification category; xJ, x2, - - - ,xII,V refers to the image block in the input
image after preprocessing; E means the weight of the linear projection.

The vector dimension of positional encoding needs to be consistent with the dimension of the image block
embedding, and the positional encoding vector can be calculated using cosine and sine functions of different
frequencies. Thus, the equation for adding positional encoding information to the serialized art image block is
as follows.

£ 27} — i pOS

pos (pos, 2i) —Sm(m) ©
) _ pOS

Epos (pos,2i + 1) = cos (W) 7

pos stands for the position of the current image block in the input image; i refers to the index of each value in
the vector; d,o4.1 represents the dimension of the art image block.

Then, the calculated positional encoding vector and the image block embedding vector sequence are added
as input to the encoder, as follows.

Zo =27+ Epos (8)

Z refers to the value after the linear projection of the original image; Epos denotes the position information
vector. This vector determines the position of the current image block in the sequence of vectors composed
of image blocks. Zj represents the sequence of image block vectors that add position information as input to
subsequent Transformer encoders. After embedding the position information of the original image, the BiILSTM
module is introduced to process the sequence information related to the artistic image. This can include the time
series changes of objects or colors in the image, etc. BILSTM is designed to capture sequential patterns in images.

In the Transformer encoder module, the features of the input encoder are first layer-normalized, and the
feature M is adjusted.

M. _|_’5
NET I ®)

Zpmeans the input vector of the encoder; 1 and o refer to its mean and variance, respectively. ¢ is a very small
number set to avoid a denominator of zero, and its value is set to 107%.  and 8 represent the parameter vectors
of scaling and translation, respectively, consistent with the representation vector dimensions of the image block
of the input encoder. Then, the features after layer normalization adjustment features are calculated by multi-
head self-attention.

My =

head; = Attention (QWZ-Q,KWiK, VWiV> (10)

MultiHead(Q, K, V) = Concat(head, . .. head,) W° (11)

Q, K, and V represent the query, key, and value of the attention calculation process, respectively. During the
linear calculation of the multi-head self-attention, parameters between the heads head; cannot be shared. The
linear transformation of the Q, K, and V eigenvectors is calculated using matrices WiQ, WiK ) W,-V. The calculation
result of the contraction point product of / times is spliced. Finally, the final result of the multi-head self-attention
is obtained through a linear transformation. W° refers to the weight matrix of the linear transformation of the
multi-head attention calculation.

The layer perceptron module sends the input features into the linear layer for linear transformation.
Subsequently, activation is performed using the Gaussian Error Linear Units (GELUs) activation function®.

GELU = x®(x) (12)

x refers to the linear layer’s output feature; ®(x) means the probability function of the normal distribution.
The output result of the Dropout layer is connected to the calculation result of the first residual connection
in the encoder, which represents the layer perceptron module’s final output.
The proposed OSViT-BiLSTM model algorithm’s pseudo-code is exhibited in Algorithm 1.
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1 Start

2 Input: art image data

3 Output: artistic image processing and classification recognition results
4 # Define OSViT model

5  class OSViTModel(nn.Module):

6 def init (self, ...): # Define parameters for OSViT

7 def forward(self, image):

8  # Define BILSTM model

9  class BILSTMModel(nn.Module):

10 def init (self, ...): # Define parameters for BILSTM
11 def forward(self, sequence):

12 # Define integrated model

13 class ArtlmageModel(nn.Module):

14 def init_ (self, osvit_params, Istm_params, transformer params, num_classes):
15 super(ArtlmageModel, self). _init_ ()

16 self.osvit = OSViTModel(osvit_params)

17 self.bilstm = BILSTMModel(Istm_params)

18 def forward(self, image, sequence):

19 osvit_output = self.osvit(image)

20 bilstm_output = self.bilstm(sequence)

21 End

Analysis of the classification and application of art image processing in visual healing in SC
The above DL technology is utilized to process and identify art images in SC, enabling their classification and
application across various fields to achieve visual healing effects. The classification of visual healing applications
after art image classification recognition is given in Fig. 4.

In Fig. 4, after processing the art images, visual healing application scenarios can be categorized into several
aspects, including art image display, SC public facilities, and the application of visual healing in transportation.
The art image display module aims to enhance citizens’ aesthetic literacy and emotional experience by showcasing
outstanding artworks in urban public places, such as park display boards and public newsstands. The application
of visual healing in SC public facilities focuses on improving citizens’ physical and mental health through visual
healing in public facilities, such as public street electrical boxes and community garbage cans. The visual healing
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Figure 4. Schematic diagram of visual healing application classification after art image classification
recognition.
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application module in SC transportation incorporates artistic images in traffic scenes to reduce traffic-related
stress and anxiety among citizens.

Experimental design and performance evaluation

Datasets collection and experimental environment

The data source is the WikiArt dataset (https://www.wikiart.org/). The collection contains paintings, sculptures,
photography, and other art forms, totaling approximately 200,000 pieces®. A total of 187,000 high-quality art
images covering various themes in the WikiArt dataset are selected as experimental subjects and randomly
divided into training and test sets in an 8:2 ratio. First, the Linux operating system servers or cloud virtual
machines are installed, and TensorFlow is used to install DL frameworks and necessary Python packages and
tool libraries, such as NumPy*. Second, GPU is employed to accelerate the model training speed. Finally, Git
and Docker are utilized to manage experimental data and results.

Parameters setting

When using the OSViT algorithm to process artistic images, all input images are pre-processed into three
channels and the size is 224 x 224 pixels. The convolution kernel size of the image block embedding layer is 16,
with a stride of 16, dividing the image into 196 image blocks. The image block vector dimension for the input
encoder module is 768, and the encoder’s Q, K, and V sizes are all 3. The image block vector dimension is 2304,
and the number of heads for the multi-head self-attention is 8. The output of the first linear layer in the multilayer
perceptron module is 3072, while the second linear layer’s output, activated by GELU, is 7680. The number of
self-attention submodules is 12. The initial learning rate is set to 0.01, with a batch input of 8 images per training
session, and the training runs for a total of 70 cycles.

Performance evaluation

The proposed OSViT-based art image processing and classification recognition model algorithm is analyzed in
comparison with ViT, Convolutional Neural Network (CNN) (Naseer et al.*’, Maniat et al.'®, and Batziou et al.*!
based on accuracy, precision, recall, and F1 score. Subsequently, the accuracy of image classification recognition
is evaluated. The results are revealed in Figs. 5, 6, 7 and 8.

Figures 5, 6, 7 and 8 denote that in this comparative analysis, each algorithm shows an initial increase in
recognition accuracy followed by stabilization with increased training cycles. Specifically, the proposed model
algorithm achieves an accuracy of 92.90% in classifying and recognizing artistic images, which is at least 6.90%
higher than other models proposed by scholars. Regarding F1 score, precision, and recall, the proposed algorithm
reaches 76.30, 90.02, and 84.50%, respectively. When ranked by accuracy, precision, recall, and F1 score from
highest to lowest, the results indicate the superiority of the OSViT-BiLSTM algorithm > Batziou et al. ! > Maniat
etal.!”>ViT > CNN. This demonstrates that under the vision of SC, the artistic image processing and classification
recognition model based on OSViT-BiLSTM developed here can effectively predict and classify artistic images,
achieving accurate recognition and classification outcomes.

In addition, the recognition accuracy of this model algorithm is analyzed through ablation experiments,
and the proposed OSViT-BiLSTM algorithm is compared with OSViT, ViT-BiLSTM, and ViT, and its accuracy
is suggested in Fig. 9.

Figure 9 illustrates the results of the ablation experiment, showing that as the number of training iterations
increases, the recognition accuracy of each algorithm initially rises and then stabilizes. Among them, the accuracy
of the classification and recognition of artistic images by the proposed algorithm reaches 92.9%, which is
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Figure 5. Accuracy result of art image processing and classification recognition under diverse algorithms.
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Figure 7. Recall of art image processing and classification recognition with various algorithms.

markedly improved compared with OSViT, ViT-BiLSTM, and ViT algorithms. Among them, the ViT algorithm’s
identification accuracy is only 71.09%. Therefore, the proposed OSViT-BiLSTM algorithm can accurately process
and classify artistic images in the ablation experiment.

Furthermore, the effects of visual healing and pressure release of processed and classified artistic images in
different scenes and cultural levels are analyzed. 150 test users are randomly selected to rate the visual healing
effects of art images in different scenes using the Likert 5-point scale. Among them, very satisfied =5 points,
satisfied =4 points, general =3 points, dissatisfied =2 points, very dissatisfied =1 point. This questionnaire test
has obtained the informed consent of the participants. The results are plotted in Figs. 10 and 11.

In Fig. 10, when the processed artistic images are applied to various scenes, such as public scenes, vehicles,
homes, public infrastructure, and workplaces, more than 90% of users score 4 or above. It means that the
healing effect of artistic images in different scenes is satisfactory, which brings pressure release and psychological
relief effects. This shows that the proposed algorithm can effectively deal with and accurately identify artistic
processing. Thus, it can positively impact users’ mental health in diverse scenarios, and provide a potentially
positive effect for pressure release, with a visual healing effect.

Figure 11 exhibits the varying attitudes toward artistic image therapy based on respondents’ educational levels.
Among primary school students, 11.36% express dissatisfaction with artistic image therapy. In contrast, less than
5% of junior high school students are dissatisfied. Over 93% of users with undergraduate education support the
therapy, with no expressions of dissatisfaction. Generally, users with undergraduate education levels demonstrate
high satisfaction with the therapy, while users with junior high school education levels are also satisfied. The
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Figure 8. F1 score of art image processing and classification recognition under different algorithms.
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Figure 9. Accuracy value result of artistic image processing and classification recognition in ablation
experiment.

relatively low satisfaction in primary school may be related to students’ understanding and cognitive level of
cultural differences at this stage. Users with undergraduate education levels may be more inclined to actively
accept and understand the healing effect of artistic images, which can positively impact stress relief and mental
health improvement in daily life. Thus, enhancing educational levels could potentially increase awareness of
stress management techniques, thereby boosting satisfaction with artistic image therapy.

Discussion

The processing effect of the proposed OSViT model algorithm on artistic images is analyzed. It can be found
that compared with the image classification recognition accuracy of other existing models, including ViT, CNN,
Maniat et al.'?, the proposed model algorithm achieves 89.80% accuracy in art image classification recognition,
remarkably exceeding the model algorithm proposed by other scholars. It suggests that the OSViT-BiLSTM
algorithm-based art image processing and classification model can accurately predict and classify art images,
which can contribute to the accurate recognition and classification of art images.

Furthermore, when applying processed art images to various public settings such as public spaces,
infrastructure, and transportation, more than 90% of users rate the visual healing effects of these images as
satisfactory. This demonstrates that the proposed model algorithm effectively processes and accurately identifies
artistic images, thereby achieving user satisfaction and promoting visual healing effects across different
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Figure 10. Visual healing effect after artistic processing and application to different scenes.
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Figure 11. After artistic image processing, it is applied to the visual healing effect map of users with different
educational levels.

scenarios*!. Hence, within the scope of SC, this study establishes a feasible and practical application scheme for
visual healing in diverse settings following art image processing and recognition.

Conclusion

To address the pressures and challenges posed by urbanization on individuals’ lives and work, an art image
processing and classification recognition model based on the OSViT-BiLSTM algorithm is developed.
The processed art images are applied to different scenes to analyze their visual healing effects. The findings
underscore that the model algorithm proficiently processes and accurately identifies art images, facilitating
precise recognition and classification under the SC framework. Moreover, art images processed through the
OSViT-BiLSTM model algorithm exhibit substantial visual healing benefits in public spaces, infrastructure, and
transportation settings. Thus, this study has the value of promoting and applying diverse art images in public
settings. Nonetheless, there are limitations, such as the relatively small sample size of test users. Future research
could enhance understanding by investigating the impact of different image processing technologies and model
parameters on the recognition and classification of artistic images across various contexts through expanded
sample sizes. Additionally, exploring how cultural differences influence perceptions of the healing effects of
artistic images represents a valuable direction for further investigation.
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