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The long-term loss of distribution network in the process of distribution network development

is caused by the backward management mode of distribution network. The traditional analysis

and calculation methods of distribution network loss can not adapt to the current development
environment of distribution network. To improve the accuracy of filling missing values in power load
data, particle swarm optimization algorithm is proposed to optimize the clustering center of the
clustering algorithm. Furthermore, the original isolated forest anomaly recognition algorithm can

be used to detect outliers in the load data, and the coefficient of variation of the load data is used

to improve the recognition accuracy of the algorithm. Finally, this paper introduces a breadth-first-
based method for calculating line loss in the context of big data. An example is provided using the
distribution network system of Yuxi City in Yunnan Province, and a simulation experiment is carried
out. And the findings revealed that the error of the enhanced fuzzy C-mean clustering algorithm was
on average - 6.35, with a standard deviation of 4.015 in the situation of partially missing data. The
area under the characteristic curve of the improved isolated forest algorithm subjects in the case of
the abnormal sample fuzzy situation was 0.8586, with the smallest decrease, based on the coefficient
of variation, and through the refinement of the analysis, it was discovered that the feeder line loss
rate is 7.62%. It is confirmed that the suggested technique can carry out distribution network line loss
analysis fast and accurately and can serve as a guide for managing distribution network line loss.

Keywords Fuzzy C-Means, Isolated forest algorithm, Medium voltage distribution networks, Line loss
analysis, Data processing

The Line Loss (LL) ratio is a crucial index for measuring the operating efficiency and economy of a power sys-
tem. It represents the proportion of electrical energy lost due to the presence of components such as resistors
and inductors during power transmission. The level of LL rate directly affects the safe and stable operation and
economic benefit of the power grid. A current distribution network’s LINE LOSS ANALYSIS (LLA) primarily
relies on the expertise and professional judgement of specialists, which has a limited impact on improving the
LL management level of the network!2 Currently, there are two general routes for research on loss reduction in
medium voltage distribution networks (MVDN) both domestically and internationally. The first is the study of
power equipment, which aims to lower LL by producing more energy-saving equipment for cooperation. The
study of LL after new energy is allowed access to the distribution network, the benchmarking value for LL, LL
management, and LL causes are the key topics of the second area of research on theoretical LL’. In response to
the country’s calls for energy efficiency and emission reduction, the use of new energy technologies has gradu-
ally increased. In the case of electric power, the presence of numerous distributed photovoltaic power plants
and distributed hydroelectric power plants has changed the direction of the original tidal currents, posing a new
challenge for the distribution network. Although the efficiency and accuracy of LLA have increased significantly
over the past few years due to advancements in power system technology and management, the distribution
network LLA still faces some challenges as a result of the complexity of the distribution network’s structure,
load imbalance, and other factors*®. Therefore, it is crucial to research a technique that can carry out LLA for
distribution networks rapidly and accurately. This research innovatively proposes a data cleaning model based
on the combination of ensemble learning and optimal clustering, and improves the shortcomings of ensemble

!Metrology Center, Guangdong Power Grid Co.,Ltd., Guangzhou 511545, China. 2Power Supply Service, Dongguan
Power Supply Bureau, Dongguan 523576, China. “’email: honeyluyawahaha@163.com

Scientific Reports|  (2024) 14119554 | https://doi.org/10.1038/s41598-024-68366-y nature portfolio


http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-024-68366-y&domain=pdf

www.nature.com/scientificreports/

learning and optimal clustering to enhance the accuracy and practicability of the data cleaning model. On this
basis, based on a large number of existing data, a multi-level distribution network LL calculation model is con-
structed to obtain the fine LL under different data scenarios. Finally, according to the loss characteristic index
and loss rate, the loss causes are determined, and the loss causes are identified for different types of feeders, so
as to obtain the main reasons for the high loss rate.

The innovations of this research are as follows: (1) A fuzzy C-means (FCM) clustering algorithm based on
random distributed delayed Particle Swarm Optimization (RODDPSO) algorithm is proposed, and the cluster-
ing center of FCM clustering algorithm is optimized to improve the accuracy of final data filling. (2) On the
basis of the original isolated forest anomaly recognition algorithm, by calculating the coefficient of variation of
load data, the abnormal subspace is screened to reduce the dimension, and the randomness of the algorithm is
reduced by fixing the selection of cutting points, so as to improve the recognition accuracy of abnormal data. (3)
The LL calculation model of the backward substitution method is established, which reflects the characteristics
of data-driven, and provides real and reliable data support for the research of distribution network.

The contributions of this research are as follows: (1) To solve the problem of missing charge data in the
distribution network, PSO algorithm is used to optimize the clustering center of the clustering algorithm, and
the randomness and variable inertia weight of particles in the particle swarm optimization algorithm are added
to avoid the PSO algorithm falling into the local optimal, and the accuracy of the final data filling is improved.
(2) An improved isolated forest algorithm based on the coeflicient of variation is proposed to solve the problem
of low accuracy in identifying abnormal load data of distribution network caused by high-dimensional data
and algorithm instability. (3) Taking full account of the advantages of multi-source data in data filling, the LL
calculation model established in this paper is more accurate and more abundant than the traditional method.

The article develops the study through four parts, the first section provides a summary of current LLA
research as well as isolated forest algorithm (IFA) and FCM clustering algorithms for distribution networks.
The second part is the study of LLA modelling for MVDNG, the third part is the performance validation of the
system designed for the study, and the fourth part is the conclusion.

The abbreviation and full name of this research design are shown in Table 1.

Related works

In an effort to reduce the LL rate, many academics have studied LL, one of the primary indicators of power
supply firms. W. Hu established an LL assessment system. Firstly, the collected data were subjected to image
processing, and then a reasonable LL interval calculation model was established based on convolutional neural
network, based on which a loss reduction strategy was formed. After verification, the system can save electric-
ity and improve economic efficiency®. Zhang proposed a LL prediction method based on a multidimensional
information matrix and a multidimensional attention mechanism for the problem of high energy loss in low-
voltage distribution networks. First, the distribution network characteristics and seasonal trend parameters
are selected, and then the historical LL data is decomposed by the optimized variational mode decomposition
method, and the model relationship between line loss index deviation and line loss deviation is constructed.
Finally, the obtained data is input into the LSTNet network with dimensional attention mechanism. The results
show that this method has weak hysteresis effect and high prediction accuracy’. Tang proposed a short-term LL
prediction algorithm based on K-means-LightGBM. Firstly, a data quality evaluation system was established
using the Hadoop platform, the feature dimensions with high correlation were normalized, the samples were
classified by K-means clustering algorithm, and the model relationship between line loss index deviation and
line loss deviation was constructed. Finally, it is verified that the algorithm has higher accuracy and is superior
to the traditional algorithm®. In order to accurately diagnose abnormal LL, Liu proposed a hybrid clustering
and long and short-term memory based scheme for abnormal LL detection in distribution networks. In this
method, samples are classified by mixed clustering method, abnormal feeders are detected quickly, and abnormal
feeders are predicted and substations under the jurisdiction of abnormal feeders are detected by long and short
term memory method. It has been verified that the method can detect LL quickly and effectively’. In order to

Full name Abbreviation
Line Loss LL

LINE LOSS ANALYSIS LLA
Medium voltage distribution networks MVDN
Fuzzy C-means FCM
random distributed delayed Particle Swarm Optimization | RODDPSO
Isolated forest algorithm IFA
Particle Swarm Optimization PSO
Improved isolated forestt CV-iFores
Root Mean Square Error RMSE
Mean Absolute Error MAE
Standard Deviation SD

Table 1. Correspondence table of abbreviations.
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improve the LL calculation methods and management tools for distribution networks, Zhang’s team established
a simulation and analysis model for distribution networks based on the IEEE 34-node system after considering
the impact of distributed PV access. The results indicated that when the access capacity of distributed power was
too large, the LL of the system would increase'®.

It becomes quite challenging for people to extract accurate and truly relevant information from the power data
due to interference in the data collection, transmission, and storage processes. C. C. Yi et al. aimed to address
the issue of local optimization and error identification in traditional FCM clustering methods. They utilized the
t-SNE method for reduction and initial clustering center selection, resulting in an improved FCM algorithm that
significantly increased clustering accuracy’!. Ke et al. proposed a high-precision intelligent prediction method
based on back-propagation neural network and FCM clustering algorithm to predict the adsorption efficiencies
of heavy metals with different biochar properties, and the phases classified the metal adsorption data by FCM
algorithm'2 The Minkowski distance and Chebyshev distance were combined as a measure of similarity in the
FCM’s clustering process, and then the principal component analysis was used to carry out the dimensionality
reduction. S. Surono’s team did this in order to address the issue that the FCM algorithm is easy to fall into local
optimal solutions. The results showed that the method improved the accuracy of the clustering and optimized
the objective function of the FCM". In order to improve the accuracy of abnormal driving behavior monitor-
ing, Wang et al. designed A driver abnormal behavior warning method based on the isolated forest algorithm.
Through the analysis of abnormal driving behavior, XGBoost algorithm was used to extract the characteristics of
abnormal driving behavior, and a detection model of abnormal driving behavior was established by constructing
an isolated forest of abnormal driving behavior. The results show that the method can detect abnormal driving
behavior with 98.6% accuracy'®. A parameter distribution model for feature decomposition and error compen-
sation correction of the specimen seating attitude was developed by N. Pan et al. using a multi-modal elastic-
driven adaptive control method. The methodology increased the clustering’s accuracy and optimized the FCM’s
objective function, according to the results. The anomaly detection signals were processed by the IFA, then the
trajectory curve profile was extracted using a multi-scale alignment framework, and finally a parameter-sharing
concatenated ternary deep learning model for feature tracking and data enhancement strategies was established".

In summary, the existing methods are basically to classify the samples, and then use the neural network to
construct the model relationship between the line loss index deviation and the line loss deviation. However,
in line loss calculation, the deviation coefficient of line loss index is used to calculate the line loss rate, and the
data can be obtained is often less, so it is not suitable to use the power flow calculation algorithm which requires
high data quantity. Therefore, this paper proposes a solution to solve the missing data and abnormal data, and
alleviates the adverse impact of data quality problems on the distribution network analysis and calculation to the
greatest extent. Then, based on the breadth-first backward generation accurate line loss analysis and calculation
method, by improving the clustering algorithm and IFA, it is expected to quickly and effectively deduce the LL
rate in the distribution network and the reasons for LL.

LLA modeling study of MVDN

The study establishes missing value filling based on improved clustering algorithm and outlier identification based
on improved isolation forest algorithm to identify outliers and fill in missing values to reduce the impact of dirty
data on subsequent LLA calculation. Then, the cleaned data are used to calculate the LL rate as a theoretical basis
for distribution network planning. Finally, a feeder LL depletion identification model based on feeder classifica-
tion is designed to identify the whole feeder LL depletion causes and eliminate irrelevant factors.

Missing data filling based on improved FCM algorithm

The data acquisition system of distribution network is a complex system composed of various sensors, transform-
ers and software. The data acquisition system of distribution network includes dispatching system, production
management system, measurement automation system, distribution geographic information system and market-
ing system. These data systems process data from a large number of different sources, and a large amount of dirty
data is inevitably generated in the process of data transmission from tool to tool and from system to system'®!”.

To remove the impurities from the collected data, the data cleansing on the raw data need to be performed,
the principle of which is shown in Fig. 1. By using statistical learning, machine learning, deep learning and other
methods, with pre-set cleaning rules and strategies, the massive junk data is transformed into data that meets
the needs and is of high quality. The degree of data cleaning depends on the adaptive ability of the cleaning
methods, rules and strategies.

In the distribution system, the dirty data mainly comes from the dispatching system and the metering auto-
mation system, and the dirty data are mainly generated in the following three links: collection, transmission and
storage. In the process of data collection, the main cause of dirty data is equipment failure. In the process of data
transmission, the unreliable connection between the data acquisition device and the data transmission device,
the aging of the transmission device, the instability of the transmission signal and the signal interference are also
the main causes of dirty data. During the data storage process, the data storage module needs to convert the data
after receiving the data signal from the sensor, and the data is easy to be abnormal during the conversion process.
Data missing, data outlier (abnormal), data naming inconsistency, data illegality and data duplication are the
most common types of dirty data in the distribution system. After processing the original data of the distribution
network system with the research method, the complete, legal and good data with the same name are obtained.

Missing data, as a kind of junk data, has a large impact on the original data. The clustering algorithm is one
of the most widely used methods for filling in the missing data based on similarities between the data, but it has
some drawbacks, including that the number of clusters to use depends on experience, the cluster centre is prone
to falling into local extremes during iteration, and the accuracy of the clustering for high-dimensional data will
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Figure 1. Basic framework of data preprocessing.

suffer, which will have an impact. RODDPSO algorithm replaces the traditional FCM clustering’s centre self-
renewal process with the clustering center’s particle swarm optimization process. In order to acquire a more
precise clustering centre for historical data, it is necessary to address the issue that the typical FCM clustering
approach tends to slip into the local extreme value during the iterative process.

The selection of k-means algorithm K is difficult to grasp, and it is difficult to converge for non-convex data
sets. If the types of data are not balanced, such as the amount of data is seriously unbalanced or the variance of
the categories is different, the clustering effect is not good. And it adopts the iterative method, can only get the
local optimal solution’®. FCM takes into account the degree of membership of data points to clusters, and has
better global optimization performance. Compared with other clustering algorithms such as K-means, FCM
is insensitive to the initial center point and has faster convergence speed, which is suitable for large-scale data
sets!'®. For the sample dataset containinga x b, where a is the number of samples and b is the sample dimension,
the objective function is minimized by continuously updating the clustering centre and the degree of affiliation
of the FCM algorithm. Equation (1) contains the FCM algorithm’s mathematical expression.
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In Eq. (1), U is the membership matrix, V denotes the matrix consisting of c cluster centre vectors of dimen-
sion b, m denotes the fuzzy factor, which generally takes the value of 2, ujj denotes the element of the affiliation
matrix that indicates the degree of affiliation of the ith sample belonging to the 2ith subclass; x; denotes the data
in the ith sample; p; denotes the cluster centre of the jth subclass; and Hx, —pj H denotes the Euclidean distance
between two vectors. Then the affiliation matrix and clustering centre matrix are updated according to Eq. (2)
until the termination condition is satisfied.
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Since the Particle Swarm Optimization (PSO) algorithm is also prone to local optima, the study proposes
linearly varying inertia weights, whose computational metric expression is shown in Eq. (3).
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In Eq. (3), @ denotes the inertia weight of PSO algorithm, wmax and wmin denote the maximum and minimum
values of inertia weight, respectively, t denotes the current number of iterations, and t,x denotes the maximum
number of iterations. The PSO algorithm needs to set a larger weight in order to speed up convergence at the
beginning of iterations, and needs to set a smaller weight at the later stage of iterations in order to prevent the
algorithm from skipping the optimal value.

In order to improve the accuracy of the LL rate calculation, the existing grid companies generally set the load
data collection once every 15 min, so the daily load profile is composed of 96 points, while in the PSO algorithm,
the dimensions of the particles and the cluster centers are both 96. The RODDPSO algorithm differs from the
conventional PSO algorithm in that it optimizes the cluster centre matrix. As a result, the particle in the ROD-
DPSO algorithm is a three-dimensional array of sizec x 1 x d.

In Eq. (4), one particle holds the ¢ clustering centre, and during the RODDPSO iteration, the affiliation degree
is changed in real time according to the position data of the best clustering centre. By resolving the fitness value
of the two particles as the FCM algorithm’s objective function until the end of the RODDPSO iteration, a more
precise clustering centre position and affiliation degree is obtained. The formula for updating particle velocity
and position can be obtained through particle swarm search behavior. To obtain Eq. (4), a random distributed
delay term is introduced in the velocity update process.

vi(t + 1) = wvi(t) + c1r1 (Prestiy (1) — xi (1)) + 272 (Gpest(iy (1) — xi(x))

N N
+my(§)csrs Za(f)(Pbest(i)(t — 1) —xi(1)) + mg(€)cary Za(f)(gbest(i)(t — 1) —xi(1))
=1 =1
(4)

In formula (4), t represents the current number of iterations; ¢; and ¢; are individual learning factors and
social learning factors, respectively. c3 and ¢4 are learning factors of distributed delay terms, whose values are ¢;
and ¢,, respectively. N indicates the upper limit of the distributed delay item. «t(7) represents a vector N where
each element is selected from 0 to 1;7;(i = 1, 2, 3,4) is a random number uniformly distributed in [0.1]; m; (§)
and my (&) represent distributed delay term intensity factors determined by evolutionary state &.

The degree of affiliation is the degree of similarity between the sample data and the clustering centre, so
it can be used to compensate for missing data in the daily load profile, and the accuracy of the affiliation will
affect the filling effect. In practical applications, it has been found that there are two common characteristics of
missing data: one is randomness and the other is long time series. The missing of these two types of data will
affect the accuracy of the affiliation to some extent, while in the random case, the affiliation of this type of data
is negligible. However, if it is missing for a long period of time, or even for a whole day, then there is a lack of
reliable data for subordination calculations. In this condition, the grid should be pre-filled based on the power
data in the feeder and the regularity of the daily load variation of the transformer. Equation (5) expresses the
mathematical relationship between the degree of affiliation for each cluster center and the missing data. It is
important to consider the effect of multiple degrees of affiliation on the missing data from an overall perspective.

c
Xj =) Uik Py (5)
k=1

In Eq. (5), x;j denotes the j th dimension data in the i th sample, u denotes the affiliation of the i th sample
belonging to the k th clustering centre, and py; denotes the j th dimension data in the k th clustering centre.

Figure 2 depicts the overall flow of the updated FCM algorithm, which fills in the missing data to produce a
complete daily load curve. First, the power supply company’s data platform is used to extract the daily historical
load data, the format is processed, and the degree of missing data is determined. If the missing value is small,
the number of categories can be determined directly; however, if the missing value is large, pre-populating the
data with electricity data can be used. After classifying the historical load data and initializing the RODDPSO
algorithm’s parameters, the clusters was calculated. On this basis then the position equation and velocity equa-
tion of the particles are updated. Once the iteration termination condition is determined to be satisfied or not,
the result is output. If the condition is not satisfied, the steps are repeated until it is.

Improved IFA-based anomaly data identification

In addition to the frequent missing data phenomenon in the raw data of MVDN, data anomalies also occur
frequently. When it comes to missing data, it can usually be identified with the naked eye. However, identifying
abnormal data manually can be challenging. Furthermore, anomalous data can introduce bias in engineers’ data
interpretation and calculations, which can negatively impact the effectiveness and financial gains of power grid
firms. IFA is a popular outlier detection algorithm that isolates outliers from conventional observations by build-
ing multiple random isolation trees. The average number of comparisons required to isolate a given observation
can then be used as a measure of its outlier. IFA is particularly well suited for working with large data sets. It
has linear time complexity and is computationally more efficient due to the use of subsampling?. The existing
data anomaly detection methods are mainly based on the description of normal samples, giving the region of
a normal sample in the feature space, and the samples not in this region are regarded as abnormal®!. The main
disadvantage of these methods is that the anomaly detector only optimizes the description of the normal sample,
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Figure 2. Flow chart of improved FCM algorithm.

not the description of the abnormal sample, which can cause a large number of false positives, or only detect a
small number of anomalies.

The occurrence of abnormal data destroys the normal periodicity and continuity of power load to a certain
extent. In order to accurately understand the distribution of abnormal data and the change amplitude of abnor-
mal data, it is necessary to describe the distribution characteristics of data®?. According to the characteristics
and actual conditions of power load data, neither the central tendency measurement nor the distribution shape
measurement can accurately describe the distribution characteristics of abnormal data. The range, standard
deviation and coefficient of variation in the discrete trend measure can reflect the distribution of abnormal data,
but when comparing different periods or different populations of the same population, the range and standard
deviation are lack of comparability, while the coeflicient of variation eliminates the above defects and has a
wider application range®. Therefore, this paper selects the coefficient of variation as the criterion for screening
the abnormal subspace.

Massive high-dimensional data sets are used in the study as the research object. The discrete degree measure
function of the coefficient of variation is combined, and an improved isolated forest (CV-iForest) algorithm based
on the coeficient of variation is proposed as a solution to the issues of low reliability of the high-dimensional data
sets and high randomness of the iForest algorithm. In order to clearly express the relationship between various
parts of the CV-iForest anomaly detection model, the general framework of CV-iForest is given in Fig. 3. The
anomaly detection model consists of four layers: input layer, data pruning layer, data mining layer, and anomaly
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Figure 3. Improved iForest model mechanism diagram.

detection layer, which are respectively responsible for downscaling and pruning the data, extracting the anomaly
candidate set, calculating the coefficient of variation, and outputting the anomaly detection results.

The core idea of isolated forest is to cut the abnormal data continuously, because the density of abnormal
data is much smaller than the normal data clusters, so the abnormal data can be "isolated" with fewer cuts. In
a binary tree structure, abnormal data is indicated by cuts closer to the root node, while normal data remains
in deeper positions. In order to better demonstrate the principle that samples assign outlier score values by the
average path length from all trees to the root node, the research draws a diagram of outlier score distribution,
as shown in Fig. 4.

In the iForest algorithm, there are two key training parameters: the sub-sample size s and the number of
isolated trees n. Its learning process focuses on constructing orphaned trees and forming isolated forests by using
existing data. Firstly, s subsamples are randomly selected from the dataset D of size k dimension m to form the
training samples D; = {di, d3,d3,- - - ,du}(s < k). Then the separation dimension is randomly selected from the
training sample D; and a cut point C is selected on the great and small interval of this separation dimension, all
data samples greater than or equal to C are classified into the right branch of the isolation tree, and the remain-
ing portion is classified into the left branch, and the step is repeated until the samples cannot be cut any more
or reach the limited height of the tree. Finally, repeat the above steps all the time to construct multiple isolation
trees to form an isolation forest.

After training, since outliers are generally isolated in the first few rounds of isolation and their average path
lengths are relatively short, the outlier’s anomaly score is calculated based on the average path length of the sample
to determine whether the sample is anomalous or not.

Following that, based on the average path length c(s) of sample x, the anomaly score of sample x may be
derived; its computation expression is presented in Eq. (6).

_ E(pathL(x))
score(x,s) = 2 ) (6)

In Eq. (6), E(pathL(x)) s the average value of the path length of sample x in the forest. Since the selection of
dimensions and segmentation points in the training phase of the iForest algorithm is random, which leads to its

Is olaled forest

Outlier score ceeeee
Outlier
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Figure 4. Schematic diagram of anomaly score.
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poor global stability, and for high-dimensional loaded data, some of the dimensional information is still unused
after its modeling, which leads to its low reliability. Therefore, the study improves the iForest algorithm based
on data reduction and novel isolation strategies.

In the process of data dimensionality reduction, the coefficient of variation is dimensionless, and the
coefficient of variation of each dimension is calculated in order to eliminate variables with high dispersion,
that is to say, to eliminate the anomalous subspace. This is done by calculating the coefficient of variation Cy
for each dimension in the dataset and filtering out the anomalous subspace W = {wy, ws,- - - ,w;} based on
Cv min < Cv < Cv max (Wherei = a x m, a are the critical coeflicients with values in the range of [0, 1], and m
are the dimensions of dataset D. Where the coefficient of variation Cy is calculated in Eq. (7).

1 n
=D @i— e (7)
i=1

In Eq. (7), o denotes the standard deviation of the sample, i denotes the number of data in the sample, n
denotes the mean value of the sample, and x; denotes the i th value in the sample. The anomalous subspace
resulting from the data dimensionality reduction is used as a new training set, and the isolation strategy is
followed to improve the isolation effect of a single isolated tree during the isolation tree construction process.
The study proposes two isolation strategies. One strategy involves randomly selecting the isolation dimension
from the anomalous subspace. The samples can be placed into the left and right branches of the isolation tree
by selecting an isolation dimension and using the midpoint of the largest interval between neighboring data on
that dimension as the isolation point.

Computational and analytical model construction for MVDNLL
MVDN differs from high voltage transmission grids in its ability to ignore the conductance of conductors and
transformers to ground®. As a result, simpler approaches are typically used to calculate LL, such as the power
method, the equivalent resistance method, the maximum current method, and the root mean square current
method. However, these LL calculation methods can lead to a single LL calculation result and low calculation
accuracy due to limitations such as missing measurement data?. Therefore, the study introduces a breadth-first
based forward back generation LL calculation method in the context of big data. The method is based on the
actual feeder topology and the load data of each transformer, transformers are equated with impedance, and the
forward back generation method is used to calculate the losses of lines and transformers®. Given the complex-
ity and numerous branches of the current MVDN feeder line topology, the forward-back generation method is
less efficient. To address this, we conducted topology identification using the original algorithm and stratified
it to enable layered calculation of LL. In the feeder topology, the connection relationship between the nodes is
represented by the node association matrix; based on this, the root node of the feeder is the first layer node of
the node hierarchy matrix; then the nodes that are connected to the root node but have not been written into
the node hierarchy matrix are found, and then they are written in the second layer node in the node hierarchy
matrix, and so on, until all the nodes are written in the node hierarchy matrix*’.

Taking the IEEE31 node system as an example, whose node hierarchy is shown schematically in Fig. 5. The
branch currents are calculated by back generation layer by layer, and the node injection currents and branch
currents are calculated as shown in Eq. (8).

Alal gl mlalal gl =zlglol gl gl glals
(=] (=] [=3 (=] (=] [=3 (=] (=] [=3 =3 (=] [=3 (=} (=] [=3
glglglglglgleleglegleleglegleglegls
—_ S} o £ w (=)} ~ e} Nel — —_— —_ —_— —_— —_—
' m'pT w2y
Figure 5. IEEE 31 node layer diagram.
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In Eq. (8), I k denotes the injected current of the end node j of the branch I, Pj,,4 denotes the active power
of the branch, Qp,,4 denotes the reactive power of the branch, Vk=1 denotes the voltage of the last node of the
end node j of the branch I. Ilk denotes the branch current of the tranch, Ifn denotes the current of m, the lower
branch of branch I, and M denotes the set of all the lower branches that are directly connected to node j. Then,
starting from the first node to the last node layer by layer, the voltage of node j is calculated as shown in Eq. (9).

k_ vk k
Vi =Vi =2l )

In Eq. (9), V¥ denotes the voltage of the end node j of the branch I, V¥ denotes the voltage of the beginning
node i of the branch I, and Z; denotes the impedance value of the end node j of the branch /. Repeat the above
calculation steps continuously until the convergence condition max ! vk — yk-1 { < e is satisfied.

The computed voltage and current at each branch can be used to determine the line’s overall loss. The specific
calculation is shown in Eq. (10).

L
AP =3x > I'R; (10)

i=1

In Eq. (10), L denotes the number of branches of the feeder, Ii2 denotes the current amplitude flowing through
the branches, and R; denotes the resistance of the branches. To simplify the calculation, the study has treated the
transformer as an element with only resistance and reactance, and calculated its equivalent impedance using
Eq. (11).

PV
2

R= x 10°Q

N
V% - VR
© 1008y

(11)
x 10°Q

In Eq. (11), Py indicates transformer short-circuit loss in kW. V), is the rated voltage of the transformer in kV.
Sy indicates the rated capacity of the transformer in kVA. And V% indicates the impedance voltage percentage.
Transformer loss includes variable loss and fixed loss brought by equivalent resistance, so the transformer loss
calculation equation can be expressed as Eq. (12).

AP = Py + Py (12)

In Eq. (12), Py denotes the fixed losses of the transformer and Pr denotes the losses of the transformer
equivalent resistance. The feeder LL rate is the proportion of LL and transformer losses in the feeder to the power
supply, where the power supply is the sum of feeder LL consumption and power sales. Its calculation equation
is shown in Eq. (13).

AP,T + APTT
L=
AP;T + APTT 4 W

x 100% (13)

In Eq. (13), A denotes the feeder LL rate, T denotes is the duration of feeder power sales, and W, denotes
the total power sales of the feeder. To identify the cause of LL of feeders, the research first collects and preproc-
esses the network loss index parameters. And then based on the standardised data, logistic regression analysis
is carried out on the whole grid to identify the important factors affecting the grid loss and exclude irrelevant
factors. On this basis, the logistic regression method is used to identify the causes of feeder LL consumption in
different regions from the perspective of power supply zoning. By categorizing the new feeders and predicting
the LL high and low using the logistic regression model of the category to which they belong, the causes of losses
were identified.

LLA model performance validation

The study has calculated the LL of the power supply line in Yuxi city in Yunnan Province as an example, and
the feeder has been analyzed in detail. The experimental data is based on Electricity Load Diagrams data set in
UCI database, which contains active load data of 370 users from 2017 to 2021. The data collection interval is
once every 15 min, so the data dimension is 96. All users’ load data from 2011 was selected as the experimental
data to be used by the algorithm. Out of the 365 samples from 2017, the study randomly generated 37 abnormal
samples (10% of the total). The abnormal samples are divided into two categories to detect the algorithm’s effect:
obvious outliers and fuzzy outliers.

Effectiveness of Missing Data Filling
To study the filling accuracy of the data filling algorithm in two cases, partially missing and completely missing,
where the partially missing section is set in the first half of the daily load profile with a defect rate of 12.5%, which
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means that the load information is missing continuously for three hours, Table 2 shows the basic information
of this section of the feeder.

The study employs a transformer’s daily active load in this feeder as an example. It clusters and analyses the
active load in two states using the FCM clustering method, and it derives the results in Fig. 6 based on the ideal
number of clusters. The horizontal axis is the 96 load data collection points in one day, and the vertical axis is the
instantaneous active power of certain points at a certain moment. The cluster analysis reveals that while the two
types of load profiles share similar trends, the second type exhibits significantly larger and more volatile peaks
and troughs than the first. In order to verify the accuracy of the data filling algorithm when partial and all data
are missing, the study takes the active load of Yuxi City in Yunnan Province in July 2020 as an example data. In
the original data, part of the missing data is inserted in the front section of the daily load curve, and the missing
rate is 12.5%, that is, the load data is missing for 3 h continuously. To assess the feasibility of data filling methods,
commonly used methods include Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Standard
Deviation (SD). The quality of the selected method can be determined by comparing the RMSE, MAE, and SD of
the missing values with the actual values. In general, a smaller RMSE and MAE indicate higher precision in filling.
A smaller SD indicates smoother filling values, and no filling value should have a particularly large difference.

In order to test the filling effect, the improved FCM (IFCM) algorithm was compared with the Back Propaga-
tion neural network from literature®, the conventional FCM procedure, and the cluster mean filling algorithm,
each used to fill in two missing data examples. Its absolute error curve is given in Fig. 7 along with these compari-
sons. The revised FCM method, which has a higher accuracy compared to other algorithms, has an average error
of -6.35kW for partial missing data and a maximum error of — 10.63kW for whole missing data. The comparison
of the basic FCM algorithm indicates that the cluster center optimized by RODDPSO more accurately reflects
the overall characteristics of the data. The filling accuracy of BPNN is the lowest due to the selected feeders
being located in rural areas of class D power supply zones. These areas do not have any noticeable regularity
in load changes and are susceptible to the influence of environmental factors. Building the neural network will
be difficult without sufficient historical data. If there is a lack of historical data, it is difficult to complete the
establishment of the neural network.

Three classical data filling methods, linear interpolation, mean filling and mode filling, were selected in this
study. RMSE, MAE and SD were used to evaluate the performance of FCM algorithm, and 30 experimental
results were statistically analyzed. The evaluation indexes obtained were shown in Fig. 8. Different letters in the
figure indicate significant difference between the same index (p <0.05). In Fig. 8, the SDs of the improved FCM
algorithm for the two data missing cases are 4.015kW and 10.156kW respectively, which is significantly different

Power supply partition D
Cable length /km 9.63
Length of overhead line /km 10.36
Total line length /km 19.45
Power supply radius /km 5.21
Number of transformers 65
Transformer capacity /MVA 43.26
Number of public transformers 3
Common transformer capacity /MVA 0.52
Number of special transformers 62
Dedicated transformer capacity /MVA | 42.69

Table 2. Feeder basic information.

Cluster center 1
wo b — Cluster center 2
----- The first type of load curve  [A
— - The second type of load curve

Active power/kM

Figure 6. Clustering effect of historical active load curve.

Scientific Reports |  (2024) 14:19554 | https://doi.org/10.1038/s41598-024-68366-y nature portfolio



www.nature.com/scientificreports/

I5F  — BPNN —®- IFCM 30 L
10 —A— FCM CM —¥— BPNN - [FCM
20 F —A— FCM CM
= 5| Z
= 3
= o o
g ol % 10
2 v o
o
2 5F Z 0p \/v"\v/v——'\\
g <
<
210 F -10
-5 ¢ . , , , , -20

n

0 2 4 6 8 10 1 5 10 15 20
Data point Data point
(a) Partial deletion (b) Total deletion

Figure 7. Active power absolute error curve.
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Figure 8. Error evaluation index.

from the other three methods (p <0.05), indicating smoother filling value. The MAE and RMSE were 3.154kW
and 2.416kW, respectively, when partial data were missing. The MAE and RMSE with total data missing were
5.635kW and 3.529kW, respectively, the smallest in the two missing cases. From partial missing to complete
missing, the error evaluation index of the improved FCM algorithm changes the least, which indicates that the
robustness of the proposed algorithm is better than that of other algorithms.

Effects of abnormal data identification

The aberrant samples are split into two categories of clear and fuzzy anomalies to test the algorithm’s efficacy.
The HBOS algorithm, the LOF algorithm, the K-means algorithm, and the iForest algorithm—all of which are
implemented in Python—are all compared with the CV-iForest algorithm suggested in the study to confirm the
efficacy and superiority of the algorithm in this work. The study calculates the coefficient of variation for each
dimension, ranks the coefficients of variation, and filters the top a x m dimensions as anomalous subspaces.
The graphic shows that, in comparison to the data in the 23rd dimension, the data in the 78th dimension has
more spikes, more pronounced spikes, and a larger coefficient of variation. Figure 9 shows the data in the first
two dimensions with the largest coefficient of variation in the case of blurring of the anomalous samples. Com-
pared to the 23rd dimensional data, the 5th dimensional data has more spikes and the degree of spikes is more
pronounced and the coefficient of variation is larger.

Figure 10 displays the evaluation findings for the experimental choice of the subject characteristics Area
Under Curve (AUC) value as the evaluation index of the running effect in order to assess the algorithm’s detection
accuracy. In the table, for the abnormal samples with obvious outliers, the AUC value of CV-iForest algorithm
is 0.9971, which is the highest among several algorithms, but the running speed is slower, which is still within
the acceptable range. LOF algorithm has the fastest running speed, which reaches 0.7189 s, and the AUC value
is second only to that of the CV-iForest algorithm, but it is not applicable to load data that does not have the
attribute of density. K-means algorithm runs the slowest, which is not applicable to load data without density.
The K-means algorithm is the slowest, indicating that it is not suitable for high dimensional load datasets with
large amount of data, and the HOBS algorithm has the lowest AUC value of 0.6629, which indicates that the load
data do not comply with the assumptions of data distribution of this statistical method. In cases of abnormal
sample blurring, the iForest algorithm maintains the highest AUC value of 0.8586 with the smallest decrease,
while the LOF algorithm demonstrates the second-best adaptive ability in abnormal scenarios, following only
the CV-iForest algorithm. The K-means algorithm and iForest algorithm show the most significant decrease
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Figure 10. Algorithm operation effect.
in AUC value, while the HBOS algorithm has the lowest AUC value in both scenarios and also experiences a
noticeable decrease.

The study evaluates the stability of the model under the Load Diagrams dataset by varying the dataset outliers
rate and missing samples for comparison experiments. In Fig. 11a, the model’s performance is fluctuating as the
outliers rate continues to increase, and the model’s performance is the best when the outliers rate is between 0
and 10%. In general, when the proportion of non-normal samples increases, the distribution among the sam-
ple categories tends to be consistent, which results in a classification model with high accuracy. However, the
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Figure 11. Analysis of experimental results of model stability.
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iForest model takes advantage of the sparsity of the outliers, which is more likely to aggregate when the outliers
are greater than 10%, leading to an increase in the number of outlier decompositions, which in turn affects the
effectiveness of the model. As shown in Fig. 11b, the performance of the model increases significantly from 5 to
20% base classifiers, suggesting a progressive rise in the variability of the base classifiers, increasing the stability
of the final model. The model performance did not always improve when missing samples increased from 20 to
40%, which may be related to the creation of weak classifiers with accuracy lower than 0.5.

LL Calculation and Cause Identification

Taking a power supply line in a prefecture-level city in Yunnan Province as an example, the line loss is calculated
and compared with the model proposed by Liang et al.?®, and Table 3 shows the refined analysis results of this
feeder. LL is the loss caused by problems such as line material. LL ratio is the proportion of LL to the total LL.
Public distribution loss is the loss caused by public distribution. Public distribution loss ratio is the proportion
of public distribution loss to the total LL. From the table, it can be seen that the LL rate of this feeder is 7.62%,
which exceeds the LL rate standard of Class D power supply sub-district, and the LL rate is unqualified. The
LL reaches 58,159.89kW, the loss of public distribution substation reaches 134.896kW, and the LL accounts for
99.77%, which indicates that the loss of this feeder is basically borne by the line, and the loss of the dedicated
distribution substation is borne by the users themselves. Due to the large access load, most of the distribution
transformers have low voltage phenomenon and 5 branch circuits have heavy overload phenomenon. Liang
et al. ’s method belongs to the power flow algorithm, and its main idea is to establish the power flow equation of
the station area distribution network. For different circuits, different calculation models should be established
according to the parameters, which have low generality and great dependence on the quality of parameters.
Compared with the model proposed in this study, the overall performance is still lower than that of the model
proposed in this study, although there is little difference in each index.

The study has analyzed five branches of this feeder where heavy overload phenomenon exists and the results
obtained are shown in Table 4. The table shows that two branches of the feeder have severe overloading phe-
nomenon, which is caused by the failure of the branch type to match the load current, and according to the wire
cross-section requirements in the MVDN Planning Technical Guidelines, these two branches should be replaced
with 240mm? diameter wires.

Conclusion

The study suggests a data cleaning model based on the improved FCM clustering algorithm and IFA in accord-
ance with the two common data quality problems occurring in the power load data in order to enhance the grid’s
ability to use energy and to encourage a change in the management style of the power supply company. A model
for calculating and analyzing LL in the context of electric power big data is proposed. The traditional distribu-
tion network LL calculation method is not applicable and has flaws such as unclear identification of LL causes
in distribution network feeders. The results show that the average error of the improved FCM algorithm is the
smallest among several algorithms. The average error and standard deviation of the improved FCM algorithm are
-6.35kW and 4.015kW when part of data is missing, and the average error and standard deviation of the improved
FCM algorithm are -10.63kW and 10.156kW when all data is missing. The MAE and RMSE were 3.154kW and

Key index Research model | Liang et al.?®
Line loss rate /% 7.62 7.03%

Line loss/kW 58,159.89 57,231.19
Line loss ratio 99.77% 97.32%
Common distribution loss /kW 134.896 139.647
Common distribution loss ratio 0.23% 0.26%

Low voltage distribution ratio 66% 63%
Number of heavy overload branches | 5 4

High loss variation ratio 0% 0%

Table 3. Feeder Refinement Analysis Results.

Fore end node | End node | Main trunk or not | Daily average load rate/% | Loss rate /%
1 2 Yes 93.94 0.74

2 3 Yes 93.58 0.74

6 7 Yes 143.33 23.45

7 8 Yes 84.69 22.39

8 13 Yes 136.62 50.03

Table 4. Feeder Heavy Overload Branch Information.
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2.416kW, respectively, when partial data were missing. When the data is incomplete, it is 5.635kW and 3.529kW
respectively. From partial missing to total missing, the error evaluation index of the improved FCM algorithm
changes the least, indicating that compared with the classical data filling method, the proposed algorithm is
relatively robust. In the calculation of the original line loss data of a power supply line in a prefecture-level city
in Yunnan province, compared with Liang et al. ’s method, RODDPSO algorithm and cv-forest algorithm are
used in this study to deal with abnormal or missing data, and the nonlinear relationship between input and
output can be found only by learning a small number of data samples. There is no need to establish upper and
lower power constraints on nodes with abnormal or missing data, and the line loss calculation results can be
obtained quickly and accurately by artificial intelligence algorithm. The AUC value of cv-forest algorithm is
0.9971 for abnormal samples with clear outliers, and 0.8586 for fuzzy anomaly samples, in which the accuracy
of fuzzy anomaly samples decreases the least. Further research shows that the loss rate of the feeder is 7.62%,
and two branches are seriously overloaded. The power supply radius and bare conductor resistance are the key
factors leading to the high loss rate. In this study, RODDPSO algorithm and cv-forest algorithm were used to
process and calculate the line loss data. Although the results are good, the computing resources required are
large. Therefore, different neural networks can be considered for lightweight processing to improve the efficiency
and accuracy of the algorithm.
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